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PREFACE 

This volume contains the proceedings of the first Electrical Engineering 
International Conference (EEIC’19) which was held in Bejaia from December 4 to 5, 
2019. This conference is an opportunity to bring together researchers, doctoral 
students as well as industrialists in order to present the results of their latest 
research work for some and to express their needs and proposals for others. It is in 
this perspective that this conference included in its topics the majority of disciplines 
covering the broad field of electrical engineering. 

 
The holding of this first edition of the conference is not an end in itself, because 

the organizers aim to register it in the long term by organizing it every two years. This 
will undoubtedly create a discussion forum between the various actors of the 
scientific community to exchange their ideas and define new research perspectives. 

 
This conference will also be a godsend for industrialists and the socio-economic 

sector in order to submit their issues and develop partnerships with universities and 
research laboratories. 

The scientific program of EEIC’19 contains the presentation of 100 selected 
communications (52 in oral form and 48 in poster) as well as two plenary conferences 
led by eminent researchers. 

 
 

1- Pr. Noreddine TAKORABET, University of Nancy (France), “On the 

hybridization of 3D Finite Element Models and Reluctance Networks for 

shape optimization of magnetic devices”. 

 

2- Pr. Aissa CHOUDER, University of M’Sila (Algeria), “Monitoring, fault 

detection and diagnosis of PV grid connected systems”. 

 

 

 

 

 

 

 



Wednesday 4th December 2019, Morning Thursday 5th December 2019, Morning

8h00   -  9h00 Registration

9h00   -  9h30 Opening Ceremony

9h30   - 10h30 Plenary Session 8h30   -  9h30 Plenary Session

10h30 - 11h00 Coffee-Break 9h30   -  9h45 RES-127 EHV-141

11h00 - 11h15 PS-55 ICS-34 EEF-30 9h45  - 10h00 RES-205 EHV-142

11h15 - 11h30 PS-120 ICS-57 EEF-56 10h00 - 10h15 RES-221 EHV-151

11h30 - 11h45 PS-129 ICS-63 EEF-165 10h15 - 10h30 RES-240 EHV-191

11h45 - 12h00 PS-156 ICS-125 EEF-185 PEA

SIP

Wednesday 4th December 2019, Afternoon TSN

12h00 - 14h00 Lunch EMD

14h00 - 14h15 EHV-16 PEA-93 SIP-87 11h30 - 11h45 ICS-149 EMD-98

14h15 - 14h30 EHV-90 PEA-122 SIP-162 11h45 - 12h00 ICS-180 EMD-106

14h30 - 14h45 EHV-116 PEA-164 SIP-186 12h00 - 12h15 ICS-214 EMD-147

14h45 - 15h00 EHV-132 PEA-210 SIP-244 12h15 - 12h30 ICS-233 EMD-177

ICS 12h30 - 13h00 Closing Ceremony

EEF 13h00 - 14h30 Lunch

RES

EMD

EHV

16h30 - 16h45 TSN-9 RES-14 EMD-42

16h45 - 17h00 TSN-121 RES-37 EMD-59

17h00 - 17h15 TSN-174 RES-94 EMD-71

17h15 - 17h30 TSN-241 RES-104 EMD-72

O
ra

l Se
ssio

n
s 1

O
ra

l Se
ssio

n
s 3

O
ra

l Se
ssio

n
s 2

R
o

o
m

 3

R
o

o
m

 2

R
o

o
m

 1

R
o

o
m

 3

R
o

o
m

 2

R
o

o
m

 1
R

o
o

m
 1

R
o

o
m

 2

R
o

o
m

 3

15h00 - 16h30

Coffee-Break        

&      

Poster Session 1

91 - 131 - 163 - 189 - 229 - 232 - 234

26 - 32 - 67 - 175

2-36-49-84-100-113-135-138-184-216

88 - 89 - 96 - 117

66 - 110 - 124 - 171

10h30 - 11h30

Coffee-Break        

&      

Poster Session 2

17 - 64 - 130 - 158

1-80-99-134-173-176-224

85-105-148-152-212-228

137 - 172 - 187 - 188

O
ra

l Se
ssio

n
s 5

R
o

o
m

 1

R
o

o
m

 2

O
ra

l Se
ss io

n
s 4

R
o

o
m

 1

R
o

o
m

 2



     Room 1

8h00   -  9h00 Registration

9h00   -  9h30 Opening Ceremony

9h30   - 10h30

Plenary Session     

Chairman:         

Pr REKIOUA Toufik

Presented by :  

Pr TAKORABET 

Noureddine

Title :  On the hybridization of 3D Finite Element Models and Reluctance Networks for shape 

optimization of magnetic devices
10h30 - 11h00 Coffee-Break

11h00 - 11h15 Oral Session EEF-30 Electromagnetical modeling a planar inductance for integration in a buck DC- DC

11h15 - 11h30 Chairman EEF-56 Design of Tri_band Pass Filter using Complementary Split Ring Resonators Defected Ground Structure (CSRRs-DGS)

11h30 - 11h45 Pr. Zebboudj Y. EEF-165 Investigation On EM Radiation of Carbon Nanotubes Interconnects

11h45 - 12h00 Pr. Mahtout S. EEF-185 Study of a novel optical mirror with biisotropic slabs

Wednesday 4th December 2019, Afternoon

12h00 - 14h00 Lunch

14h00 - 14h15 Oral Session SIP-87 Colors Skin Lesions Detection for Melanoma Discrimination

14h15 - 14h30 Chairman SIP-162 A Novel Approach for Breast Mass Segmentation by Cooperation Fuzzy Possibilistic and Deformable Model

14h30 - 14h45 Pr. Mokrani K. SIP-186 Hyperspectral Feature Selection using Improved F-Score Technique

14h45 - 15h00 Dr. Kasmi R. SIP-244 New aproach in vibration monitoring of bearing faults in induction motor using CSA

15h00 - 16h30
Coffee-Break   &  

Poster Session 1

16h30 - 16h45 Oral Session EMD-42 Sliding mode control of double star induction motor using SVM technique

16h45 - 17h00 Chairman EMD-59 Direct Torque Control Using Self-Tuning Speed Controller of the Induction Motor Drive

17h00 - 17h15 Pr. Tounzi A. EMD-71 Fault Tolerant Control of Brushless DC Motor based on Backstepping control

17h15 - 17h30 Pr. Aouzellag D. EMD-72 Early diagnosis of the electrical insulation degradation based on transient inter-turn voltage distribution in windings fed from inverter pulses

Thursday 5th December 2019, Morning

8h30   -  9h30

Plenary Session   

Chairman:       

Pr GHEDAMSI K.

Présented by :     

Pr CHOUDER Aissa
Title :  Monitoring, fault detection and diagnosis of PV grid connected systems

9h30   -  9h45 Oral Session RES-127 A new signal filtering strategy for photovoltaic controller improvement

9h45  - 10h00 Chairman RES-205 Design and comparison of two intelligent controllers for global maximum power point tracking of PV system under partial shading conditions

10h00 - 10h15 Pr. Krim F. RES-221 Reactive Power Control for Power Improvement in Wind Farms Unsing  STATCOM

10h15 - 10h30 Pr. Alkama R. RES-240 Direct Torque Control based on Fuzzy Switching Table of IM for PV Pumping System

10h30 - 11h30
Coffee-Break   &  

Poster Session 2

11h30 - 11h45 Oral Session ICS-149 Neural Network for Abnomalities Detection in Raditherapy Service

11h45 - 12h00 Chairman ICS-180 The slotine-Li controller for a manipulator robot has two degree of freedom

12h00 - 12h15 Dr. Lamamra K. ICS-214 Fractional Order Adaptive Model Predictive Control

12h15 - 12h30 Dr. Guenounou O. ICS-233 Fault Diagnosis and Fault Tolerant Control for Mobile Robot Based on Multi-sensors Data Fusion

12h30 - 13h00 Closing Ceremony

13h00 - 14h30 Lunch

ICS (Chairman : Achour A.Y. & Ouari K.) - EEF (Chairman : Mahtout S.) - RES (Chairman : Rekioua Dj. & Chaiba A.) - EHV (Chairman : Boudissa R. & Medjdoub A.) - 

EMD (Chairman : Boudries Z. & Amimeur H.)

PEA (Chairman : Boudries Z.) - SIP (Chairman : Chelbi S. & Alliche A.) - TSN (Chairman : Azni M. & Bellahsene H.) - EMD (Chairman : Ouari K.)

Wednesday 4th December 2019, Morning

  Room 1



  Room 2
Wednesday 4th December 2019, Morning

8h00   -  9h00 Registration

9h00   -  9h30 Opening Ceremony

9h30   - 10h30 Plenary Session

10h30 - 11h00 Coffee-Break

11h00 - 11h15 Oral Session ICS-34 Effect of tasks reallocation on the performances of a multi robot system in goods transportation

11h15 - 11h30 Chairman ICS-57 Job Shop and parallel machine scheduling problems: minimization of  Makspan

11h30 - 11h45 Pr. Mendil ICS-63 Predictive Functional Control of Building HVAC Systems

11h45 - 12h00 Dr. Lamamra K. ICS-125 Design and voltage control of an automatic voltage  regulator using partcile swarm optimization

Wednesday 4th December 2019, Afternoon

12h00 - 14h00 Lunch

14h00 - 14h15 Oral Session PEA-93 Thermal Modeling of an Integrated Circular Inductor Using Separation of Variables Method

14h15 - 14h30 Chairman PEA-122 Modeling of Octagonal Planar Microtransformer for Integrated RF Systems

14h30 - 14h45 Pr. Rekioua T. PEA-164 A Three Phase Input-Six phase Output Indirect Matrix Converter and Space Vector Modulation.

14h45 - 15h00 Pr. Ghedamsi K. PEA-210 Design and Implementation of Shunt Active Power Filter using STM32F4 Board

15h00 - 16h30

Coffee-Break    

&         

Poster Session 1

16h30 - 16h45 Oral Session RES-14 Study and control of the hybrid renewable generation system supplying standalone load

16h45 - 17h00 Chairman RES-37 A new power management technique for a standalone wind energy conversion system based on the SCIG with storage battery

17h00 - 17h15 Pr. Rekioua Dj. RES-94 Organic Solar Cells Structures and Performance

17h15 - 17h30 Pr. Chouder A. RES-104 Power Management Strategy Based on Utilisation Cost  of Stand-Alone Hybrid (PV/Battery/Hydrogen) System

Thursday 5th December 2019, Morning

8h30   -  9h30 Plenary Session

9h30   -  9h45 Oral Session EHV-141 Characterisation of a two-wire corona electrode

9h45  - 10h00 Chairman EHV-142 Optimization of the inter electrode spacing to improve the efficiency of a Multi-wires-to-plates type electrostatic precipitator

10h00 - 10h15 Pr. Boudissa R. EHV-151 FTIR and DSC Study of XLPE Exposed to Thermal and Electrical Constraints

10h15 - 10h30 Dr. Rouha N. EHV-191 Effect of natural rain on the electrical performance of inclined silicone insulation putting out of voltage

10h30 - 11h30

Coffee-Break    

&         

Poster Session 2

11h30 - 11h45 Oral Session EMD-98 Simulation study of the dual star permanent magnet synchronous machine using different modeling approaches with an open circuit fault

11h45 - 12h00 Chairman EMD-106 Influence of geometric and physical parameters on the thrust force of a linear induction motors

12h00 - 12h15 Pr. Takorabet N. EMD-147 2D Finite Element Thermal Modeling of Induction Motor under Healthy and Faulty Operations

12h15 - 12h30 Pr. TAIBI S. EMD-177 Use of the Fuzzy Logic Technique in the Diagnosis of the Sotorical Faults of the Squirrel Cage Asynchronous Machine

12h30 - 13h00 Closing Ceremony

13h00 - 14h30 Lunch

ICS (Chairman : Achour A.Y. & Ouari K.) - EEF (Chairman : Mahtout S.) - RES (Chairman : Rekioua Dj. & Chaiba A.) - EHV (Chairman : Boudissa R. & Medjdoub A.) - 

EMD (Chairman : Boudries Z. & Amimeur H.)

PEA (Chairman : Boudries Z.) - SIP (Chairman : Chelbi S. & Alliche A.) - TSN (Chairman : Azni M. & Bellahsene H.) - EMD (Chairman : Ouari K.)



Room 3Wednesday 4th December 2019, Morning

8h00   -  9h00 Registration

9h00   -  9h30 Opening Ceremony

9h30   - 10h30 Plenary Session

10h30 - 11h00 Coffee-Break

11h00 - 11h15 Oral Session PS-55 Upgrading and Improvement of the A.M.B. program

11h15 - 11h30 Chairman PS-120 A Dynamic Neural Network Model for Solving Combined Economic and Emission Dispatch with Real-Time Applications

11h30 - 11h45 Dr. Lahaçani N. PS-129 Environmental/Economic Dispatch Problem Solution Based on Discontinuous Recurrent Neural Network

11h45 - 12h00 Dr. Bouzidi A. PS-156 Superconducting Magnetic Energy Storage for power system transient stability enhancement in presence of wind generation

Wednesday 4th December 2019, Afternoon

12h00 - 14h00 Lunch

14h00 - 14h15 Oral Session EHV-16 Numerical Simulation of Streamer Propagation in  Point-Plane Air Gaps Computed With Finite Element Method

14h15 - 14h30 Chairman EHV-90 Experimental study of the active and controlled neutralization of polypropylene nonwoven media

14h30 - 14h45 Pr. Zebboudj Y. EHV-116 Corona Charging and Charge Decay on Polyethylene Terephthalate Films (PET)

14h45 - 15h00 Dr. Bendahmane B. EHV-132 Optimization of a superhydrophobic insulation’s performance by ejection of any deposit of water drops covering it using an alternating electrical field

15h00 - 16h30

Coffee-Break    

&         

Poster Session 1

16h30 - 16h45 Oral Session TSN-9 Performance Comparison of APD and PIN Photodiodes using RZ and NRZ

16h45 - 17h00 Chairman TSN-121 Plasmonic nano-sensor and band-pass filter based on metal-insulator-metal waveguide with a hexagonal ring based cavity

17h00 - 17h15 Pr. Khireddine A. TSN-174 The impact of jitter on the HEVC video streaming with Multiple Coding

17h15 - 17h30 Pr. Berrah TSN-241 Enhanced Performances of SAC-OCDMA System Operating with Different Codes

ICS (Chairman : Achour A.Y. & Ouari K.) - EEF (Chairman : Mahtout S.) - RES (Chairman : Rekioua Dj. & Chaiba A.) - EHV (Chairman : Boudissa R. & Medjdoub A.) - 

EMD (Chairman : Boudries Z. & Amimeur H.)



viii 
 

Contents 

Papers title 1st Author Page 
Sliding mode control of double star induction motor using SVM 
technique 

Farid BELOUAHCHI 1 

Direct Torque Control Using Self-Tuning Speed Controller of the 
Induction Motor Drive 

Farid TAZERART 7 

Fault Tolerant Control of Brushless DC Motor based on Backstepping 
control 

Izzeddine DILMI 
 

12 

Early diagnosis of the electrical insulation degradation based on 
transient inter-turn voltage distribution in windings fed from inverter 
pulses 

Nadia RADJA 
 

18 

Simulation study of the dual star permanent magnet synchronous 
machine using different modeling approaches with an open circuit fault 

Elyazid Amirouche 24 

Influence of geometric and physical parameters on the thrust force of a 
linear induction motors 

BENSEHILA Aissa 
 

31 

2D Finite Element Thermal Modeling of Induction Motor under Healthy 
and Faulty Operating 

Mustapha Zaouia 37 

Prediction of the Flashover Voltage of F160D-146DC High Voltage 
Insulator by Fuzzy Logic 

Hayet Bourenane 43 

Comparative Study Between Input-Output Linearization Control and 
Vector Control Of an Asynchronous Machine 

Tarek Benali 47 

Performance Analysis of Dual Star Induction Generator Under Open 
Phase Fault 

Lyes Khaldi 
 

52 

Tidal power systems: A review Elyazid Amirouche 58 

Finite Element Analysis of Induction Motor under open Phase Fault Mustapha 
Bouheraoua 

64 

New Analytical model for PMSM Analysis Considiring Finite Soft-
Magnetic Material Permeability 

Brahim Ladghem 
Chikouche 

70 

Analysis of double Star Induction Motor with Stator Winding Fault using 
ANSYS MAXWEL 

Hakim Hammache 76 

Direct power control OF 2S-PMSG dedicated to standalone wind energy 
systems 

Amine Bettouche 81 

Upgrading and Improvement of the A.M.B. program Fatiha Latri 87 

A Dynamic Neural Network Model for Solving Combined Economic and 
Emission Dispatch with Real-Time Applications 

Smail BOUDAB 
 

93 

Environmental/Economic Dispatch Problem Solution Based on 
Discontinuous Recurrent Neural Network 

Smail BOUDAB 
 

99 

Superconducting Magnetic Energy Storage for power system transient 
stability enhancement in presence of wind generation 

Abdelkrim Zebar 
 

105 

Study and control of the hybrid renewable generation system supplying 
standalone load 

Amina CHENNA 
 

112 

A new power management technique for a standalone wind energy 
conversion system based on the SCIG with storage battery 

Toufik LADDI  
 

117 



ix 
 

Organic Solar Cells Structures and Performance Ourida 
OURAHMOUN 

123 

Power Management Strategy Based on Utilisation Cost  of Stand-Alone 
Hybrid (PV/Battery/Hydrogen) System 

Nourredine Zidane 128 

A new signal filtering strategy for photovoltaic controller improvement Walid Rahmouni 134 

Design and comparison of two intelligent controllers for global 
maximum power point tracking of PV system under partial shading 
conditions 

FAIZA BELHACHAT 140 

Reactive Power Control for Power Improvement in Wind Farms Unsing  
STATCOM 

Radia Abdelli 148 

Direct Torque Control based on Fuzzy Switching Table of IM for PV 
Pumping System 

Sofia BELAID 
LALOUNI 

154 

An Optimal energy management strategy to increase the autonomy of a 
fuel cell hybrid electric vehicle 

Said Belhadj 
 

161 

Grey Wolf Optimizer-Based MPPT Algorithm Under Partial Shading 
Conditions for PV Systems 

Houssam 
Deboucha 

167 

Characterization and Optimization of Germanium Nanowires-based 
Silicon Solar Cells: Design and simulation 

Fatiha BENBEKHTI 174 

Application of the Indirect Adaptative Control on a Photovoltaic System Ahmed OUARET 179 

The photovoltaic generation system impact on the energy demand and 
its financial analysis in the USTO campus 

NessimAbderrahim 
Bourahla 

185 

Fuzzy DPC of Grid Connected PV System Associated to an APF for Power 
Quality Enhancement 

Sofia BELAID 
LALOUNI 

192 

Control of Photovoltaic Grid Connected System Associated with an Actif 
Filter 

Amel AOUMER 198 

Fuzzy logic control of dual-star induction generator in stand-alone wind 
energy system 

Samira CHEKKAL 
 

203 

Voltage Build up and Control in Self-excited Stand-alone Doubly fed 
Induction Generator Wind Energy System 

Kaddour 
ABDOUNE 

208 

Voltage control Improvement of a STATCOM-assisted Self-excited 
Induction Generator-based Wind Turbine 

Kahina BERABEZ 
 

214 

Thermal Modeling of an Integrated Circular Inductor Using Separation 
of Variables Method 

Yamina Benhadda 220 

Modeling of Octagonal Planar Microtransformer for Integrated RF 
Systems 

Mokhtaria 
Derkaoui 

226 

A Three Phase Input-Six phase Output Indirect Matrix Converter and 
Space Vector Modulation. 

Ahmed AZIB 
 

233 

Design and Implementation of Shunt Active Power Filter using STM32F4 
Board 

Yacine Ayachi 
Amor 

239 

Integration of a Planar Micro-Transformer Yamina Benhadda 243 

MAGNETOTHERMIC BEHAVIOR OF THE MICRO-TRANSFORMER 
 

Fatima Zohra 
Medjaoui 

249 

Cyclic Venturini Modulation based Matrix Converter in Wind Energy 
Conversions Applications 

Yazid BERKANI 
 

254 



x 
 

Two-level Voltage Source Converter for High-Voltage Direct Current 
Transmission Systems 

Khadidja Chenna 260 

Effect of tasks reallocation on the performances of a multi robot system 
in goods transportation 

Ali Djenadi 
 

265 

Job Shop and parallel machine scheduling problems: minimization of  
Makspan 

Habiba HOUARI 
 

271 

Predictive Functional Control of Building HVAC Systems Ahmed OUARET 277 

Design and voltage control of an automatic voltage regulator using 
partcile swarm optimization 

Adel Oubelaid 
 

284 

Neural Network for Abnomalities Detection in Raditherapy Service ET-Tahir Zemouri 290 

The slotine-Li controller for a manipulator robot has two degree of 
freedom 

Samir IKNI 294 

Fractional Order Adaptive Model Predictive Control Samir Ladaci 299 

Fault Diagnosis and Fault Tolerant Control for Mobile Robot Based on 
Multi-sensors Data Fusion 

Linda Hachemi 305 

Control and supervision of the didactic FESTO Compact Workstation via 
EasyPort interface 

Lakhdhar Nadjib 
Boucetta 

311 

Fractional order PI-IλDμ regulator design for high-accuracy position 
control of an industrial robot 

Tounes Seghiri 317 

Robot arm control using a single neuron trained by the BAT algorithm Samir LADJOUZI 323 

Stabilizing Controller Design for Discrete-Time Takagi-Sugeno Descriptor 
Models with Actuator  Saturation 

Ines RIGHI 329 

Electromyography Based Identification and Prediction of the Knee Joint 
Continuous Movement 

Amel Ait Ghezala 335 

Distributed State Feedback Controller for Heat Exchanger Network Nouara Habrache 343 

Performance Comparison of APD and PIN Photodiodes using RZ and NRZ 
 

Hadjira 
Hamadouche 

349 

Plasmonic nano-sensor and band-pass filter based on metal-insulator-
metal waveguide with a hexagonal ring based cavity 

Hocine Ben salah 356 

The impact of jitter on the HEVC video streaming with Multiple Coding Farouk Boumehrez 362 

Enhanced Performances of SAC-OCDMA System Operating with 
Different Codes 

Walid Sahraoui 368 

A Microstript Coupler With Improving the Characteristic Transmission EL BOUSLEMTI 
RAHMOUNA 

375 

Study of the Structural and Optical Properties of Binaries (GaAs, InAs, 
GaN et InN)   

Lyakout Achour 379 

Design of a New SIW-DGS band-pass filter Configuration for C-band Nabil CHERIF 383 

Two-channel Noise Reduction Techniques Based on Efficient Sparseness 
Recursive Algorithm 

Redha Bendoumia 387 

Implementation of two strategies for Securing IP telephony at the 
Medical Control Department for the specialized institute of Autism 

Habib Allah 
Bouhamida 

393 

A modified Multi-Pulse PPM for FSO Communication Systems Mehdi Rouissat 398 

Performance Comparison of APD and PIN Photodiodes using RZ and NRZ 
 

Hadjira 
HAMADOUCHE 

403 



xi 
 

Colors Skin Lesions Detection for Melanoma Discrimination S Oukil 409 

Breast Mass Segmentation in Mammography by Cooperation Fuzzy 
Possibilistic and Deformable MOdel 

Mohamed Amine 
Guerroudji 

414 

Hyperspectral Feature Selection using Improved F-Score Technique Samir L’Haddad 419 

New aproach in vibration monitoring of bearing faults in induction 
motor using CSA 

Tafinine Farid 
 

425 

Medical Image Segmentation Using Adaptively Regularized Kernel-
based Fuzzy C-Means (ARKFCM) 

Ibtissem CHERFA 429 

An Intelligent Edge Linking Approach  using Ants Routing Karima Benhamza 434 

Application of subMarkov random walk segmentation method to apples 
of type Kanzi and Pink Lady 

Fatah Bouchebbah 439 

An Optimal Design of Non-Causal Recursive Digital Filters with a Zero 
Phase Shift Based on MiniMax Criterion 

ADNANE 
MOUFFAK 

445 

Diffusion segmentation approach for breast masses detection in 
mammography 

Mohamedamine 
Guerroudji 

451 

Bearing Faults Diagnosis Based on Variational Mode Decomposition Asma Guedidi 456 

Electromagnetical modeling a planar inductance for integration in a 
buck DC- DC 

Nisrine Senhadji 
 

463 

Design of Tri_band Pass Filter using Complementary Split Ring 
Resonators Defected Ground Structure (CSRRs-DGS) 

Mohammed 
MOULAY 

468 

Investigation On EM Radiation of Carbon Nanotubes Interconnects Lounas Belhimer 472 

Study of a novel optical mirror with biisotropic slabs Zinelabiddine 
Mezache 

476 

Electromagnetic effect and thermal modeling of a square inductor 
integrated in a Buck converter 

Abdelhak Allaoui 497 

Investigation Of Fgm Cylinder Subjected To Mechanical And Magnetic 
Fields 

R. Hammoum 485 

Propagation in Nonlinear Bi-isotropic media with Different formalisms Zinelabiddine 
Mezache 

489 

Inverse Problems using Genetic Algorithm for Cracks Characterization in 
Materials 

Oum salama 
Benmoussa 

493 

Numerical Simulation of Streamer Propagation in  Point-Plane Air Gaps 
Computed With Finite Element Method 

Mohamed 
Abdelghani 

Benziada 

497 

Experimental study of the active and controlled neutralization of 
polypropylene nonwoven media 

Akila 
Messaoudene 

502 

Corona Charging and Charge Decay on Polyethylene Terephthalate 
Films (PET) 

Karima SMILI 508 

Optimization of a superhydrophobic insulation’s performance by 
ejection of any deposit of water drops covering it using an alternating 
electrical field 

Khaled Hamour 513 

Characterisation of a two-wire corona electrode Allaoua Rahmani 520 

Optimization of the inter electrode spacing to improve the efficiency of 
a Multi-wires-to-plates type electrostatic precipitator 

Ahmed Kasdi 524 



xii 
 

FTIR and DSC Study of XLPE Exposed to Thermal and Electrical 
Constraints 

Abdallah HEDIR 529 

Effect of natural rain on the electrical performance of inclined silicone 
insulation putting out of voltage 

Samia Slimani 532 

Effect of the High Voltage Electrode Geometric Parameters on the 
Characteristics of Negative Corona Discharge 

El Hanafi Ouatah 
 

538 

Electrical performance of rod-plane system with superhydrophobic flat 
barrier under AC voltage and any atmosphere 

Salima MESSAD 
 

544 

Experimental study of the short-term aging of the paper pressboard 
impregnated with Borak22 oil 

Abdelkrim 
LAIFAOUI 

550 

Chemical and Electrical Characterization of Polyvinyl Chloride (PVC) 
Under Electrical Aging 

El Hadi 
BELHITECHE 

556 

Modeling and Control of a Knee Orthosis for Gait Assistance Salima Bentounes 560 

 
 
 
 
 
 
 
 



 Sliding mode control of double star induction motor 
using SVM technique 

 

Farid BELOUAHCHI/ Materials physics laboratory, 
radiation and nanostructure 

Electrical engineering department 
University of Bourdj Bou Arreridj 

Bourdj Bou Arreridj, Algeria 
farid.belouahchi@univ-bba.dz 

Elkhier MERABET/ Materials physics laboratory, 
radiation and nanostructure 

Electrical engineering department 
University of Bourdj Bou Arreridj 

Bourdj Bou Arreridj, Algeria 
elkheir34@gmail.com 

 
 

Abstract— The present paper is focused on sliding mode 
control (SMC) of double star induction motor (DSIM) fed 
by two-level six-phases inverter. The inverter switches 
control is based on space vector modulation technique 
(SVM), the use of this technique has a lot of advantages 
compared with PWM, among of this advantages is 
minimization of harmonic distortions in output voltages and 
alternating currents generated. The (SMC) is a robust 
nonlinear optimal controller. In order to reduce a torque 
ripple, we tested the performance of the system under 
different operating conditions, and by using 
MatLab/Simulink the simulation results are presented and 
analyzed. 
Keywords: Double star induction motor (DSIM), sliding 
mode control (SMC),   space vector modulation (SVM), 
pulse width modulation (PWM).  

I. INTRODUCTION 

            In modern industrialized drives, the use of thripahses 
machine is degraded in front of the multiphase machine for 
the high reliability of this last [1, 2]. DSIM is one of the 
machines multiphases.  It has been used in different fields of 
industry that need high power such as electric hybrid 
vehicles, locomotive traction and ship propulsion and other 
applications which requires safeness conditions such as 
aerospace and offshore wind energy systems.  DSIM 
guarantees a decrease of rotor harmonics currents and lower 
torque ripple and also has many other advantages such as: 
reliability, power segmentation and higher efficiency, it has 
a greater fault tolerance; it can continue to operating even 
with open-phase faults thanks to the important number of 
phases it owns [3, 4]. 
        The sliding mode control theory was proposed by 
Utkin in 1977[5]. Thereafter, the applications of its 
theoretical works were developed.  The sliding mode control 
(SMC) is a non linear control, it has a fast dynamic response 

where the system stability is guaranteed by reducing 
transient state error, it ensures robustness against parameter 
variation and external disturbance when the system reaches 
and remains in the sliding surface. This last is the best 
advantage of a sliding mode control, for this reason it has 
been widely employed to control nonlinear systems that 
have model uncertainty and external disturbance [6]. In 
other hand the only disadvantage of the SMC is the 
chattering phenomenon., this unwanted phenomenon is 
appeared under high frequency ripples form caused by the 
switching control law [7, 8], for eliminate this phenomene 
can be used the saturation function ‘sat’ or hyperbolic 
tangent instead of the utilization of the sign function in a 
thin boundary layer near the sliding surface. SMC has 
recently been applied on doubly fed induction generator 
where it has proved its robustness against parameters 
variation and disturbances in front of the both proportional-
Integral and backstepping control [9, 10]. 
       There are several control techniques using pulse width 
modulation, such as sinusoidal modulation, hysteresis 
modulation, [11], DTC [12, 13, 14] and space vector 
modulation [15, 16]. Space vector modulation introduced by 
[17] is the most efficient and the most used technique. 
     The main objective of this work is to improve the quality 
of the output voltage and current waveform and prove the 
robustness of the SMC. 
      This paper is organized as follows: The DSIM model 
will be presented in the next section. The control method by 
SMC will be discussed in section three. Moreover, in the 
fourth section the explanation of SVM technique and in fifth 
section the simulation results are discussed on 
Matlab/Simulink for the proposed control schemes. Finally, 
a general conclusion summarizes this work. 
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II. SLIDING MODE CONTROL (SMC) of  DSIM 
The DSIM dynamic equations in the reference d-q are 

established in [18.] 
A.SLIDING MODE THEORY [19] 
       
     The sliding mode control is based on the convergence of 
system state trajectory to a sliding surface. The state vector 
is kept around this surface by the switching control effort in 
order that the trajectory slides to the origin through the 
sliding surface. The design of SMC can be reach in two 
successive steps: 
First step: definition of sliding surfaces. The following 
equation is the most used surface S(x) in the literature: 

1( ) ( ) ( )
d rs t x x

refdt
λ −= + −   

                    1 
Where x is the state vector, xref  is the reference state vector, 
r  is the degree of the sliding mode and λ is the weighting 
factor.  
Second step: Control law design  
The sliding mode control has two command components 
and can be written as follows: 

( ) ( ) ( )s t u t u t
eq N

= +                   2 

        The component ueq called the equivalent control 
(decoupling control) is obtained by putting surface derivate 

equals zero ( ) 0s t • = , its role is holding the system on the 

sliding surface which is definite by ( ) 0s t = . The other 

constituent uN is the discontinuous control (switching 
control) it ensures the convergence of system state trajectory 
toward sliding surface. The reaching condition is based on 

Lyapunov theory stability and must verify s s• ⋅ ˂ 0 
 
B.APPLICATION OF SMC ON DSIM 
 
       The SMC algorithm for DSIM has been presented in 
[20, 21]. In order to eliminate or decrease the chattering 
phenomena in steady state, a saturation function sat(t) is 
used instead the signum function sgn (t) for the switching 
control [22]. The sat (t) function is defined as [23]: 

( )
s

sat t
s m

=
+

  
                                      3 

Where m is a small positive gain and s m . 
Therefore, the SMC for DSIM can be designed as follows: 
Speed and flux SMC:  

( )

( )

s
r

s
r

ω ω ω

φ φ φ

∗ = −
 ∗ = −

  
                                     4 

The time derivative of equation (4) gives: 

( )

( )

s
r

s
r

ω ω ω

φ φ φ

• •∗ • = −
 • •∗ • = −

  
                                     5 

By substituting equations of speed and of rotor flux in [18] 
into (5) we get: 

( )

2
( )

1 2

( )
1 2

KLP P fms i i T
r qs qs L rJ L L J J

m r
L RR

m rrs i i
r r ds dsL L L L

m r m r

ω ω φ ω

φ φ φ


 • •∗ ∗ = − + + + +  


 • •∗= + − + + +
 

 
 
 
6 

Assuming that: 

1 2

1 2

1 2

1 2

i i i
ds ds ds
i i i
qs qs qs

i i
ds ds
i i
qs qs

+ =


+ =
 =
 =

 

 
 

         
7 

And  putting: 

i i i i
ds ds dseq dsn

i i i i
qs qs qseq qsn

∗

∗

 = = +



= = +

 
 

         
8 

Using equations (6), (7) and (8) we obtain: 
2 2

( )

( )

L LP P Pm ms i i T
r qseq qsn LJ L L J L L J

m r m r
L R L RR

m r m rrs i i
r r dseq dsnL L L L L L

m r m r m r

ω ω φ φ

φ φ φ


• •∗ ∗ ∗ = − − +

+ +

 • •∗= + − − + + +
 

 
 
 
9 

By applying the SMC theory, we find the d-q axis 
components of currents control: 

2

( )

( )

( )

( )

L L R
m r ri

dseq r rR L L L
r m m r

KL LJ Pfm ri T
qseq r r r LL J JP m

S
ri K

dsn S mr r
r

S
ri K

qsn S mr r
r

φ φ

φ ω ω

φ
φ φ φ

ω
ω ω ω

  + •∗  = +
+   

  + ∗ •∗  = + +
  

 

 =
 +




=
+



 

 
 
 
 
 
 
  10 

Where KΦr et Kωr are positive constants. 
Currents SMC:  

( )
1 1 1

( )
1 1 1

( )
2 2 2

( )
2 2 2

S i i i
ds ds ds

S i i i
qs qs qs

S i i i
ds ds ds

S i i i
qs qs qs

∗ = −
 ∗= −
 ∗ = −

 ∗= −

 

 
 
 

                                          11 

The derivative of equation (11) according the time gives: 
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( )
1 1 1

( )
1 1 1

( )
2 2 2

( )
2 2 2

d d
S i i i

ds ds dsdt dt
d d

S i i i
qs qs qsdt dt

d d
S i i i

ds ds dsdt dt
d d

S i i i
qs qs qsdt dt

•

•

•

•

 ∗= −


∗ = −


∗ = −

 ∗ = −


12 

By using equations of tension in [18] the system of 
equations (12) became: 

( )

( )
( )

1 1
( )

1 1 1 1 1 1 1
1 1

1 1
( )

1 1 1 1 1 1 1
1 1
1 1

( )
2 2 2 2 2 2 2

2 2

(
2

S i i v R i L i T
ds ds ds s ds s s qs r glL L

s s

S i i v R i L i
qs qs qs s qs s s dsL L

s s

S i i v R i L i T
ds ds ds s ds s s qs r glL L

s s

S i
qs

ω φ ω

ω φ

ω φ ω

  • •∗ ∗= − − − +    

 • •∗ ∗ = − − + +     

  • •∗ ∗= − − − +    

• ( )1 1
)

2 2 2 2 2 2
2 2

i v R i L i
qs qs s qs s s dsL L

s s
ω φ











  •∗ ∗ = − − + +     

13 

Putting: 

1 1 1 1

1 1 1 1

2 2 2 2

2 2 2 2

v v v v
ds ds ds eq ds n

v v v v
qs qs qs eq qs n

v v v v
ds ds ds eq ds n

v v v v
qs qs qs eq qs n

∗ = = +
 ∗ = = +

 ∗ = = +

 ∗= = +

  14 

Finally, by following the same method used with the 
currents sliding mode control, we get the decoupling control 
voltages: 

( )

( )

1 1 1 1 1 1 1

1 1 1 1 1 1 1

2 2 2 2 2 2 2

2 2 2 2 2 2 2

d
v L i R i L i T
ds eq s ds s ds s s qs r r gldt

d
v L i R i L i
qs eq s qs s qs s s ds rdt

d
v L i R i L i T
ds eq s ds s ds s s qs r r gldt

d
v L i R i L i
qs eq s qs s qs s s ds rdt

ω φ ω

ω φ

ω φ ω

ω φ

  ∗ ∗ ∗= + + +   
 ∗ ∗= + − +


 ∗ ∗ ∗ = + + +   


∗ ∗ = + − +


15 

And also the switching control voltages: 
( )

1
1 1 ( )

1 1
( )

1
1 1

( )
1 1

( )
2

2 2 ( )
2 2
( )

2
2 2

( )
2 2

S i
dsv K

ds n ds S i m
ds ds
S i

qs
v K
qs n qs

S i m
qs qs

S i
dsv K

ds n ds S i m
ds ds
S i

qs
v K
qs n qs

S i m
qs qs


=

 +


 =
 +

 =

+



=
 +


 16 

Fig.1 illustrates the synoptic diagram of the SMC-SVM of 
DSIM.  

Fig.1. Block diagram of SMC-SVM of DSIM 

III. Space Vector Modulation Technique

The SVM is an algorithm for the control of pulse width
modulation (PWM), it is one of the methods to reduce 
losses and decrease the distortions of the alternating current 
generated from DC compared to standard PWM. For the 
stator 1, the figure2 in the plan (α, β) illustrates the vectors 
(v1-v6) divide the design into six sectors, each sector is 
moved 60 degrees. The reference voltage (vref) is generated 
using two adjacent vectors (v1-v6) and a null vector (v0 or 
v7) [24]. 

Fig.2. Voltages space vector 

Therefore, space vector PWM can be implemented by the 
following steps: 

• Step 1. Determine Vd, Vq, Vref, and angle (α)

• Step 2. Determine time duration T1, T2, T0

• Step 3. Determine the switching time of each
transistor (S1 to S6).
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IV. Simulation results and discussion 

         The control of the drive system has been tested by 
simulation under SMC scheme using SVM technique; the 
results are performed in this paper by using 
MATLAB/SIMULINK. The used double star induction 
motor has the following parameters, the nominal power 
Pn is 4.5kw, Nominal voltage Vn is 220V, stator 
resistances Rs1 and Rs2 are 3.72 Ohm, rotor resistance Rr 
is 2.12 Ohm, Mutual inductance Lm is 0.3672H, Rotor 
inductance Lr is 0.006H, moment of inertia J is 
0.0662kg.m2, and friction coefficient Kf is 0.001.All 
simulation results have been obtained for two tests 
conditions. 
       The first test is the no load start then under load with 
load torque is Tr= 14 N.m and reference speed is 
wref=100rd/sec. 

        The second test is the no load start with inversion of 
reference speed from 100rd/sec to -100rd/sec. 

Table I (Appendix) summarize the main THD values of 
stator current with SVM and with PWM. 

Fig.3, 4, 5 and 6 respectively presents different responses 
of electromagnetic torque, speed and stator current with 
SVM and PWM for the first test and the second test. 
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Figure 3. Torque, speed and stator current responses with SVM 
technique for the first test 
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Figure 4. Torque, speed and stator current responses with PWM 
technique for the first test. 
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Figure 5. Torque, speed and stator current responses with SVM technique 
for the second test. 
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Figure 6. Torque, speed and stator current responses with PWM 
technique for the second test. 

 
 

 
      Figures 3, 4 illustrated the simulation results with SVM 
and PWM of the first test, the electromagnetic torque has 
the same form of the load torque wich shows that it 
compensates the load torque and the friction in the 
established regime fig 3(a), 4(a), the speed reaches the 
reference speed  and follows it perfectly, it also noticed that 
the speed controller rejects the load disturbance quickly fig 
3(b), 4(b) the stator current has a peak value at the start up 
of 18A with SVM fig and 28A with PWM, in the presence 
of load its peak value is 7A and 1.5A in the absence of 
theme (no load) fig 3(c), 4(c).   
     Figures 5, 6 represented the simulation results with SVM 
and PWM of the second test, the speed follows its reference 
and reverses such as it reaches the value -100rd/s at t=2.5s 
fig 5(a), 6(a) the reversal of direction of rotation leads to a 
negative electromagnetic torque of about -14N.m, when 
reversing the direction of rotation from t=1.5s to t=2.5s fig 
5(b), 6(b),  the stator current amplitude is similar to that the 
starting current fig 5(c), 6(c). It also noticed that in the two 
tests the THD of current with SVM is lower than the current 
with PWM. 

V.CONCLUSION 
 

In this paper the double star induction motor has been 
controlled by the sliding mode control (SMC) using space 
vector modulation (SVM) technique, for improve the quality 
of the output voltage and current waveform and prove the 
robustness of the SMC two test has been performed via 
Matlab/Simlink, as can be seen from the simulation results of 
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the system under different conditions with SMC-SVM, the 
robustness in terms of stability and performance is reached. 
An excellent stability and disturbances rejection with high 
performance are offered and the phase current THD 
decreases when using the SVM technique compared with 
PWM. 

 
APPENDIX 

TABLE I.  SVM AND PWM CORRESPONDING PHASE CURRENT THD 

Parameters 
Tests 

Test1 Test2 

Current THD with SVM 14.72 13.55 

Current THD with PWM 27.73 27.76 
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Abstract — Direct Torque Control - or DTC - is the most 

advanced AC drive technology developed by any manufacturer 

in the world. DTC describes the way in which the control of 

torque and speed are directly based on the electromagnetic 

state of the motor. Because torque and flux are motor 

parameters that are being directly controlled, there is no need 

for a modulator, as used in PWM drives, to control the 

frequency and voltage. However, some disadvantages are to be 

deplored. The variable switching frequency, although may 

result in less irritating noise emissions, produces a wide band 

of harmonic spectra and is thus more likely to induce 

mechanical resonance. This, in turn, may result in higher noise 

emission. At low speed, the positive torque slope is large, which 

can cause torque overshoot, hence increasing the torque ripple. 

In this paper, we propose a simple but robust model 

independent in which the production of the reference torque 

value is achieved by using a self-tuning scheme for fuzzy logic 

controllers (FLC’s ). The response of the fuzzy PI is compared 

to the response of  a classic PI speed controller. Results, shows 

that the fuzzy PI speed controller has a better response in a 

wide range area of motor speed. 

Keywords: Induction Motor  (IM), Direct torque control (DTC), 
Proportional-Integral-Derivative (PID), Fuzzy Logic (FL) 

I. INTRODUCTION 
Direct torque control (DTC) is one method used in 

variable frequency drives to control the torque (and thus 
finally the speed) of three-phase AC electric motors [1,2].                      
This involves calculating an estimate of the motor's magnetic 
flux and torque based on the measured voltage and current of 
the motor. The  input currents  are  measured;  flux, torque  
are estimated. In this paper we propose an approach to 
improve the direct torque control (DTC) of an induction 
motor (IM). The proposed DTC is based on fuzzy logic 
technique switching table, is described compared with 
conventional direct torque control (DTC). The reference 
speed which is the input of the motor controller and the 
production of the reference torque value is achieved by 

using a self-tuning scheme for fuzzy logic controllers 
(FLC’s ).  

The present paper focuses about the artificial intelligence 
technique particularly fuzzy logic in the speed control of 
induction motor. Fuzzy logic is a technique to embody 
human-like thinking into a control system [3,4].                      

The previously explained DTC limitations involve 
plenty of nonlinear functions [5]. Therefore, artificial 
intelligence is suggested to overcome the DTC limitations. 
Hence, a fuzzy logic DTC controller, which is bad on the 
classical DTC but includes a fuzzy logic controller, is fully 
described [7,8]. 

The paper is organised in five sections. Section 2 
describes direct torque control strategy. In section 3 the 
proposed self tuning fuzzy controller is presented. In section 
4, the proposed technique fuzzy logic for the speed control 
of induction motor is deduced, and section 5 presents 
simulations results with system performances.  

 

II. FUZZY LOGIC DIRECT TORQUE CONTROL 

The  generic  Direct Torque Control scheme  for an 
inverter fed  induction motor  drive  is as shown in                  
figure 1.  The  DTC  scheme  comprises  of  flux  and  torque 
estimator,  hysteresis  controllers  for  torque  and  flux  and  
a switching table. 

 

 
Figure 1.  Fuzzy DTC system with self-adaptive speed PI. 
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III. DIRECT TORQUE CONTROL STRATEGY 

DTC method uses a simple switching table to identify 
the most suitable inverter state to achieve a desired output 
torque. The algorithm, based on the flux and torque 
hysteresis controllers, determines the voltage needed to 
drive the flux and torque to the desired values.                     
These hysteresis controllers maintain the flux and torque 
within an allowed upper and lower limit.   
 

A. Basic direct torque control for IM  

From the model of the machine expressed in a reference 
frame linked to the stator, the stator flux vector is estimated 
from the following relationship: 

 

∫
→→→
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t

ssss dttiRtVt
0
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The stator flux components φsα and φsβ   can be estimated 
by:
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Where: Vsα, Vsβ , isα and isβ   are stator voltages and currents 
along αand β stator axes respectively.  
The magnitude of the stator flux can then be estimated by: 
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The phase angle of the stator flux can be calculated by:   
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And the electromagnetic torque can be estimated by:   
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The full block diagram of the IM drive system controlled 

by the DTC is shown in figure 1. The proportional                            
integral (PI) controller is used to transfer the speed feedback 
in to the torque reference value.  

So, the process is able to perform speed control.                           
Thus not only the torque, but also the speed can be 
controlled. 

B. Stator flux control  

Figure.2 shows the voltage vectors which are usually 
used in DTC scheme with, as example, the stator flux 
located in sector 1, the stator flux vector is varied in the 
same direction as the applied stator voltage vector thus in 
each sector four of the six non zero voltage vectors along 
with zero vectors may be used. 

 

 
Figure 2.  Forming of the stator flux trajectory by appropriate voltage 

vector selection.  

C. Switching table for controlling flux and torque  

According to the signal generated by the hysteresis 
controller of stator flux and electromagnetic torque, just one 
voltage vector can be selected to adjust the torque and flux. 
The choice of this vector depends on the outputs of the 
torque and flux controller and the position of the stator flux 
vector, as shown in Table 1 [8]. 
 
 

TABLE I.  SWITCHING TABLE 

Hϕ HTe S(1) S(2) S(3) S(4) S(5) S(6) 
 

1 
 1 
 0 
-1 

V2 

V0 

V6 

V3 

V7 

V1 

 V4 

V0 

V2 

V5 

V7 

V3 

V6 

V0 

V4 

V1 

V7 

V5 

 
  -1 

 1 
 0 
-1 

V3 

V7 

V5 

V4 

V0 

V6 

V5 

V7 

V1 

V6 

V0 

V2 

V1 

V7 

V3 

V2 

V0 

V4 
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IV. THE PROPOSED SELF TUNING FUZZY CONTROLLER 
In order to highlight the performances of the proposed approach, a simulation work is carried out. A simplified block 

diagram of the proposed DTC strategy, based on the fuzzy logic strategy, is shown in Fig. 3. 
 

 
Figure 3.   Direct torque control using self-tuning speed controller 

 

V. FUZZY LOGIC DTC CONTROLLER 

The fuzzy control has with the same objective of 
regulation as control realized in classical automatic. 
However, it is possible to happen of an explicit model of the 
controlled process. Using linguistic variables in place of 
numerical variables, that approach represents a substantive 
departure from the conventional quantitative techniques of 
system analysis and control.  The basic configuration of a 
FLC (fuzzy logic controller) with three linguistic variables 
(two inputs and one output) is shown in figure 4.  

 

 

Figure 4.  Simulink diagram of controller base system  

 

TABLE II.  KP     FUZZY CONTROLRULETABLE 

kp De 

 

e 

  

NB 
 

Z 
 

PB 
 

NB 
 

Z 
 

PB 
 

Z 
 

Z 
 

Z 
 

PS 
 

PM 
 

PB 
 

Z 
 

PB 
 

Z 

 
Corresponding linguistic values are characterized by the 
symbols likewise: 
NB : Negative big 

NS : Negative small 
Z : Zero 

PS : Positive small 
PB: Positive big. 

TABLE III.  KI   FUZZY CONTROLRULETABLE 
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ki de 

 
e 

  

NB 
 

Z 
 

PB 
 

NB 
 

P 
 

Z 
 

P 
 

Z 
 

P 
 

P 
 

P 
 

PB 
 

P 
 

Z 
 

P 

 
 

VI. SIMULATION RESULTS 

      In this section, the computer simulation results for a 1.5 
kW cage rotor induction machine, using the fuzzy controller 
described in section V is compared to a conventional 
controller. The simulation results are effectuated with the 
output gain of the speed fuzzy regulator G3 = 0.725.   
 

 
Figure 5.  Torque curves 

 
Figure 6.  Speed curves  

 
Figure 7.  Kp with self-adaptive. 

 

Figure 8.  Surface view of fuzzy controller output for KP 

 

 
Figure 9.  Ki with self-adaptive. 
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Figure 10.  Surface view of fuzzy controller for KI 

 
 

Figures 5 and 6 show that, the torque and speed reaches 
its references values, the electromagnetic torque 
compensates the resistant torque and presents at starting a 
value equal to 4 N.m.  Fig. 7 and 9 shows that the system 
using Fuzzy logic and PI control under no load have good 
performance in terms of settling time. 

 

 
Figure 11.  Stator flux components with classical DTC method                       

 

 

Figure 12.   Circular trajectory of stator flux with classical DTC method.                            

 
CONCLUSION 

 
     In order to realize high performance control of 

induction motor, a combined controller, which combines 
both  DTC technique and artificial intelligence technique.                    
In this paper, the direct torque control of an induction 
machine using self-tuning speed controller is achieved, this 
is performed by incorporating a self adjusting regulator block 
into a classical direct torque control system. The fuzzy 
regulator has a very interesting dynamic performances 
compared with the conventional PI-regulator. In fact, the 
fuzzy regulator synthesis is realized without take in account 
the machine model. Simulations and theoretical results show 
the effectiveness of the proposed method DTC and self-
tuning speed controller. 
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Abstract— This paper addresses the Fault Tolerant Control (FTC) passive of BLDC Machine based on Backstepping control. The 

main idea of the proposed method is to modify a conventional BLDC controller by superposing an appropriate compensation 

signal to offset the effect of a fault , to facilitate the procedures for setting and controlling the current . we establish a dynamic 

model for direct current. We introduced a faults to test the robustness of the control laws. A theoretical analysis is presented, and 

both simulation is presented in order to validate the proposed compensation . The proposed FTC-Backstepping control  can 

achieve favorable tracking performance. 

I. INTRODUCTION 

 
The necessity of more powerful actuators in small sizes in 
industrial application. The BLDC motors were gradually 
replacing DC motors and to solve the problem associated 
with contacts and gives improved reliability and enhances 
life, we need to Elimination of brushes and commutators. 
The BLDC motor has the low inertia, high efficiently, high 
power factor, high torque, lower maintenance and low noise 
[1] [2]. 
In general, the BLDC machine  is powered through a three-
phase inverter transistor that acts as the electronic switch of 
the phase current, The torque control is then reached at the 
current control [3]. the  directly control of the current is 
easier than the control of the phase currents required since 
the reconstitution of these currents .In most cases, a current-
controlled voltage inverter is used. As the motor torque is 
proportional to the DC input of the switch, the interest is the 
influencing to the current forme in order to optimize the 
torque and minimize the current [4]. 

The backstepping design recursively selects some 
appropriate functions of state variables as pseudo control 
inputs for lower dimension subsystems of the overall system 
[8]. The most appealing point of it is to use the virtual 
control variable to make the original high order system to be 
simple enough thus the final control outputs can be derived 
step by step through suitable Lyapunov functions. A 
nonlinear velocity  controller for an induction motor was 

designed based on adaptive backstepping approach, in 
which over parameterization may occur[9]. 

On the other hand, in the control design and fault 
tolerance domains, the reappears to very little new 
theoretical development based backstepping approach. 
Starting from those works [12] [13]. In general, the FTC 
approaches can be classified into two types: the active 
approach and the passive approach as presented in this 
paper. The survey book [14] reviews the concepts and the 
state of the art in the field of FTCs, comparative study 
between these two approaches and the recent advances have 
been reported in [15] [16]. 

 
The reminder of this paper is presented as follows. A 

description of the studied system is presented in section I. 
The Section II develops the dynamic model. The section III 
is devoted to the FTC passive control based on 
Backstepping approach. Finally, the simulation results to 
demonstrate the robustness of the proposed approach is 
presented in Section IV.  

II. MODELING AND ANALYSIS OF BLDC MACHINE 

A. Equations of Electrical and Mechanical of bldc Machine 

The model simplified of the BLDC Machine  is shown in 
Fig. 1: 

For a symmetrical winding and a balanced system (Fig. 
1), the vector of voltages across the three phases of the 
BLDC motor is given by: 
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where 

                                (2)a b cMi Mi Mi+ = −  

Substituting Equation (2) into (1), the voltage equation of 
the BLDC motor can be simplified as follows: 

0 0 0 0

0 0 0 0    (3)

0 0 0 0

a a a a

b b b b

c c c c

v i i eR L
d

v R i L i e
dt
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Where ,   and a a cv v v  are the phases voltages of the BLDC 

Machine ; ,   and a a ci i i  are the phases currents; R is  the 

resistance  and  L  is the inductance of the machine which 

0= -L L M ; ,   and a a ce e e are the electromotive forces of the 

phases. 
The electric torque is given by: 

( )
                                (4)a a b b c c

e
r

e i e i e i
C

ω
+ +

=  

Where Ce is the electromagnetic torque and ωr  is the 
angular velocity. 
The law of meshes is applied to obtain the equations of 
currents in the three phases [5]. 
• Sub-interval 1: the main current id flows in the two excited 
phases through the two transistors turned on, a circular 
current flow in the third phase through a of the two 
transistors and the diode of the freewheel. 
• Sub-interval 2: the current id flows in the two excited 
phases, the diode is blocked, and the current vanishes in the 
third phase. 

R

L

Ec

Vc

Va

R

L L

R

Ea

Eb

VbM  
Fig1.The model simplified of the BLDC 

 

B. Modeling of the BLDC Machine  
Fig.2  show the schematic diagram for controlling the 
BLDC Machine. 

We will make the following assumptions: 

• The six transistors T1, T2, T3, T1’, T2’ and T3’ have 
identical characteristics. In the state "OFF" and in the state 
"ON" are respectively represented by an infinite  
impedance and threshold voltage vT in series with a 
dynamic resistance rT. 
 

• Similarly, it is assumed that the diodes D1, D2, D3, D1’, 
D2’ and D3’ has an infinite impedance in the state OFF 
and in the state ON are threshold voltage vD in series with 
a dynamic resistance rD. 
 

• The model of the machine is generally established in a 
landmark three-phase (a, b, c) related to the stator due to 
the trapezoidal shape of the FCEM. For a symmetrical 
machine winding connected in star and whose permanent 
magnets are mounted on the surface [16]. 
 

Pulse 
generation

M

Control of Ud

DC

BLDC Motor

Wref +
-

T1 T2 T3
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D1 D2 D3
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Fig.2 : Block diagram for controlling the BLDC motor 
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Fig. 3: Equivalent diagram of the motor-switch assembly. 

 
This model can be written as follows: 

( )

( )

( )

         

          

                    

5.

5.

 .  5

a
a a c a

b
b b c b

c
c c c c

di
V Ri L e a

dt
di

V Ri L e b
dt

di
V Ri L e c

dt

 = + +

 = + +



= + +
  

Depending on the position of the inductor, the current id  

is switched in phase at the time the trapezoidal FCEM in 

this phase Fig. 3. 
 

• The model of the machine is generally established in a 
landmark three-phase (a, b, c) related to the stator due to 
the trapezoidal shape of the FCEM. For a symmetrical 
machine winding connected in star and whose permanent 
magnets are mounted on the surface [16]. 
 

 

 
 

b. Current ib and FCEM eb and pulses T2 and T2’ 
 
 
 
 

 

 

 

a. Current ia and FCEM ea and pulses T1 and T1’                         
                         
 

 
 

c. Current ic and FCEM ec and pulses T3 and T3’ 
 

Fig. 4:  Control pulses of transistors for the direct sense. 

 
From the signals of the Hall sensors, the sequence is 

generated by choosing a sequence of notice pulses of 
transistors well defined Fig. 5, there are 6 distinct intervals 
noted IT. The opening of the 2 transistors of an arm of the 
electronic switch produces the conduction of a diode Dp and 
Dn. This corresponds to setting a series of phase with the 
remaining 2 in parallel in these intervals are denoted ID and 
ID’. 

C. Continuous Model of BLDC Motor 
Is characterized by two distinct modes: 
1) DC1 Mode 
DC1 mode corresponds to the two phases in series 

“Fig.6”: 
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Fig.5 : Structure of the BLDC motor when two phases are supplied 

 
in this mode dynamics DC1 current id is expressed by: 

( ) ( )2 2 2          2   6 d
c d d T

di
L u R r i E v

dt
= − + − −   

 
2) DC2 Mode 
In this mode, a phase in series with the other two phases 

in parallel “Fig.7”: 
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Fig.6: Structure of the BLDC motor when three phases are supplied 

In this case the dynamics of the current id check in DC2 
mode: are given by: 

( ) ( )3 2 3 2 3 7     d

c d d T D

di
L u R r i E v v

dt
= − + − − +

 
 

III. BACKSTEPPING CONTROL OF THE BLDC MOTOR 

 
Recently, A backstepping control is  developed control 

method for nonlinear system. The backstepping technique is 
featured by the final controller as well as the laws can be 
derived systematically step by step. which is shown in the 
following procedures[17]. 

A.  Control objective 

The control objective is to design a asymptotically stable 
speed controller for the BLDC motor to make the 
mechanical speed follow the reference signals satisfactorily 
[18]. 

B. Nonlinear backstepping controller design 

in this work we design systematically a nonlinear 
backstepping speed controller based on suitable Lyapunov 
function and adaptation laws . 

 The compact form of the system can be written as 
follows: 
x f x g U= × + ×   

where  
  

 ] dx iω=      

 

et 
1

)

1
(

(2

d r v d

t d

f C k i
j

f

v E R i
j

ω − − + 
 =
 ′ ′− 
 

  

0

1
g

 
=  

 
         ,     dU u=   

 
we define the new variable as follows: 

1

2 d

z

z i

ω=
=

  

The state-space equations of system  can be written as: 

1 2
1

2 2

1
(

0

11
(2 )

d r v

t

f z C k z
z j

U
z v E R z

L

 − − +        = + ×      ′ ′−   ′ 




  

 

Step 1 : 

 

Stabilization of 1z  to 1z d
  

so                                        1 1e z z= − d
  

1 1e z z= − d



    

( ) 21

2
V e e=                          ( )V e ee=    

( ) ( )

1

1 2 1d

1
d r v

e

V e e f z C k z z
j

α−

 
= − − + − 

 









  

 

( )1 2 1 1

1
d r vf z C k z z e

j
α− − + − = −d

   
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and we put ( )2

1
r vC k z

j
− +   as a virtual control  

so we have   ( )2 1 1 1

1 1
r v dC k z f z z e

j j
α− + = + −d

    

and  

( )1 1 2 1 1

1
d r ve f z C k z z e

j
α= − − + − +d

   

 

Step 2 : 

 

( ) 2 2
1 1

1 1
,

2 2
V e e e e= +                          ( )1 1 1,V e e ee e e= +     

1 1 2 2 1 1 2
1

2d v
t

f kj
U z z e z v z

j
E R

j
α α

α
  

= − + + − + −  
 

′


′
d

     

C. Results and discussion 
In this section, simulations results are presented to 

illustrate the performance and robustness of proposed 
control law when applied to the BLDC MACHINE . The 
parameters values of the motor as shown in Tab. 1. 

 
Table 1: BLDC Motor Parameters 

Item Symbol Data 
resistance of phase R 4Ω 
phase inductance Lc 0.002H 
inertia constant J 4.65e-6kg.m2 
Back-EMF Constant ke 26.1e-3V/rd.s-1 
coefficient of friction kf 1.5e-006N.m/rd.s-1 
supply voltage un 48(V) 
rated current In 2(A) 
 
 

 
Fig. 8 show the results of the controller   

 
a) The 3 phase currents 

 
b) Form of continuous current id 

 
d) The engine torque Ce 

 
d) Form of speed 

Fig. 6: Response of the motor using Backstepping controller 

 

1) A robustness test : 
Test 1 : 
At time t = 0.015 s a robustness test is carried out where an 
external additive defect represented by a perturbation which 
is  a 20% increase in the resistance phase, a 30% reduction 
in the cyclic inductance, 10% of the excitation flux and The 
nominal load torque 0.055 N.m The results are shown in 
Fig. 7. 
 
 

 
a) The 3 phase currents 

 
b) Form of speed 

Fig.7: Response of the motor using Backstepping controller under the 
parametric variation 
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Test 2 : 
the second test represented by a 40% increase in the 
resistance phase, a 40% reduction in the cyclic inductance, 
20% of the excitation flux and The nominal load torque 
0.065during the time interval [0.015s, 0.04s].The results are 
shown in Fig. 8. 
 
 

 
a) The 3 phase currents  

 
b) Form of speed 

Fig.8: Response of the motor using Backstepping controller under the 
parametric variation 

 
 

2) Result discussion  
• After the test, the speed remains practically 

insensitive to the perturbation . 
• BLDC motor speed control testing shows that 

Backstepping control provides good 
performance even in the presence of an 
external fault . 

IV. CONCLUSION  
This paper presents a method of Backstepping based fault 
tolerant control scheme for BLDC motor systems with 
parameter variations faults. To achieve our goal a 
continuous mathematical model of BLDC motor was 
presented. Based on this model, we synthesized the 
Backstepping control of the BLDC MACHINE . The 
obtained simulation results illustrate the good performance 
of the proposed method in the case of the fault (parameter 
variations) for tow scenario. This work allowed us to 
conclude that the Backstepping method can tolerate some 
important faults such as: variation of parameter and the 
variation of reference. 
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Abstract—This paper proposes a numerical simulation method 

dedicated to assess the integrity of windings Electrical 

Insulation Systems (EIS) fed from voltage source inverters 

based on the Transient Voltage Signature prediction in 

correlation with the Insulation Capacitance changes. A Finite 

Element Method is used to estimate the high frequency 

distributed-circuit parameters such as resistances (R), 

capacitances (C), self and mutual inductances (LM) of the 

insulation-winding system according to the skin and proximity 

effects. The (R) and (LM) matrix parameters are calculated by 

the use of the magnetic vector potential magnetodynamic 

harmonic formulation. In addition, the calculation of the 

capacitance (C), the electric scalar potential electrostatic 

formulation is applied. An equivalent (RLMC) circuit under 

high frequency is then used to simulate the voltage stress 

distribution among the turns of the stator winding in the cases 

of healthy and degraded insulation. The spectral analysis using 

the Fast Fourier Transformation (FFT) leads to establish the 

insulation defect signatures.   

I. INTRODUCTION 

During operation environmental conditions and 
mechanical stress, especially vibrations may lead to the 
electrical insulation degradation. The application of pulse 
width modulation (PWM) in induction motor speed control 
is very popular nowadays. These pulses are responsible for 
high overvoltage at motor input terminals and for an 
irregular voltage distribution along the windings [1], [3]. 
These over-voltages are especially dangerous for the 
insulation-winding system. In such a case, the effect of these 
voltage transients can result in undesirable electrical and 
thermal stresses in the stator windings, which can lead to the 
premature failure of the insulating material between the coils 
and, definitely, to the failure of the whole component.  

The voltage distribution prediction has some important 
diagnosis purpose concerning the maintenance and the 
winding construction. The voltage level can strongly affect 
the partial discharge activity inside the winding and so the 
reliability of the electrical machine [2], [4]. The variations 

of geometrical parameters and physical properties can be 
adopted for testing the degradation of the insulation system. 

The insulation testing and monitoring methods can 
generally be divided into two different categories. The first 
one is the offline-testing, which requires the electrical 
equipment to be removed from service, whereas the second 
one is on-line monitoring, which can be performed under 
operation. The popular, reliable, and very frequently used 
on-line methods to assess the turn-to-turn insulation system 
of medium- and high-voltage electrical equipment are the 
Voltage Surge test and the Partial Discharge (PD) test that 
also can be applied off-line. Common off-line tests methods 
used to test the phase-to-ground insulation are the Insulation 
Resistance (IR), Dielectric Dissipation Factor (DDF) and 
the Polarization Index (PI). Other new techniques such as 
Return Voltage Method (RVM), Time/Frequency Domain 
Spectroscopy (T/F-DS) measurements, Fourier Transform 
Infrared (FTI), Power Factor (PF) as function of frequency, 
etc… are still being explored. All of these experimental 
classical methods are complementary but incomplete and 
complicated with heavy experimental process since they 
require the installation of costly additional equipment. In 
addition, they can present serious limits for in situ 
monitoring when the measurements are done in a noisy 
environment [5], [6], [7]. Since the measurement of such 
parameters is oftentimes not feasible due to the practical 
difficulties in high-frequency range, they require high-cost 
equipment and still do not describe the internal phenomena 
such as the voltage distribution across the conductor, 
inductive/capacitive coupling between conductors, and the 
skin and proximity effects [8], [9]. Therefore, the possibility 
of their determination from computational or 
analytical/empirical methods is highly desirable. The Finite 
Element method (FEM) Electromagnetic (EM) analysis and 
electric circuits methodologies are able to model even 
complex geometries such as the multi-conductor insulation 
structures [10]. 

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 18

E
E
IC
'1
9

mailto:n_radja@yahoo.fr
mailto:rachek_mhemed@yahoo.fr
mailto:soraya_naitlarbi@yahoo.fr


A Diagnostic Indicator (DI) built with the turn-to-turn or 
turn-to-ground capacitance estimated values can be used for 
evaluating the health state of the insulation [11]. Indeed, it 
has been shown that the value of these capacitances 
increases with aging [12], [13]. So, the premature 
supervision of the insulation ageing or degradation 
(oxidation) requires to follow the evolution of these 
capacitances during operation according to the dielectric and 
geometrical characteristics. The originality of this work is 
that it provides effective models based on the spectral 
analysis of the inter-turn transient voltage signatures which 
can be used to monitor the health-status of the electrical 
insulation. 

In this paper, an equivalent circuit model is used to 
predict inter-turns voltage distribution in the multi-
conductor-insulation system. The equivalent circuit consists 
in the turn resistances (R), the turn self and mutual 
inductances (L), the turn-to-turn and turn-to-ground 
capacitances (C). The high frequency (RLMC) parameters 
are obtained using Finite Element Method (FEM). The 
(R,L) parameters are obtained from the coupled model of 
the magnetic field equation, expressed in terms of Magnetic 
Vector Potential (A) and the total current (I) equation. The 
capacitances parameters are obtained after solving the 
electrostatic equation, using floating potential approach.   

II. INSULATED-MULTICONDUCTOR DISTRIBUTED 

LUMPED ELECTRIC CIRCUIT 

Based on the transmission line approach [14], the 
insulated-winding is formed by Nc turns modeled by the 
distributed lumped electric (RLMC)-circuits depicted by 
Fig.1. The occurrence of the insulation degradation is 
introduced by the addition of the inter-turn capacitance 
(defect capacitance) in series with the inter-turn capacitance 
in healthy state. In order to take into account the skin and 
proximity effect, numerical methods are used to calculate 
RLMC parameters of the multiconductor-insulation system. 

 

Figure 1.  Lumped parameters equivalent circuit of the Turns in a Slot 

 

III. ELECTROMAGNETICS MODELS 

The problem becomes two dimensional in the ( )yx,  

plane. The source current density sJ


 and the magnetic vector 

potential A


 have only the component in z-direction. The 
coupled magnetic-eddy current density (A-I) model is 
described by the following equations: 
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Where ω  is the pulsation, µ the magnetic permeability 

andσ  is the electric conductivity. The symmetric 
formulation of coupled equations (1) and (2) is obtained 
after using the variable substitution ( ) szsz GjJ ωσ= , where 

szG is the modified electric scalar potential. To ensure the 

solution’s uniqueness, appropriate boundary conditions are 
required. 

The finite element (FE) formulation of the ( )IA −  

model equations (1) and (2) is based on the first order 
triangular discretization mesh elements in which the 
weighted residual method and the approximation function of 
the magnetic vector potential zA and the modified electric 

field szG  are expressed for each conductor into the discrete 

form as follows: 
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After having expressed equations (3) for the nodesN nodes 

and for the cN conductors, the algebraic equations system to 

be solved is given by the algebraic equation system (4) as 
follows: 
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The zero matrices are related to the ( )cNQ ,10  and 

( )cc N,NW 0  matrices. The usual FE stiffness and mass 

matrices are, respectively, K(Nnodes, Nnodes) and T(Nnodes, 
Nnodes). The current density matrices of the Nc conductors 
are as follows: 
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( )∫∫
Ω

= dxdyNNT jiij                                                            (9) 

A 2D electrostatic model expressed in term of electric 
scalar potential (V) is used to calculate the capacitances 
according to the insulated-multi-conductor geometry and 
dielectric properties. It is given as follows: 
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d 0
0 (11) 

Where ε is the electric permittivity, 0V  is the applied voltage 

on the dΓ  boundaries. 

        The first-order triangular finite element is used to mesh 
the slot box containing the insulated-multiconductor system. 
Using the weighted residual method with the approximation 
function of the electric scalar potential (V), the FE 
formulation of (10) with boundary condition (11) is written 
for each mesh node into the discrete form as follows: 
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where nodesN is the total number of nodes, iN is the 

Galerkine shape function of the node nodesNi ,,1= , jN  is 

the approximation function of the electric scalar potential 

jV  at the node j . For each node of the meshed domain, 

equation (12), leads to the following algebraic equations 
system: 

{ } { } { }
de

FFVK ΓΓ +=].[                                                (13) 

where ][K  is the stiffness matrix, { }
e

F Γ and { }
d

F Γ are 

respectively the source terms related to the Dirichlet or 
Neumann boundary conditions. 

IV. RLMC PARAMETERS COMPUTATION 

Based on the Finite Element (FE) formulation of 
magnetodynamic-total current coupled model (A-I), the 
analysis is performed to calculate the frequency dependent 
(R,L) parameters of the insulation multi-conductor system. 
The sequential Supply Electric Total Current process 
(SETC) approach is based on cN supply sequence such as 

( )0,...,0,0,tI , ( )0,...,0,,0 tI , ( )0,...,0,,0,0 tI , until ( )tI,...,0,0 in 

where tI  is an arbitrary total current. While each sequence 

of forced electric total current process is considered for the 
(FE) formulation of the coupled magnetic-eddy current 
( )IA −  model, the related algebraic equation system (4) is 

solved to get the unknown magnetic vector potential values 
and the modified electric scalar potential of each conductor 
mesh nodes. After each solution, the resistance, self and 
mutual inductance are calculated using the impedance 
formula: 
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The indices ki = are related to the ( )iiR resistance and 

( )iiL self inductance. The indices ki ≠ are related to ( )ikR  

and ( )ikM  mutual resistances and inductances respectively.  

The capacitances between turns are calculated using the 

stored electrostatic energy of the thi  and thj conductors 

under the voltage potentials iV and jV respectively. The 

turn-to-ground and the self-capacitance of the thi conductor 
are obtained by considering that its applied electrical 
potential is iV while the potential of other conductors is 

zero, such that:  

( ) jiijjjjiiie VVCVCVCdEW −+=Ω= ∫
Ω

222

2

1

2

1

2

1 ε            (15) 

2
i

e
ii

V

W
C =                                                                           (16) 

∑
≠=

−=
N

ij,j
ijiii CCC

1
0                                                             (17) 

Where iiC , 0iC  and ijC  are respectively the thi turn 

capacitance, the thi turn-to-ground capacitances and 

between thi and thj  turn-to-turn capacitances. 

V.  APPLICATION AND DISCUSSIONS 

The studied multi-conductor system presented in Fig. 2 
consists in six isolated conductors of mm.251 diameter and 

mm.040  insulation thickness (the insulation thickness is 
made of two identical insulation layers). The conductors 
made of copper are surrounded by an insulation material of 
electric permittivity 43.r =ε . The frequency is set 

to MHzf 10= .  

 

Figure 2.  Electrical machines geometrical slot-multiconductor system. 

The calculated (RLC) parameters in the case of healthy 
and degraded insulation, such as oxidation of intern 

insulation layer of the first turn and all turns are given in 
Table I. The emulated ageing/degradation (oxidation) of the 
winding electrical insulation system concerns the sensitive 
changes of the insulation dielectric properties relating to 
single turn (1st) and complete turns (All turns). From the 
comparison we note that only capacitances are affected by 
the degradation of the insulation.  

TABLE I.  (RLC) PARAMETERS FOR HEALTHY AND DEGRADED 
INSULATION 

Parameters  

(FE) Models    Analytical 

Method 

[15] Healthy 
Oxidation insulation  

1st turn All turns 

Turn resistance  [Ω]  0.42785  0.42785  0.42785  - 
Turn inductance  [μH] 0.0705  0.0705  0.0705  - 
Turn to turn capacitance [pF]  46.382  43.312  40.477 53.8047  
Turn to ground capacitance[pF] 26.607 23.752 20.105 21.5759  

 
The comparison between simulated and measured 

transient inter-turn voltage is shown in Fig.3 when the step 
voltage is applied to the coil. The results are obtained in % 
of 300V voltage level.  
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Figure 3.  Comparison between simulated and measured inter-turn voltage 

In order to find more fault indicators, we present the 
spectral analysis of the inter-turn transient voltage for 
healthy and degraded insulation system for the second, third, 
fourth, fifth, sixth, seventh, eighth and ninth harmonics are 
depicted in Fig.4-11. 
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Figure 4.  Spectral analysis (FFT) of inter-turn voltage for healthy and 
degraded insulation for the second harmonic rank 
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Figure 5.  Spectral analysis (FFT) of inter-turn voltage for healthy and 
degraded insulation for the third harmonic rank  
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Figure 6.   Spectral analysis (FFT) of inter-turn voltage for healthy and 
degraded insulation for the fourth harmonic rank  
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Figure 7.   Spectral analysis (FFT) of inter-turn voltage for healthy and 
degraded insulation for the fifth harmonic rank 
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Figure 8.  Spectral analysis (FFT) of inter-turn voltage for healthy and 
degraded insulation for the sixth harmonic rank 
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Figure 9.   Spectral analysis (FFT) of inter-turn voltage for healthy and 
degraded insulation for the seventh harmonic rank 
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Figure 10.  Spectral analysis (FFT) of inter-turn voltage for healthy and 
degraded insulation for the eighth harmonic rank 
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Figure 11.   Spectral analysis (FFT) of inter-turn voltage for healthy and 
degraded insulation for the ninth harmonic rank 

The simulation results are in concordance with experimental 
measurements (Fig. 3).  From the data given in Table I, the 
variation of the relative permittivity due to the degradation 
or oxidation of the insulation causes directly a decrease of 
the turn-to-turn capacitance compared with the healthy 
value. In addition, moderate capacitance changes lead to 
initiate the degradation of the insulation, whereas for 
significant capacitance decrease according to deterioration 
or oxidation, the insulation quality is considerably affected, 
and consequently the initiated inter-turn short circuits.  

The key of interpretation is the trend, which allows through 
the spectrum analysis (FFT) to make appear increased 
magnitude of the inter-turn voltages corresponding to the 
harmonics rank, particularly for the harmonics number five 
to nine. In the cases of locally inhomogeneous insulation 
degradation of the 1st turn, significant changes are detected 
in magnitude of the inter-turn voltage harmonics. This is 
observed only for the incriminated adjacent turns.The 
spectral analysis establishes that the inter-turn voltage 
magnitude increase from fifth harmonics rank. 

We found that every harmonic rank contains enough 
information that permit to evaluate the spectral analysis 
magnitude of the inter-turn voltage. The evaluation of the 
inter-turn voltage magnitude according to the localization of 
the insulation degradation (first turn and all turn) comparing 
with healthy state according to the harmonic rank are shown 
in Table II. 

TABLE II.  EVALUATION OF THE SPECTRAL ANALYSIS MAGNITUDE OF 
INTER-TURN VOLTAGE ACCORDING TO THE HARMONIC RANK 

Degradation 
Insulation 

Harmonic rank 

3 5  7 8 9 

First turn Decrease Increase+ Increase++ Increase++ Increase++ 
All turn Decrease increase++ Increase+ Increase+ Increase+ 

VI. CONCLUSION 

In this paper an indicator of insulation degradation has 
been investigated. The considered insulation degradation 
concerns a single turn, and all turn oxidation insulation.  The 
decrease in turn-to-turn capacitances is observed. The 
spectral analysis obtained from the RLMC-circuit simulation 
for healthy and insulation degradation, such as oxidation of 

the winding electrical insulation system show increase of the 
magnitude of the inter-turn voltage harmonic components is 
observed for the incriminated adjacent turns. In the case of 
locally inhomogeneous insulation degradation of the first 
turn, a significant increase in magnitude inter-turn voltage 
harmonic is observed beyond the fifth harmonic number. 
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Abstract— Three mathematical models of a dual star permanent 

magnet synchronous machine (DSPMSM) are presented, one in 

the natural reference frame, and two others in a synchronously 

rotating d-q reference frame. In order to simplify the machine 

analysis, a proper transformation is needed to transform the time 

varying quantities of the machine into constant variables, many 

transformations are reported in the literature. In this paper, two 

transformations are selected and applied to a DSPMSM. The 

models are implemented and simulated using Matlab/Simulink 

environment, the simulation results are discussed, finally, the 

models behavior under an open circuit fault is analyzed and 

discussed. 

Keywords- dual star permanent magnet synchronous machine, 

machine modeling, different modeling methods, rotating dq 

reference frame, open circuit fault. 

I. INTRODUCTION 

Nowadays, power electronic converters are used to supply 
alternative current machines, consequently, the machines are 
decoupled from the grid, so the number of the machine’s phases 
is not limited to three anymore, making possible the exploitation 
of multiphase machines in domains requiring some specific 
advantages, such as lower torque ripples [1] and fault tolerance 
[2]. The voltage source inverter fed double star machine is one 
of the widely discussed topics in the literature [3], [4]. 

Because the machine’s variables are not constant in time in 
steady state, the use of an adequate transformation in order to 
obtain constant variables presents many advantages, constant 
variables are easier to analyze, and the rotor position 
dependency of inductances that characterizes salient pole 
machines is eliminated, simplifying the model as well as the 
control of the machine. 

Many modeling technics are proposed in the literature, the 
double winding approach represents the machine with two pairs 
of d-q windings with a mutual coupling between each other [5], 
so this model is an extension of the conventional three phase 
machine model. With the aim of simplifying this model, [6] 
proposes a transformation where the stator circuits are 
completely decoupled called extended 0dq transformation.  

This paper focuses on the double star permanent magnet 
synchronous machine modeling, many modeling approaches 
will be presented, simulated and compared, the behavior of these 
models under single phase open circuit fault will also be 
simulated and analyzed. 

II. DOUBLE STAR ELECTRICAL MACHINES 

Multiple star machines are a particular case of multiphase 
machines, where the phases are divided into multiple three phase 
sets, with isolated neutral points. 

In a double star machine, the angle between the sets can have 
any value from 0° to 60°, the study of [1] shows that the torque 
characteristics of a double star with a displacement angle of 30° 
between the sets is better than any other value, the torque ripple 
is greatly reduced, also the predominant frequency has been 
shifted 12 times the supply frequency [1]. 

The use of multiphase machines instead of their 
conventional three phase counterparts presents multiple 
advantages, in addition to the torque ripple reduction, as stated 
above, the machine’s power is divided among more inverter 
legs, so the power electronics rating is reduced, also, the 
reliability of the machine is increased in case of loss of one or 
more machine phases [7]. 

Because of the fault tolerant behavior of multiphase 
machines, they are intensively used in applications requiring 
continuous service even with partial power, for example, in ship 
propulsion systems, aerospace applications, electrical vehicles, 
and in renewable energy conversion systems [7].  

III. NATURAL FRAME MODEL (ABC) OF THE DSPMSM 

Before doing any transformation, the natural frame model of 
the machine must be developed, figure 1 shows the coils 
configuration of a dual star synchronous motor. 

In order to simplify the modeling of the machine, the 
following assumptions are made: all the sets are identical, and 
the windings are sinusoidally distributed around the air gap, 
mutual leakage inductances, saturation and eddy current are not 
considered. 
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Figure 1 : Dual star synchronous machine 

A. Electric model 

Starting from the natural reference frame, the electric 
equation of the system can be written: 𝑣𝑎𝑏𝑐 = 𝑟 𝑖𝑎𝑏𝑐 + ⅆ 𝜑𝑎𝑏𝑐ⅆ𝑡  ( 1) 

where  𝑣𝑎𝑏𝑐 = [𝑣𝑎1𝑣𝑏1𝑣𝑐1𝑣𝑎2𝑣𝑏2𝑣𝑐2]𝑡 𝑖𝑎𝑏𝑐 = [𝑖𝑎1𝑖𝑏1𝑖𝑐1𝑖𝑎2𝑖𝑏2𝑖𝑐2]𝑡 𝜑𝑎𝑏𝑐 = [𝜑𝑎1𝜑𝑏1𝜑𝑐1𝜑𝑎2𝜑𝑏2𝜑𝑐2]𝑡 𝑟 = [𝑟𝑠 ⋯ 0⋮ ⋱ ⋮0 ⋯ 𝑟𝑠] 𝜑𝑎𝑏𝑐  is the resultant air gap flux, 𝑟 a 6x6 matrix with 𝑟𝑠 the 
armature resistance. 

The resultant air gap flux can be written according to the 
inductance matrix and permanent magnet flux vector as follow: 𝜑𝑎𝑏𝑐 = [ [𝐿1] [𝑀12][𝑀12]𝑡 [𝐿2] ] 𝑖𝑎𝑏𝑐 + 𝜑𝑃𝑀𝑎𝑏𝑐 ( 2) 

where [𝐿𝑖] the inductance matrix of the same three phase set 
windings, [𝑀12] the mutual inductance matrix between the 
different sets, and 𝜑𝑃𝑀𝑎𝑏𝑐 the flux produced by the permanent 
magnets given by (3). 

𝜑𝑃𝑀𝑎𝑏𝑐 = 𝛹𝑝𝑚

[  
   
   
  cos (𝜃)cos (𝜃 − 2𝜋3 )cos (𝜃 + 2𝜋3 )cos (𝜃 − 𝛼)cos (𝜃 − 2𝜋3 − 𝛼)cos (𝜃 + 2𝜋3 − 𝛼)]  

   
   
  
 ( 3) 

With 𝛼 the electric displacement angle between the sets, and 𝛹𝑝𝑚 the amplitude of the permanent magnet flux. 

B. Inductance matrix 

Considering the rotor position dependency of the 
inductances, the self and mutual inductances are generally 
expressed by Fourier expansions [7]. Taking into account higher 
order harmonics, the self inductance of winding 𝑖 is written as 
follow: 𝐿𝑖(𝜃) = 𝐿𝑠0 + ∑ 𝐿𝑠2𝑛cos (2𝑛(𝜃 + 𝜃𝑖) + 𝜑𝑖𝑛)∞

𝑛=1  ( 4) 

where 𝐿𝑠0  is a constant average value, 𝐿𝑠2𝑛 is the coefficient of 
inductance harmonics (2nd, 4th,…), 𝜃𝑖 is the electric 
displacement angle of the 𝑖th winding magnetic axis from the 
reference axis (chosen to be the magnetic axis of coil A1 as 
shown in figure 1), while 𝜑𝑖𝑛 is the displacement angle of the 
corresponding harmonic component. 

The constant term 𝐿𝑠0  can be expressed as the sum of the 
stator leakage inductance 𝐿𝑠𝑙 and the stator magnetizing 
inductance 𝑚 [8]. 𝐿𝑠0 = 𝐿𝑠𝑙 + 𝑚 ( 5) 

Similarly, the mutual inductance between the phases can be 
expressed as: 𝑀𝑖𝑗(𝜃) = 𝑚 cos (𝜃𝑖 − 𝜃𝑗)+ ∑ 𝑀𝑠2𝑛 cos(𝑛(2𝜃 + 𝜃𝑖 + 𝜃𝑗)∞

𝑛=1+ 𝜑𝑖𝑛) 

(6) 

Considering only the first inductance harmonic (𝑛 = 1), the 
self and mutual inductance equations become: 𝐿𝑖(𝜃) = 𝐿𝑠0 + 𝐿𝑠2cos (2𝜃𝑖) 𝑀𝑖𝑗(𝜃) = 𝑚 cos (𝜃𝑖 − 𝜃𝑗)+ 𝑀𝑠2 cos(2𝜃 + 𝜃𝑖 + 𝜃𝑗) 

( 7) 

( 8) 

Comparing to the general equation given by [6], the 
coefficients 𝐿𝑠2  and 𝑀𝑠2  are equal. 

The full inductance matrix of the windings can be 
constructed as shown in (9). 

𝐿𝑠(𝜃) =
[  
   
 𝐿𝑎1 𝑀𝑎1𝑏1 𝑀𝑎1𝑐1 𝑀𝑎1𝑎2 𝑀𝑎1𝑏2 𝑀𝑎1𝑐2𝑀𝑎1𝑏1 𝐿𝑏1 𝑀𝑏1𝑐1 𝑀𝑎2𝑏1 𝑀𝑏1𝑏2 𝑀𝑏1𝑐2𝑀𝑎1𝑐1𝑀𝑎1𝑎2𝑀𝑎1𝑏2𝑀𝑎1𝑐2

𝑀𝑏1𝑐1𝑀𝑎2𝑏1𝑀𝑏1𝑏2𝑀𝑏1𝑐2

𝐿𝑐1𝑀𝑎2𝑐1𝑀𝑐1𝑏2𝑀𝑐1𝑐2

𝑀𝑎2𝑐1𝐿𝑎2𝑀𝑎2𝑏2𝑀𝑎2𝑐2

𝑀𝑐1𝑏2𝑀𝑎2𝑏2𝐿𝑏2𝑀𝑏2𝑐2

𝑀𝑐1𝑐2𝑀𝑎2𝑐2𝑀𝑏2𝑐2𝐿𝑐2 ]  
   
 
 (9) 

The four matrices presented earlier in (2) can be recognised 
in this matrix. 

A1 

A2 

B1 

B2 

C1 𝜃 

d C
2 

q 
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Note that every single term of this matrix is 𝜃 dependent, as 
a consequence, the inverse of this matrix must be calculated at 
every time step, making this model very complex, time 
consuming, and requires a high processing power. 

C. Electromagnetic torque 

The expression of the electromagnetic torque can be written 
as the derivative of the electromagnetic energy stored in the 
machine with respect to the geometric angle of the rotor: 𝑇𝑒 = 𝑃2 𝜕𝑊𝑐𝜕𝜃𝑚 ( 10) 

Where 𝜃𝑚 is the geometric angle of the rotor, and 𝑊𝑐 is 
expressed by 𝑊𝑐 = 12 𝑖𝑎𝑏𝑐𝑡 𝐿𝑠𝑖𝑎𝑏𝑐 + 𝑖𝑎𝑏𝑐𝑡 𝜑𝑃𝑀𝑎𝑏𝑐  ( 11) 

IV. DOUBLE D-Q WINDING MODEL 

In this model, the park transformation is applied to the 
natural frame system, leading to a couple of d-q windings with 
a mutual coupling between theme [9]. 

The standard park transformation matrix for a three phase 
system is defined as: 

𝑇(𝜃) = √23 [  
   cos (𝜃) cos (𝜃 − 2𝜋3 ) cos (𝜃 + 2𝜋3 )−sin (𝜃) −sin (𝜃 − 2𝜋3 ) −sin (𝜃 + 2𝜋3 )1√2 1√2 1√2 ]  

    (12) 

Starting from this, the transformation matrix 𝑇1 for a dual 
star system can be deduced [9]. 𝑇1 = [𝑇(𝜃) 03,303,3 𝑇(𝜃 − 𝛼)] ( 13) 

With 03,3 a 3x3 null matrix. 

The transformation is given by (14). 𝑋𝑑𝑞 = 𝑇1 𝑋𝑎𝑏𝑐  ( 14) 

Where 𝑋 can be any phase variable vector (current, voltage or 
flux). 

Applying (14) to the stator flux (15) will result in (16) 𝜑𝑎𝑏𝑐 = 𝐿𝑠 𝑖𝑎𝑏𝑐 + 𝜑𝑃𝑀𝑎𝑏𝑐  𝜑𝑑𝑞 = (𝑇1 𝐿𝑠 𝑇1𝑡) 𝑖𝑑𝑞 + 𝜑𝑃𝑀𝑑𝑞  

( 15) 

( 16) 

with 𝜑𝑃𝑀𝑑𝑞 = [√62 𝛹𝑝𝑚 0 0 √62 𝛹𝑝𝑚 0 0]𝑡 ( 17) 

After several lines of trigonometric simplifications, the 
transformed inductance matrix can be obtained. 

𝐿𝑇1 = 𝑇1 𝐿𝑠 𝑇1𝑡 =
[  
   
 𝐿𝑑1 0 0 𝑀𝑑1 0 00 𝐿𝑞1 0 0 𝑀𝑞1 00 0 𝐿01 0 0 0𝑀𝑑2 0 0 𝐿𝑑2 0 00 𝑀𝑞2 0 0 𝐿𝑞2 00 0 0 0 0 𝐿02]  

   
 
 (18) 

In this matrix, we can see four square sub-matrices, related 
to two couples of orthogonal windings ⅆ𝑞1 and ⅆ𝑞2, with a 
mutual coupling between theme. 𝐿𝑑1 = 𝐿𝑑2 = 𝐿𝑠0 + 𝑚2 + 32 𝐿𝑠2  𝐿𝑞1 = 𝐿𝑞2 = 𝐿𝑠0 + 𝑚2 − 32 𝐿𝑠2  𝐿01 = 𝐿02 = 𝐿𝑠0 − 𝑚 𝑀𝑑1 = 𝑀𝑑2 = 32𝑚 + 32𝐿𝑠2  𝑀𝑞1 = 𝑀𝑞2 = 32𝑚 − 32𝐿𝑠2 

As can be seen, the resultant matrix inductance is not 
diagonal, adding some complexity to the model simulation and 
analysis. 

A. The current model in the coupled d-q reference frame 

The machine electric model can now be obtained by 
applying the transformation matrix to the electric equation (1) 
and combining the equations aforementioned, leading to the 
electric equation in the ⅆ𝑞 reference frame (19). 𝑣𝑑𝑞 = 𝑟 𝑖𝑑𝑞 + ⅆ 𝜑𝑑𝑞ⅆ𝑡 + 𝜔 𝑗 𝜑𝑑𝑞 ( 19) 

The current model of the machine (20) is obtained by 
developing (19). ⅆ𝑖𝑑𝑞ⅆ𝑡 = 𝐿𝑇1−1 (𝑣𝑑𝑞 − 𝜔𝑗𝜑𝑃𝑀𝑑𝑞 − ⅆ𝜑𝑃𝑀𝑑𝑞ⅆ𝑡− (𝑟 + 𝜔𝑗𝐿𝑇1)𝑖𝑑𝑞) 

( 20) 

Where 

𝑗 = 1𝜔 (𝑇1  ⅆ𝑇1−1ⅆ𝑡 ) = [  
   0 −1 0 0 0 01 0 0 0 0 00 0 0 0 0 00 0 0 0 −1 00 0 0 1 0 00 0 0 0 0 0]  

    
𝜑𝑑𝑞 = 𝐿𝑇1 𝑖𝑑𝑞 + 𝜑𝑃𝑀𝑑𝑞  ( 21) 

B. Electromagnetic torque 

Starting from the instantaneous output power, the 
electromagnetic power as well as torque can be derived. 
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𝑃𝑜𝑢𝑡 = 𝑣𝑑1𝑖𝑑1 + 𝑣𝑞1𝑖𝑞1 + 𝑣𝑑2𝑖𝑑2 + 𝑣𝑞2𝑖𝑞2 ( 22) 

By replacing the voltage by it’s equation given by (19), and 
eliminating the terms giving the joule losses and the rate of 
change in magnetic energy, and dividing the resultant equation 
by the mechanical angular speed, the expression of the 
developed electromechanical torque shown in (23) is then 
deduced. 𝑡𝑒 = 𝑃(𝜑𝑑1𝑖𝑞1 − 𝜑𝑞1𝑖𝑑1 + 𝜑𝑑2𝑖𝑞2 − 𝜑𝑞2𝑖𝑑2) ( 23) 

V. EXTENDED D-Q MODEL 

Starting from the following three phase park transformation 
matrix 𝑇(𝜃), the full transformation matrix 𝑇𝑝(𝜃) for the dual 
star system can be constructed according to [6]. 

𝑇(𝜃) = √23 [  
   
 1√2 cos (𝜃) −sin (𝜃)1√2 cos (𝜃 − 2𝜋3 ) −sin (𝜃 − 2𝜋3 )1√2 cos (𝜃 + 2𝜋3 ) −sin (𝜃 + 2𝜋3 )]  

   
 
 

𝑇𝑝(𝜃) = 1√2 [ 𝑇(𝜃) 𝑇(𝜃)𝑇(𝜃 − 𝛼) −𝑇(𝜃 − 𝛼)] 

( 24) 

( 25) 

Note the introduction of a coefficient 
1√2 to get an invariant 

power. 

The application of this transformation to the inductance 
matrix 𝐿𝑠(𝜃) will result in the following matrix: 

𝐿𝑇 = 𝑇𝑝𝑡 𝐿𝑠 𝑇𝑝 =
[  
   
 𝐿𝑛0 0 0 0 0 00 𝐿𝑛𝑑 0 0 0 00 0 𝐿𝑛𝑞 0 0 00 0 0 𝐿𝑎0 0 00 0 0 0 𝐿𝑎𝑑 00 0 0 0 0 𝐿𝑎𝑞]  

   
 
 ( 26) 

Where  𝐿𝑛0 = 𝐿𝑎0 = 𝐿𝑎𝑑 = 𝐿𝑎𝑞 = 𝐿𝑠0 − 𝑚 𝐿𝑛𝑑 = 𝐿𝑠0 + 3𝐿𝑠2 + 2𝑚 𝐿𝑛𝑞 = 𝐿𝑠0 −  3𝐿𝑠2 + 2𝑚 

This transformation splits the machine into two decoupled 
systems, one called normal system, and the other is called anti 
system, in the normal system, the current support each other, 
creating a normal rotational field in the air gap, and in the anti 
system, the currents oppose each other leaving only leakage 
fluxes in the stator [6]. 

A. The current model in the extended 0dq reference frame 

As done in section IV.A, the current model of the machine 
in the extended 0dq reference frame is given by: 

ⅆ𝑖0𝑑𝑞ⅆ𝑡 = 𝐿𝑇−1 (𝑣0𝑑𝑞 − 𝜔𝑗𝜑𝑃𝑀0𝑑𝑞 − ⅆ𝜑𝑃𝑀0𝑑𝑞ⅆ𝑡− (𝑟 + 𝜔𝑗𝐿𝑇)𝑖0𝑑𝑞) 

( 27) 

with  

𝑗 = 1𝜔 (𝑇𝑝𝑡  ⅆ𝑇𝑝𝑡−1ⅆ𝑡 ) = [  
   0 0 0 0 0 00 0 −1 0 0 00 1 0 0 0 00 0 0 0 0 00 0 0 0 0 −10 0 0 0 1 0 ]  

    
𝜑𝑃𝑀0𝑑𝑞 = 𝑇𝑝 𝜑𝑃𝑀𝑎𝑏𝑐 = [0 √3𝛹𝑝𝑚 0 0 0 0]𝑡 

B. Electromagnetic torque 

Similar to what done in section IV.B, the electromagnetic 
torque is given by (28). 𝑡𝑒 = 𝑃(𝜑𝑛𝑑𝑖𝑛𝑞 − 𝜑𝑛𝑞𝑖𝑛𝑑 + 𝜑𝑎𝑑𝑖𝑎𝑞 − 𝜑𝑎𝑞𝑖𝑎𝑑) ( 28) 

VI. SIMULATION RESULTS 

All the three models have been simulated using 
Matlab/Simulink environment, the machine is simulated as a 
generator driven with constant speed, and feeding a resistive 
load. The simulation results are presented and discussed below. 
The parameters of the considered machine are shown in table 1. 

The open circuit fault it created by adding a high value 
resistance in series with the load in the considered phase. 

A. Safe mode operation 

The figures 2-3 present the currents in the transformed 
reference frames. Since the extended model splits the machine 
into two distinct sub-machines, and the excitation is only present 
in the normal machine, only the latter is responsible for the 
entire machine torque generation, the second system describes 
the losses inside the machine, unlike the coupled d-q model, 
which splits the machine into two similar sub-machines, and the 
excitation is present in both systems, the two sub-machines 
contribute to the torque generation. 

After applying the inverse transformation, the currents in the 
natural frame are obtained, the currents of the transformed 
models (figure 4 and 5) are identical to the natural frame model 
(figure 6), the only difference is that the currents of the second 
star of the coupled d-q model are inversed in respect to other 
models. 
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Figure 2: The currents of the extended d-q model 

 
Figure 3: The currents of the coupled d-q model 

 
Figure 4: The currents in the natural frame of the coupled d-q 

model 

The torque is shown in figure 7, a zoom into the plot shows 
an error of about 0.0063% of the transformed models compared 
to natural frame model in the steady sate, this error is negligible 
and do not influence the accuracy of the transformed models. 

 
Figure 5: The currents in the natural frame of the extended d-q 

model 

 
Figure 6: The currents in the abc frame of the natural frame 

model 

 
Figure 7: The electromechanical torque of the models 

B. Open Circuit Fault operation 

Figure 8-10 show the simulation results of an open circuit 
fault occurring at phase A1.  
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Figure 8: The currents in the natural frame of the coupled d-q 
model pre and post-fault occurrence 

The current of the two phases of the same set (B1 and C1) 
decreases by about 15% compared to the pre-fault state. To 
verify the Kirchhoff law, the two currents have a displacement 
angle of 180°. The winding orthogonal to A1, i.e. C2, have not 
been affected. The closest winding to the faulty one (A2) see its 
current decreases by about 6.9%, and the current of B2 increases 
by 16.5%. 

 

Figure 9: The currents in the natural frame of the extended d-q 
model pre and post-fault occurrence  

Concerning the torque (presented in figure 11), a high ripples 
appear with a frequency of about 93 Hz, which represents two 
times the electric frequency of the stator current. The oscillation 
amplitude reaches a value of 465.6 Nm. This comportment is 
identical to the three models, confirming, once again the validity 
of the models. 

 
Figure 10: The currents in the abc frame of the natural frame 

model pre and post-fault occurrence 

 
Figure 11: The electromechanical torque of the models pre and 

post-fault occurrence 

Table 1 : Machine parameters [10] 

VII. CONCLUSION 

To simplify the analysis and control of double star machine, 
an adequate mathematical model must be constructed, for this 
purpose, many models are reported in the literature. 

The natural frame model gives more details about the 
machine since it can include all the voltage harmonics, and can 
take into account saturation effect and other phenomena, but it’s 
very complex to solve and requires a high computational power. 
Simplified models have been proposed, the double winding 
model is very simple to compute, but the mutual coupling 

Description Value 
Stator resistance 0.53 Ω 

Average self inductance 𝐿𝑠0  18.93 mH 
Second harmonic coefficient 𝐿𝑠2  -3.03 mH 

Mutual inductance m 10.53 mH 
Permanent magnet flux 1.8328 Wb 
Number of pole pairs 8 

Rotational speed 350 rpm 
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between the two winding couples makes it require some more 
processing time. Also, in this model, all the current components 
are active, so the analysis of the machine behaviour becomes 
more complex comparing to the other simplified model. 

To solve the problems encountered with the double winding 
model, an other transformation is proposed which fully decouple 
the windings, this new approach is called extended d-q 
transform, it deals with a diagonalized inductance matrix which 
make it requiring less processing power. 

The three models have been simulated, the results show an 
error of only 0.0063% of the transformed models compared to 
the natural frame model. Also a simulation under a single phase 
open circuit fault have been realized, the comportment of the 
three models is quite similar, confirming the validity of the 
transformed models despite of their differences. The main 
difference between all these models is the complexity and the 
difficulty of implementation.  
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Abstract—This article presents the geometric and physical 

parameters influence on the thrust force of a linear three-

phase single-sided face induction motor by the finite element 

method under Matlab. In fact, mathematical models were 

formulated to solve partial differential equations that govern 

the electromagnetic phenomenon. The objective of this work is 

mainly based on the evaluation of the thrust force generated 

by the motor according to the different geometric and physical 

parameters such as thickness, conductivity and relative 

magnetic permeability. Through this study we show the effect 

of these parameters on the machine operation allowing an 

efficient choice of the parameters to optimize. The used 

method fixes the geometric and physical parameters which 

generate the optimal forces to obtain optimal geometries. This 

study makes it possible to set the parameters.  

I. INTRODUCTION  

Linear motors have been used in rail transport and in 
many industrial applications. Compared to other types, the 
single-sided linear induction motor are widely used because 
of its simplicity and low construction cost [1, 2], they are 
widespread and meet the industry’s requirements [1, 3,4]. It is 
therefore not at all surprising that it is still the subject of much 
research aimed to improve its modeling and optimizing its 
design [5, 6, 7, 8, 9]. Despite its simplicity of manufacture 
and implementation, the modeling and calculation of different 
quantities of the linear induction motor are not easy tasks. 
This is mainly due to the complex geometry of linear 
machines, and the non-linear character of materials. The 
requirement for precision, within the design process requires 
the use of accurate numerical models [10].The finite element 
method is widely adopted compared to other methods and is 
the most suitable to complex geometries, which has also been 
the subject of several research projects [11]. 

In the design of a linear three-phase induction motor, we 
are generally confronted to the choice issue of the physical 
and geometrical parameters. It is therefore essential to go 
through electromagnetic modeling, using field theory to 
develop equations that govern the linear induction motor [12, 
11, 9]. In this work, the study is mainly based on the 
influence of different geometrical and physical parameters on 
the electromagnetic force generated by the linear induction 

motor. The force computation is obtained under Matlab using 
the 2D finite element method. 

II. DEVICE STUDIED 

For complex structures, numerical calculation is very 
useful; it allows to define the physical quantities at different 
points of the studied system. 

 
Figure 1.  Linear motor geometric model 

The single-sided three-phase linear induction motor is 
shown in Fig.1. The inductor consists of a high permeability 
magnetic core with 12 notches and a three-phase winding 
with two return plates an aluminum conductive plate and a 
steel plate. 

III. MATHEMATICAL MODEL 

From the Maxwell-Ampere equation combined with the 
Maxwell-flux equation (Div B=0), the magnetic induction B 
derived from a potential magnetic vector A, hence the 
equation governing the electromagnetic is given as follows: 

The equation governing the studied system is given by the 
following form 
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The induced current by the potential vector A in the 
conducting medium with conductivity σ  and speed Vx, is 
given by formula (2): 

 

 

 

            : Eddy current in the secondary 

The two-dimensional formulation with magnetic vector 
potential A (strong form) is given as follows 

 

This model provides the evolution of electromagnetic 
fields in time and space. The space discretization particularly 
in complex geometries case, as well as the discretization and 
the time presence of the saturation requires significant 
computational times [13]. 

On the other hand, the use of the harmonic model (also 
called complex magneto-dynamic model) allows overcoming 
the time constraint. Suppose that the power supply currents 
are purely sinusoidal and the electromagnetic fields are also 
sinusoidal varying. In these conditions, the representation of  
the Fresnel model is cited in [14, 15, 16, 17]. 

The current density is illustrated by
( )ϕ+

=
→ wtjesJJ  

The temporal derivative of vector potential A is then written 
as follows: 

)4(
→
Α=

∂

→
Α∂

ωjg
t

 

g: is the relative slippage of the velocity relative to the 
slippery field.  

IV. 2D FINITE ELEMENT MODEL 

 
A direct 2D linear finite element calculation model of the 

induction machine is performed with Matlab program. 

For the finite element modeling the equations which 
govern the electromagnetic phenomenon, we have used the 
two-dimensional formulation of the magnetic vector potential 
obtained from the Maxwell equations and simplifying 
assumptions. 

Then a 2D finite element resolution is applied to the 
integral form (weak form) of the magnetic vector potential 
formulation. After calculating the elementary matrices of the 
system and their assembly, we obtained the matrix system 
that we solved using a direct method. Farther more, we 
introduce the data of each region for both, geometric 

(Dimensions) and physic (Permeability, Conductivity) 
parameters in the studied system. Once the magnetic vector 
potential A is computed, the derived quantities such as, 
magnetic induction B, magnetic induction field H, force field 
dF, global force F, induced currents J, etc., will be calculated. 

In fact, in 2D the triangular elements fit to any geometric 
configuration which allows a simple discretization of the 
resolution. The approximate interpolation function of the 
unknown (A) to be approximated (the magnetic potential 
vector in this case) is given by the following form: 

( ) )5(321, yxyx ααα ++=Α  

     This vector potential is perfectly defined, in every point of 
a triangular element, by assuming that,

( ) ( ) )6(,
3

1
, iyx

i
iFyx Α∑

=
=Α

     

With Fi (i=1,3) are the shape functions, or area coordinates 

due to their geometric properties.

 

Ai or (A1, A2 and A3) express the values of the vector 
potentials in the three vertices of the triangle element. 

( ) yicxibiayxiF ++=,
 

Where a i, b i and ci are constants which depend on the 
triangle vertice coordinates.  

Then, the equation (3) can be written as follow: 

 

 

The second term of equation (7) is equal to Js in the 
source, and is equal to 0 in the air and magnetic core. Hence, 
it takes the following expression in the rail:  
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Where c is the contour of the element, and 
n∂

Α∂
 is the 

projection gradient of A over the normal at the elemental 

contour dc. We assume that the, [ ] dc
nc F
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term depends 

on boundary and interface conditions. After simplifying the 
integrals of (8), we obtain the following elementary system: 
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S: is the surface of an element 

[ ] )(e
LL : Elementary rigidity matrix  

[ ] )(e
ZZ  : Elementary Mass Matrix 

[ ] )(e
VV : Elemental displacement matrix 

[ ] )(e
f : Primary source vector. 

A. Assembly and application of boundary conditions 

All the elementary matrices (mass, rigidity and 
displacement) must be assembled in order to form the global 
algebraic system for the nodal values of the physical 
variables.  

The overall matrix system obtained after assembly is given as 

follow:   [ ][ ] [ ] [ ] [ ][ ] [ ] )9(fAVV
t

A
ZZALL =−

∂

∂
+  

Using the complex representation (harmonic mode), the 
following matrix system is obtained and given by: 

[ ][ ] [ ] [ ] [ ] [ ] )10()( fAVVZZgjALL =−+ ω
 

System resolution (9) or (10) occurs after introducing the 
Dirichlet and Neumann boundary conditions.

)11(0Α=Α
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B. Global system Resolution 

First, the parameters σ, μ, ε are considered linear, the 
system of equations (10) can be solved by a direct method. 

Depending on the medium where the finite element model 
is applied, equation 10 takes different forms. In the case of 
the inductor winding for a current source, only the rigidity 
matrix [LL] and the source term Js remain, the others 
disappear. We suppose that the current is set and that its value 
is not performed by induced currents. 

Whether in the air or in the magnetic core, only the matrix 
stiffness remains, with a relative magnetic permeability equal 
to 1 in the first and takes important values in the second. In 
the induced medium all the terms are imposed except the 
source term Js which is null. If one induces with several 
layers the conductivity and magnetic permeability takes 
different values. 

C. Thrust force calculation 

The magnetic induction divergence is zero, implying that 
it derives from a magnetic potential vector. 

)13(
→→

=
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ARotB

  

In the two-dimensional hypothesis, the magnetic potential 
vector (A) has a single component oriented along the 
transverse axis (OZ), and its value depends only on the x and 
y coordinates, which gives, 
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The tangential component of magnetic induction creates 
normal forces in the linear induction motor whereas, the 
normal component generates the motor thrust [7]. Hence, 
Lorentz’s formula in its general form which expresses the 
primary force is given in [18]: 

-  The force field is formulated: 

)15(
→

Λ
→

=
→

BJf induit

-  The global generated force is written as follows: 

)16().( dsBJF
s

induit∫∫=  

( ) )17()(. yinduit BConjJxF ℜ=
 

( ) )18()(. xBConjinduitJyF −ℜ=  

V. APPLICATION AND GEOMETRY 

The primary or inductor of the motor of length Lp (207. 8 
mm) and cross width L (100 mm) and of a height hp (45.2 
mm), the teeth have a length ld of 8.6 mm and a height he of 
35.2 mm, the notch opening is of Oe (8 mm) and its height is 
35.2 mm with a pole pitch of 50 mm. The inductive winding 
powered by a three-phase sine current of 7 A with a 
frequency of 50 Hz which contains 12 notches each consists 
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of 490 coils with a 2 mm gap. The armature is 150mm long, it 
contains two plates, the first is in aluminum of a thickness of 
4.7 mm and of an electrical conductivity of 32.3 *106 Ωm-1, 
the second is in steel of a thickness of 9.5 mm with a 
permeability of 4416 H/m. 

A. MLI mesh size 

The mesh generated by the finite elements program uses 
linear triangular elements, it is refined on the notches and the 
part of the rail close to them is more and more wide while 
moving away from these and very broad with the external 
border as shown in Figure 2, the mesh consists of 43885 
triangular elements and 87360 nodes. 

 
Figure 2.  Linear induction motor two-dimensional mesh (12 notches) 

B. Magnetic potential vector and its derived quantities 
calculation 

Figure 3 represents the magnetic field vectors derived 
from the calculated magnetic potential vector A (Eq.14) at 
each node of the field of study space. We notice that the 
magnetic circuit allowed channeling the field liners, and the 4 
motor poles are well defined by the direction of the vectors 
orientation. 

Figure 3.  Distribution of magnetic induction field 

The equipotential lines in Figure 4 show a satisfactory 
agreement between the two equipotential maps drawn on a 
longitudinal section of the studied linear motor, powered by 
current Js=7 A. 

 
Figure 4.  Equipotential lines in a longitudinal section of a linear motor  

C. Effect of physical and geometric parameters on the thrust 
force 

We will study the influence on the thrust force of some 
parameters such as the presence of the steel back plate the rail 
electrical conductivity and the plate thickness.   To see the 
return magnetic circuit influence, we calculated the thrust 
force as a function of the displacement speed with and 
without return steel in order to qualify the difference. 

Figure 5.  Thrust  force as a function of the different conductivity values of 
the conductive plate 

Figure 5 shows a considerable increase in the thrust force 
in the presence of the ferromagnetic return plate, because this 
one channels the field, which passes through the conductive 
plate. The electrical conductivity of the armature conductive 
plate influences the magnetic thrust force. The result of the 
variations of the thrust force as a function of different values 
of the electrical conductivity with a displacement speed of 1.5 
m / s is shown in figure 6. 
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Figure 6. Thrust force as a function of the different conductivity values of 

the conductive plate 

The thrust force increases to a maximum value of 300 N 
corresponding to electrical conductivity of 3*107 s/m and 
then decreases. 

The aluminum conductivity of approximately 30ms/m 
seems to be the most appropriate in this case for the plate to 
generate maximum thrust force. 

The thickness of the conductive plate of the armature also 
influences the magnetic force. By varying the thickness of the 
armature from 0.1 mm to 10 mm, keeping the other 
parameters constant at a speed of 1.5 m/s, the value of the 
force generated is calculated for each thickness. We obtained 
the result shown in Figure 7. 

 
Figure 7.Thrust force value acording of the plate thicknesses 

The thrust force increases with the thickness of the plate 
to reach the maximum value of 380 N for 2 mm thickness and 
then it decreases to reach 50% of the maximum value at 10 
mm thickness. 

Figure 8 shows the influence of the magnetic permeability 
of the motor’s magnetic circuit on the thrust force at a speed 
of 1.5 m/s, the force increases gradually to reach the value of 
310 N and stabilizes at this value. The relative magnetic 
permeability is used to channel the magnetic field lines and 
the force is evaluated only in the conductive plate. 

 
Figure 8. Thrust force as a function of the relative magnetic permeability of 

the magnetic circuit 

The influence of the armature thickness and conductivity 
besides the steel back plate presence on the electromagnetic 
force generated by the motor shows that for each parameter, a 
maximum value of the thrust force. For the choice of these, an 
optimal calculation is necessary. For the permeability of the 
magnetic circuit, the results show that it must be close to 180 
H/ m, the values above 180 H/ m allow the machine to 
saturate. 

VI. CONCLUSION 

After validating the MATLAB code calculation, this work 
is mainly devoted to the evaluation of the force generated by 
the linear induction motor as well as to the study of the 
influence of several geometric and physical parameters (the 
thickness, the conductivity of the armature, the steel return 
plate and the relativity magnetic permeability).This study 
allows us a better choice of the parameters for an efficient 
force optimization.  

 A prototyping software for the design of a linear motor 
can be realized based on this program allowing a simulation 
of this type of machines by the industrial machine 
manufacturer  in order to gain on the of realizations cost, 
machines performances and the accuracy. 
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Abstract— The aim of this paper is to present a 2D finite element 

thermal modeling of Three-phase squirrel cage induction motor 

taken into account faults conditions. The model is based on the 

resolution of the stationary electromagnetic equation, in term of 

magnetic vector magnetic (MVP) coupled to the thermal one 

using finite elements method (FEM). The coupled 

electromagnetic phenomenon and the thermal one is assured by 

the power density. The considered faults are principally the fault 

due to the open-circuit and the fault due to the broken rotor bars. 

We will study the influence of the different considered faults on 

the magnetic flux density and the temperature in several regions 

of the motor. 

I. INTRODUCTION  

Due to their robustness, induction motors have known an 
accelerated growth in the last decades. Indeed, they are 
frequently used in industrial domain and also in domestic 
application, particularly the squirrel cage induction motors. 
However, they can be exposed to hostile environment or 
subject to manufacturing defects leading to failures which 
can generate stops and, as a consequence, high economic 
losses. To avoid this, the industrial maintenance systems 
almost integrate on-line condition monitoring of induction 
motors. 

The faults may be internal such as short circuits of motor 
leads, inter-turn short circuits, ground faults, bearing and 
gearbox failures, broken rotor bar and cracked rotor end-
rings, or external like phase failure, asymmetry of main 
supply and mechanical overload.  

Recent years have seen many works in this area devoted 
to the fault diagnosis in an early stage in order to prevent 
such disagreements. To build such systems, researchers have 
exploited different physical signals such vibrations, stator 
current, thermal images, acoustic signals, rotor currents, etc. 

Various models-based diagnostic systems exploiting 
different methods such as finite element method [1], 
analytical methods or magnetic coupled circuits method [2], 
have been established. The most accurate motor model is 
based on finite element method since it can take into account 
the actual geometry and the material non-linearity. 

In the present paper, a 2D finite element model 
exploiting the temperature repartition is introduced in order 
to detect the faulty operating in two cases: stator phase open-
circuit and broken rotor bars. 

II. MAGNETO-THERMAL MODELISATION 

A.  Electromagnetic problem  formulation 

The governing magnetic field equation in terms of 
magnetic vector potential is given as follows in the 2D 
cylindrical coordinates: 
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
=                                                            (2) 

Where υ  is the magnetic reluctivity of the material and 
A  the magnetic vector potential. sJ is the exciting current 

density, cN and cS  are respectively the number of coil turns 

and the cross-sectional area of the coil, n


 is the unit vector 
along the direction of the exciting current. fK

 
is the volume 

occupation space coefficient andω  is the pulsation. 
    

 

The currents feeding of three phases current are given by 
the following system: 
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Using the Galerkin finite element method, the expression 
(1) is written in space as follow:   
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Γ  is the boundary surrounding the meshed regions area Ω , 
and sΩ  is conductors region. iα  represents the weighted 
function. 

The introduction of the approximation functions of the 
magnetic vector potential (4) for each node, leads to the 
following algebraic equation system:   

                      [ ] [ ]( ){ } { }FAKjM =+ ω                        (5)                                                        

Where M is the stiffness matrix, K is the mass matrix and F 
represents the source term. 

B. Thermal problem formulation 

 
For thermal equation in the considered regions, 

considering Fourier’s Law by applying the first 
thermodynamics principal in elementary volume ( )Ω , the 
equation of the conduction may be given in its general 
shape: 

    ( )( ) ( )TqTdagrdiv
t

T
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λρ                             (6)                                                                                         
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Where mρ  is the mass density, pC  is the specific heat, 

λ the thermal conductivity, q  is the power density, T is the 

searched temperature located in ( )y,x  at time t and the 

ambient temperature is aT . 

In the same way of the electromagnetic modelling in 
axisymmetric case, the equation (6) is given, in cylindrical 
coordinates as follow: 
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Using the Galerkin’s procedure, and after shape function 
projection at each element nodes of the finite element mesh, 
the resulting discrete form of expressions (7) and (8) is 
obtained as follow:   
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The time derivative is replaced by a finite difference 
scheme. 

The power density generated by the Joule’s effect in the 
studied regions is given as follow [3]: 

                           ( ) ( )T

J
Tq

eq

2

σ
=                                  (10)                           

eqσ   is given by feq k.σσ = . 

Finally, one gets:                 

                      ( ) ( )a

0eq
eq TT1

T
−+

=
α

σ
σ                                 (11)                           

Where 0eqσ  is the material equivalent electrical 

conductivity at ambient temperature. α  is the temperature 
coefficient of this material. 

The winding of the machine is a heterogeneous element 
of complex structure: it consists of enameled copper wires 
impregnated with resin that dissipate heat by the Joule 
effect. This components requires careful modeling since it is 
the hottest point of the machine, thus its thermal behavior 
must be reproduced as precisely as possible.  

Like most authors, we have then compared the winding 
to an equivalent homogeneous medium with the average 
thermal conductivity of copper,eqλ  [4], and we focus on 

determining the values of the equivalent thermal 
conductivity and heat capacity. Several studies provide data 
on the equivalent conductivity of the winding. These data 
come from experimentation [5], from numerical integration 
carried out on an element area section of a slot [6], from an 
analytical approach [7], or from finite element modeling of 
an elementary pattern [8].  

The slot with copper and insulation is transformed to 
one equivalent homogeneous medium with the average 
thermal conductivity of copper,eqλ . The steps of the 

transformation are illustrated in Fig.3. which gives the 
actual slot with wires and the equivalent slot with the 
equivalent wire presenting equivalent electrical conductivity 
and an equivalent thermal conductivity. 
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Fig.1. Transformation of the stator slot for average thermal conductivity   
calculations,    (a) Original slot area,   (b) Equivalent conductivity   
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 By taking rλ equal to 0.2 [Wm-1c-1], the thermal 
conductivity of slot region is calculated as:   

6.0
45.01

2.0

K1 f

r
,eq copper =

−
=

−
=

λ
λ [Wm-1c-1]       (11)                                    

The equivalent specific heat when considering two materials 
A and B which present respectively fk  and ( )fk1 −  

fractional ponderation volume is given by [3]: 

                                      
( ) ( )( )pBmBfpAmAfpm Ck1CkeqC ρρρ −+=                      (12)                                   

Where the volumic mass density and the heat capacity of the 
materials A and B are respectively mAρ , mBρ  and pAC , 

pBC . 

III. RESULTS IN HEALTH AND FAULT OPERATING  

The geometrical of the studied induction motor is shows by 
Fig.2. It depicts also the considered nodes where one 
withdraws temperatures in order to see the influence of the 
defect on its evolution. The geometrical and electrical 
characteristics are given by the Table.I. While Table II and 
Table III give respectively the electrical and thermal 
characteristics of the considered motor.  
 
 
 
 
 
 
 
 
 
 

 

                 C:  first fault    : Phase C open 
                        Second fault: Four bars broken 
                        Nodes temperatures evaluation  
 
Fig.2. Geometrical and studied domain of induction motor and different    
            considered faults in the induction motor 

      TABLE.I. GEOMETRICAL CHARACTERISTIQUE OF INDUCTION MOTOR  

 

 

 

 

TABLE.II. ELECTRICAL CHARACTERISTICS OF INDUCTION MOTOR 

 

 

 

 

 

Components  values 

stator outside diameter 145mm 
Stator internal diameter 88.5mm 
Number of stator slot  36 

Rotor outside diameter 88mm 
Rotor internal diameter 57.75 
Rotor internal diameter 37 

Number of rotor slot 28 

Components Values 
Electrical power 2.2Kw 
Number of phase 3 

Frequency  50Hz 
Voltage 380 V 
Current 5.2 A 

Rotating velocity 1500 tr/mn 

Insulating 
Resin 

Copper 

Equivalent 
conductivity  
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    TABLE.III. THERMAL CHARACTERISTICS OF INDUCTION MOTOR 

 

A. Healthy operating 

Fig. 3 shows the flux lines distribution for healthy operating 
of induction motor. The lines form four poles. Fig.4 and 
Fig.5 give the magnetic vector potential, and the normal flux 
density waveforms in the air gap.  

 
 

 

Fig.3. Flux lines distribution in induction motor in healthy operating 
 

 
  Fig.4. Wave form of air gap magnetic potential vector in healthy operating 
 

 
 
        Fig.5. wave form of air gap magnetic flux density in healthy operating 
 
 
Fig.6 depicts the distribution of the temperature in the 
induction motor for the case of healthy operation. Fig.7 
gives the temperatures versus time at node (60971), node 
(76736), node (27030) and node (47668) representing 
different regions of the motor as shows in Fig.1.  

                     
Fig.6. Isotherms in induction motor in healthy operating 

 
 
    

Fig.7. Temperature versus time computed at nodes representing different    
           regions of the induction motor in healthy operating 

 
 
 

Components Thermal 

Conductivity  

(W/m .°C) 

Heat 

Capacity 

(J/kg. K) 

Mass 

density 

(Kg/m3) 
 

Stator 71 444 7860 
Moving armature 

(Rotor) 
51 460 7750 

Copper 386 383 8954 
Conductors insulator 0.2 1700 1350 

Air 0.025 1600 1.2 
Aluminum 204 896 2707 
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B. Fault operating with phase C open  

 
In this section we present the results in the case of the fault 
operating of the induction motor. The first considered fault 
is only open circuit faults. In our work, the phase C is open.  
 
When the phase C is open, several simulations have been 
carried out to evaluate the effect of this fault type on the 
potential magnetic potential, flux magnetic density and the 
temperature. 
Fig.8 and Fig.9 show respectively the superposition of wave 
form of air gap magnetic potential vector in and the wave 
form of air gap magnetic flux density in  faulty (Phase C 
open) and healthy operating. 

 
 

  Fig.8. Wave form of air gap magnetic potential vector in faulty (Phase C  
             open) and healthy operating 

 

 
        Fig.9. Wave form of air gap magnetic flux density in  faulty (Phase C   
                  open) and healthy operating. 
 

 
 

Fig.10 gives the superposition of the temperature versus 
time at node (60971), node (76736), node (27030) and node 
(47668) in healthy and faulty operating when the phase C is 
open. As seen from the Fig.10, we notice that the 
temperatures in case of healthy operating are more 
important compared to those of faulty operating. 

 
 
 

 
 

   Fig.10. Temperature versus time computed at nodes representing 
different  regions of the motor faulty (Phase C open) and healthy operating 

 

C. Fault operating with four broken rotor bars   

 
The second considered faults is only broken rotor bars. We 
consider in this case of health, four broken rotor bars as 
shown in Fig.1. The Fig.11 and Fig.12 show respectively 
the superposition of wave form of air gap magnetic potential 
vector and the wave form of air gap magnetic flux density in 
faulty operating with four broken rotor bars and healthy 
operating. 
              

          
         Fig.11. Wave form of air gap magnetic potential vector in faulty    
                    (Four broken rotor bars) and healthy operating 

 

 
        Fig.12. Wave form of air gap magnetic flux density in faulty (Four 

broken rotor bars) and healthy operating. 
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Fig.13. Temperature versus time at nodes representing different    
regions in case of four broken rotor bars and healthy operating. 

 

     TABLE.IV. TEMPERATURES IN HEALTHY AND FAULTY OPERATING 

 
One can see from the results above that in case of broken 
rotor bars, a temperature increasing is registered. Table IV 
gives a recapitulation of the temperatures at steady state in 
the different considered points. The temperature decreases 
in case of stator phase open circuit, however in case of 
broken rotor bar, the last increase. This shows that 
temperature may constitute an indication of the defect 
presence in the motor. Furthermore, the flux density 
waveform presents perturbations in the defect zone.    

IV. CONCLUSION 

In the present work, a 2D finite element thermal modeling 
of three-phase squirrel cage induction motor under healthy 
and faulty operating is presented. In this goal, a weak 
coupled electromagnetic-thermal model was solved. The 
coupling parameter between the two models is the Joule 
power density. 
Two cases of faulty operating were investigated: they 
consist first on a stator phase open circuit, namely the phase 
C, and a broken rotor bars (4 bars).  Temperature was 
withdrawn in several points representing the different 
regions of the studied motor. From the obtained results, one 
can affirm that temperature repartition may give precious 
information about the presence of defects in the motor.        
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Node Healthy Faulty( Phase C 
open) 

Faulty (four broken 
rotor bars ) 

76736 94.205 °C 80.683 °C 95.586 °C 
60971 88.397 °C 74.727 °C 89.402 °C 
27030 47.219 °C 43.238 °C 54.485 °C 
47668 90.508 °C 76.585 °C 92.029 °C 
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Prediction of the Flashover Voltage of F160D-146DC 
High Voltage Insulator by Fuzzy Logic. 

 
Abstract—The objective of our study is to predict the flashover 

voltage of the polluted High Voltage F160D-146DC insulator 

subjected to the influence of applied voltage amplitude, clean 

bandwidth and conductivity using an artificial intelligence 

technique based on fuzzy logic. Experiments were conducted 

on this isolator to collect a database used in the implementation 

of the Fuzzy logic concept. 

I. INTRODUCTION  

The transport of electrical energy requires, for technical 
and economic reasons, the use of high voltages (HV and 
THT lines). This requires the design and production of 
products, devices and systems capable of generating and 
supporting intense electric fields: their dimensioning must 
therefore be scrupulously studied. 

The development of high voltage lines, the use of which 
reduces energy losses and transportation costs. But in return, 
the high voltage lines are subject to damage that can put 
them out of service; among these damages, we can mention 
the flashover chains insulators. In the vicinity of industrial, 
agricultural and coastal regions, pollution is the main cause 
of the circumvention phenomenon. To examine this 
phenomenon, many theoretical [1-5] and experimental [6-8] 
works have been developed. 

In this study, we are interested in the prediction of 
F160D-146DC insulator flashover voltage that is non-
uniformly polluted under AC voltage using fuzzy logic. 

II. EXPERIMENTAL  SETUP 

The experimental setup is described in Fig.1. 

The test object is the Plan model simulates the F160D-
146DC insulator that is frequently used by the Algerian 
SONALGAZ gas and electricity company for 400 kV high-
voltage lines between Bechar and Naama. 

The model consists of a glass plate 50cmX50cm and 5 
mm thick on which are laid two electrodes one of earth and 
the other of high voltage, these electrodes are made with 

aluminum foil. the dimensions of the electrodes and the 
inter-electrode distance L (37.5 cm) are kept constant during 
all the tests. 

 

Fig.1. Experimental setup. 
 

The plane model is the J.Danis model [9], which takes 
into account the discontinuity of the pollution layer and its 
distribution along its creepage (Fig 2). 

 
Fig.2. Object of test 
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Two configurations were considered: 

• the first configuration contains three clean bands 
each of which is 1 cm and then 3 cm wide and 
finally 5 cm, the other strips are sprayed with a 
pollutant solution of 1 mS / cm based on sodium 
chloride (NaCl) and distilled water. 

•  the second configuration contains three clean bands 
each of which is 1 cm wide. The pollution of the 
other bands is carried out by the raised sand of the 
ground of Ain Safra close to the zone where our 
model of real insulator "F 160 D_146 DC" is 
installed, the sand of the ground is uniformly 
distributed on the plane model with a 10g amount in 
each polluted strip then spraying is performed with 
distilled water. The same procedure is repeated with 
the sand dunes coming from the same region then 
the sand of the dunes is replaced by the sea sand of 
Bordj Elkifane (Algiers). 

After each test, the test object is cleaned with tap water 
and then dried with paper towels to remove the maximum 
amount of impurities deposited; a second cleaning is done 
using a cotton soaked in surgical alcohol to ensure almost 
total cleanliness. 

III. APPLICATION OF FUZZY LOGIC  

Fuzzy logic is one of the techniques of artificial 
intelligences that are used in general where mathematical 
modeling is difficult or where experimental studies are 
complex and expensive [10]. The fuzzy inference system 
(SIF) used is the Mamdani system because it is intuitive and 
well suited to human participation its architecture is given in 
fig. 3 

 

Fig.3 Mamdani Fuzzy Inference System [11]. 
 

A.  Linguistic variables and input and output intervals 

• The first configuration 

The variables of the width of the bands (lbp) and the 
applied voltage (Uapp) are used as inputs of our SIF. The 
output is the percentage of flashover. 

 
Membership function of the applied voltage (Uapp). 

 

Membership functions of the width of the clean bands (lbp). 

 
Percentage membership function of flashover. 

Fig. 4. Fuzzification of the inputs and defuzzification of the 1st 
configuration output.  

 
The trapezoidal and triangular membership functions of 

the inputs and the trapezoidal membership functions of the 
output are shown in fig.4. 
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Laboratory tests help us to provide fuzzy intervals for 
each input and output. 

• The second configuration 

The conductivity variables σ of the pollution and the 
applied voltage are used as SIF inputs. 

   The membership functions of the inputs and the output 
are defined by fig. 5. 

 

 
Membership function of the applied voltage (Uapp). 

 
Membership function of the conductivity (σ). 

 
Percentage membership function of flashover. 

 
Fig. 5. Fuzzification of the inputs and defuzzification of the 2nd 

configuration output  

B. Fuzzy Rules Foundation (Language Rules)  

 
Fuzzy inference system rules are based on human 

expertise. The linguistic variables and fuzzy rules proposed 
in our work are given in Table 1 and 2. 

The abbreviations of the tables are defined as follows: S 
is small, A is average, G is great, NF is no flashover and F is 
flashover..   

Fuzzy rules can be expressed in the following form: 

If lbp is A and Uapp is S then output is NF or 
If lbp is G and Uapp is A then output is F or 
If σ is G and Uapp is A then output is F or 
If..... 
TABLE 1. Fuzzy rules of the first configuration.  

Uapp (kV)  
lbp(cm) 

S A G 

S NF NF NF 

A F NF F 

G F F F 

 

Table 2. Fuzzy rules of the second configuration. 

Uapp (kV)  
σ(µS/cm) 

S A G 

S NF NF NF 

A F NF F 

G F F F 

 

C. Results Obtained 

After implementing our SIF using the 
"fuzzylogictoolbox" graphical interface under MATLAB, we 
predicted the F160D-146DC insulator flashover for different 
values of clean bandwidth (lbp), conductivity and applied 
voltage. 

Figure 6 shows an example of our SIF application for the 
width of the clean bands lbp = 5cm x 3 and an applied 
voltage of Uapp = 112.7 kV for a percentage exit after 
defuzzification of 77.2% which belongs to the flashover 
interval obvious isolator is: [68.12-100]. 

According to Table 3, the results given by our SIF are in 
perfect agreement with the practical results. Which means 
that the fuzzy system is valid for predicting the HV insulator 
flashover voltage. 
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Fig. 6. Editor of fuzzy rules. 
 

Table 7. Comparison between the experimental results and those found by 
SIF. 
 Uapp (kV) Practical Results  Results by SIF 

lbp =1 cmx3 115.33 Flashover Flashover 

lbp=3 cmx3  128 Flashover Flashover 

lbp=5 cm x3 112.66 Flashover Flashover 

 

IV. CONCLUSION 

    This work shows that fuzzy logic has great aptitude 
and efficiency in the flashover prediction of the high voltage 
insulator studied. The right choice of membership functions, 
and linguistic variables and input intervals leads to good 
results.  
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Abstract— Advances in power electronics in digital 

electronics are now making it possible to study variable 

speed control in low power applications. In parallel with 

these technological advances, the scientific community 

has developed different approaches to control the flow 

and torque of electrical machines in real time. In this 

paper, we discuss two types of control, vector control 

and linearization control and their comparison. Both 

command types will be tested for different modes of 

operation. 

Keywords: MAS, MAS modeling, NL control, input-

output linearization control, observers. 

I. INTRODUCTION 

The nonlinear control by linearization is another 
alternative to decouple the control of the 
asynchronous machine while ensuring a perfect 
linearization irrespective of the profiles of the 
trajectories imposed on the system.  

The techniques of nonlinear control are based on 
the theory of differential geometry [12]. Among these 
techniques, the linearization technique in the sense of 
the input-state and input-output are the most important 
[2], [5], [6], [7], [8], [9], [10], [11], [12]. 

The purpose of this article is the application of the 
input-output linearization control to the asynchronous 
motor and shows the advantages of this command 
developed over that of conventional vector control. 
This technique generalizes the vector-type commands 
while ensuring the decoupling and linearization of the 
input-output relationships of the system. Ease of Use 

 

II. MODELIZATION 

In order to establish simple relations between the 
supply voltages of the motor and its currents, it is 
necessary to rely on a certain number of hypotheses: 

• Perfect symmetry of construction; 
 

• Assimilation of the cage to a short-circuit 
winding of the same number of phases as the 
stator winding; 
 

• Sinusoidal distribution, along the air gap, of the 
magnetic fields of each winding. 

• Lack of saturation in the magnetic circuit. 

The two most used repositories in the control of the 
asynchronous machine are [4]: 

• Axis reference (α, β) fixed with respect to the stator: 
two-phase system with orthogonal axes ( 0=θ ) 

• Repository rotating axes (d, q) rotating at the speed 
of the stator field: two-phase system with 
orthogonal axes. 

 Model of the asynchronous machine 

The equations of the stator and rotor voltages and fluxes 
of the vector model of the machine in a reference frame (d, 
q) rotating at a speed relative to the stator are: 
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The vector model of the machine in this repository (d, q) is 
shown schematically in FIG. 1 

By projecting the equations of the vector model in this 
rotating repository, it obtains: 

For the tensions: 
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Figure 1: Dynamic equivalent schema in a rotating 
repository 

Figure 2: Dynamic equivalent schema in a fixed repository 
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For magnetic flux 

                                      (5) 

                                 (6) 

The equations of the stator and rotor voltages and fluxes of 
the vector model of the machine in a fixed reference frame 
linked to the stator are: 
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The vector model of the machine in this reference system is 
shown schematically in FIG. 2 
By projecting the equations of the vector model in this 
rotating repository, it obtains: 

For the tensions 
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For magnetic flux 
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III. VECTOR COMMAND 

Description of the command: this technique consists of 
rewriting the dynamic model of the asynchronous machine in 
a reference system rotating with the rotor flow. By this non-
linear transformation, it suffices to maintain the flow of the 
rotor constant to ensure the decoupling between the speed 
and the flow of the machine. 

In [3] three methods proposed to decouple the control in the 
case of stator flow regulation, rotor flow and asynchronous 
motor air gap flow. 

PI type regulators are used to control flow, speed and torque. 
The parameters of the machine allow us to calculate the 
values of the different coefficients of the regulators used. 

The block diagram of the direct vector control by rotor flux 
orientation powered by a voltage inverter is shown in FIG. 3 

Figure 3: Command-Inverter-MAS Simulation Scheme 
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IV. INPUT / OUTPUT LINEARISATION 
CONTROL 

This method generalizes vector-type commands by 
decoupling and linearizing the relations between inputs 
and outputs. This technique assumes that the totality of 
the state vector is measurable by direct measurement 
of the quantities; it is thus possible to design nonlinear 
state feedback, which ensures the stability of the 
looped system. Several studies have shown that this 
nonlinear control technique has shown interesting 
properties with respect to torque / flux decoupling, 
torque response time, and parametric robustness. This 
control structure thus appears as an interesting 
alternative to the control by flow orientation.  

The state model of the asynchronous machine, in a 
fixed reference frame linked to the stator(α,β), is a 
non-linear representation of the shape: 

 x = F(x) + gu(t)           (13) 

Where: 

 x = [isα     isβ     φrα     φrβ     Ω]   

Le vecteur d’état X appartient à l’ensemble : 

 Ω = {x∈ℜ5 :φr2α +φr2β ≠ 0} 

  

 

The system to be controlled must be of the square 
type. The variables to be controlled in this work are 
torque and the rotor squared flux standard.  

The choice of the squared standard is due to the fact 
that this shape simplifies the differential calculation. 

So…: 

          (14) 

The linearization condition for checking whether a 
non-linear system allows an input/output linearization 
is the relative degree order of the system [13]. 

The FIG. 4 gives its simulation block 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
Figure 4: Block Diagram of the Linearization Control 

 

V. COMPARATIVE STUDY 

The two control methods described above (vector control 
and linearization control) have very interesting performances 
despite the disadvantages. To show the difference, we 
simulate the two non-inverter commands for the following 
operating modes: 

• Startup load up to t = 0.5s, constant flux equals 
0.9Web. 

• Constant speed and flux, of t = [0.5s, 1s], the speed 
equal to 100rad / s corresponds to the low speed 
operation. 

• Speed in acceleration mode from 100rad / s to its 
nominal speed 157rad / s in t = [1s, 2.25s], then it 
remains constant without load torque and at constant 
flux of t = [2.25, 2.5s]. 

• Speed in acceleration mode from 157rad / s until 
stabilized at 210 rad / s (operation in over speed 
mode), variable flux 0.9web decreases to 0.7web 
(defluxing), without load torque. 

• From t = 3.5s introduction of a load torque of 
7.5Nm, and at t = 3.75 the speed decreases in 
deceleration mode up to the nominal speed, at the 
moment when the flux resumes its initial value 
0.9Web, the rotor resistance increases at t = 4s 
from 6.3Ohm to 9.45 Ohm the variation of the 
resistance is given by the figure (3. 7). The 
profiles of the imposed trajectories and the 
results of simulations are presented in FIG.3 
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 The results obtained show that the speed and flow 
performance performances are satisfactory for the two 
types of control, but those obtained by the input-output 
linearization control are better, as is shown in the TAB.1.  
High desired performance is obtained at low speed and 
over speed for the linearization control. 

 

Table (1): Criteria for comparison between, Vector Control, and I/O 
Linearization Control 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The profiles of the imposed trajectories and the results of 
simulations are presented in FIG. 5 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Type  
de commande Commande 

Vectorielle 
Commande par 
Linéarisation 

Contrôle en régime 
transitoire 

Oui Oui 

Contrôle en régime 
permanant 

Oui Oui 

Sensibilité aux variations 
des paramètres 

Très Sensible Sensible 

Comportement à basse 
vitesse 

Bon Bon 

Adaptation aux vitesses 
élevées 

Médiocre Bonne 

Zoom 

Results obtained 

by the Input-

Output 

Linearization 

Control 

Results 

obtained by 

the  

Vector Control 

Figure 5: Comparison between Input-Output Linearization Control and 
Vector Control 
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VI. CONCLUSIONS 

The comparative study of the two techniques 
makes it possible to draw the following conclusions: 

 Interesting performance in nominal operation 
in both commands. 

 Choice of parameters and design are very 
simple in the Linearization Control 

 Mode of operation (Over speed, Defluxing) 

 Degradation of performance (decoupling) 
of the vector control, 

 Maintain the performance of the control 
by Linearization INPUTS-OUTPUTS 

 Variation paramètres 

 High sensitivity of the vector control 

 Less sensitivity of the Control by 
Linearization 

 A common disadvantage between the two 
commands is the assumption of the availability 
of the entire state vector.  
However, only currents and stator voltages 
that are measurable. 

 

 

 

 

REFERENCES 

[1] Adel M.” Commande non linéaire à modèle prédictif pour une 
machine asynchrone”, thèse doctorat, université du Québec, Mai 
2007.  

[2] Brockett R. W.”Feedback Invariants for Nonlinear Systems”, 
IFAC congress, Helsinki, 1978, pp. 11-15. 

[3] Canudas C.  de Wit,  “Commande  des moteurs  asynchrones 1– 
Modélisation  contrôle vectoriel et DTC”, Hermès Science 
Publication, France, 2000. 

[4] Chiasson J.“Nonlinear Controllers for an Induction Motor”, 
Control Engineering. Practice, vol. 4, no.7, pp 977-990, 1996.  

[5] Conte G., Claude H. M. et Anna M. P. “Algebraic methods for 
nonlinear control systems”, 2nd edition, May 2006.  

[6] Hedrick J. K. and A. Girard, “Feedback Linearization”. Control 
of Nonlinear Dynamic Systems: Theory and Applications, 2005.  

[7] Hischorn R. M., 'Inevitability of multivariable nonlinear 
svstems', IEEE Trans. on AC, AC-24, 1979, pp. 855.  

[8] Hunt R. L., R. Su et G. Meyer, 'Design for Multi-input Systems', 
Differential Geometric Control Theory, edited by R. Brockett et 
al, Boston, vol. 27, 1983, pp. 268.  

[9] Isidori A., “Nonlinear control systems: communication and 
control”, Engineering Serie, Berlin, Springer Verlag, 2 edition, 
1989. 

[10] Kemer A. J., “On the equivalence of Control Systems and the 
Lineanzation of Nonlinear Systems”, SIAM J. Control, pp. 670, 
1973.  

[11] Krause P. C., O. Wasynczuk et S. D. Sudhoff, "Analysis of 
electric machinery"' IEEE press, 1994.  

[12] Lévine J., “Analyse et Commande des Systèmes Non 
Linéaires”, Centre Automatique et Systèmes, école des Mines de 
Paris, Mars 2004. 

[13] Meroufel, B. Belabbes, M. K. Fellah, A. Benaissa “Commande 
linéarisante d‟un moteur synchrone à aimants permanents avec 
limitation du courant par poursuite d‟une trajectoire de vitesse a 
accélération constante” Université Djillali Liabes  
Sidi Bel –Abbes, Algérie. 

 

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 51

E
E
IC
'1
9



Performance Analysis of Dual Star Induction Generator 
Under Open Phase Fault 

Lyes KHALDI, Samira CHEKKAL, Kaci GHEDAMSI, Djamal AOUZELLAG  
Laboratoire de maitrise des énergies renouvelables,  

Faculté de technologie,  
Université de Bejaia 06000, Algérie 

*Corresponding author. Tel: +213-541-338-993; Fax: +0-000-000-000 
E-mail address: khaldii_lyes@yahoo.com 

 
Abstract—The objective of this paper is a performance 

analysis of multiphase generation systems (GS) based on dual 

star induction generator (DSIG) with indirect field oriented 

control (IFOC) under open phase fault (OPF) with two cases of 

OPF such as, one open phase (D1) and two open phase (D2). 

The DSIG has been modeled in natural frame, in the aspiration 

to validate the results compared to the model of DSIG  in dq 

frame with IFOC in one hand, or in other hand  to exploit the 

advantages offered using  the model  in natural frame namely, 

several faults can be simulated simultaneously and  its very 

efficient for the analysis of faults. To reach the goal of this 

proposed work a deep analysis to determine exact the effect of 

OPF on the torque ripples, electrical losses, mechanical speed 

and current ripples of this machine has been investigated. 

Keywords- Dual star induction machine; indirect field 

oriented control; Open Phase Fault; Torque Ripples;  Current 

Quality;  

I. INTRODUCTION  

The issue of sustainable development is now becoming a 
major element in some large-scale politico-economic 
decision, and the focus on the transition to renewable energy 
is beginning to bear fruit, and leading to a new way of 
thinking. The new challenges today are therefore to propose 
increasingly clean solutions, which make it possible to keep 
a maximum of the benefits acquired, but with a clear vision 
of the risks represented by a misuse of natural resources. An 
energy conversion chain exploiting renewable primary 
energies consists mainly of three parts. The first part is the 
primary energy source and the turbines. The second part 
corresponds to the (machine – converter) set. Finally the last 
is the connection to either a power network (operation 
connect to the power grid) or an isolated or autonomous 
load. 

The most well-known architecture in power generation 
applications is the combination of a three-phase AC 
machine with a conventional three-phase inverter. With this 

classical architecture, the occurrence of a fault in its 
environment can have a bad impact on the continuity of 
service and the supply of energy. One of solution to increase 
reliability of GS and ensure power generation in normal and 
degraded mode is the use of multi-phase machine. The dual 
star machine whatever in a motor or generator operation is 
among and the most studied machines in the literature. A lot 
of research has been carried out to the development of this 
machine namely, behavior [1-2], modeling [3-5], and 
control [6-7]. The search is to look at the case of continuity 
of operation during a fault where several works have been 
started in this direction that is, open phase fault [8-10], and 
short circuit fault [11]. The absence of a feeding phase is 
less noticeable when their number increases. In this sense 
shows that according to the acceptable tolerance on the 
torque ripple, the loss of one of the phases can be admitted 
without any modification of the command, the system can 
operate with reduced capacity, which is called degraded 
mode [12]. 

The aim of this work is to study a performance analysis 
of DSIG with indirect field oriented control (IFOC) under 
open phase fault, where it is indented to provide information 
about the impact of OPF on the torque ripples, copper 
losses, efficiency and mechanical speed, and that 
will be useful and help researchers who are interested on the 
control to minimize or eliminate this effect.    

 

II.  MODEL OF THE DSIG IN THE NATURAL FRAME 

The stator of DSIG is composed of two three-phase 
windings shifted between them by an electrical angle 𝛼𝛼 =𝜋𝜋/6 (fig.1), and in order to simplify the study, the modeling 
approach is bases on the following assumptions:  
• Magnetic saturation, hysteresis, eddy current, the 
temperature effect and the effect of skin are neglected; 
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 • The magneto-motive forces created by each phase of the 
two plates are sinusoidal distribution, the inductances are 
constant and that the windings are sinusoidal functions of 
the angle between their magnetic axes; 
 • The machine is balanced constitution.   

 
 

Figure 1.  Stator winding  Shame of DSIG  

This approach consists of modeling the machine in the 
natural base in a healthy diet. Then introduce a high 
resistance in series with the phase in default, which cancels 
the current which crosses it. With this approach several 
faults can be simulated simultaneously. 

The dynamic behavior of the DSIG is described by the 
equations mentioned here after ware; the voltage equations 
of the DSIG are expressed as follow: 

⎩⎪⎨
⎪⎧[𝑎𝑎𝐷𝐷1] = [𝑟𝑟𝐷𝐷1][𝑑𝑑𝐷𝐷1] +

𝑑𝑑𝑑𝑑𝑡𝑡 [𝜓𝜓𝐷𝐷1]

[𝑎𝑎𝐷𝐷2] = [𝑟𝑟𝐷𝐷2][𝑑𝑑𝐷𝐷2] +
𝑑𝑑𝑑𝑑𝑡𝑡 [𝜓𝜓𝐷𝐷2]

[𝑎𝑎𝑟𝑟] = [𝑟𝑟𝑟𝑟 ][𝑑𝑑𝑟𝑟] +
𝑑𝑑𝑑𝑑𝑡𝑡 [𝜓𝜓𝑟𝑟 ]

�                                            (1) 

The flux equations of stator and rotor can be written as: 
 

�[𝜓𝜓𝐷𝐷1]

[𝜓𝜓𝐷𝐷2]

[𝜓𝜓𝑟𝑟 ]

� = ��𝐿𝐿1,1� �𝐿𝐿1,2� �𝐿𝐿1,𝑟𝑟��𝐿𝐿2,1� �𝐿𝐿2,2� �𝐿𝐿2,𝑟𝑟��𝐿𝐿𝑟𝑟 ,1� �𝐿𝐿𝑟𝑟 ,2� �𝐿𝐿𝑟𝑟 ,𝑟𝑟�� �
𝑑𝑑𝐷𝐷1𝑑𝑑𝐷𝐷2𝑑𝑑𝑟𝑟 �                                (2) 

The stator inductance matrix of the first and second star is 
given as follows: 
 
 �𝐿𝐿1,1� = 

�𝐿𝐿2,2� ⎣⎢⎢
⎢⎡ 𝐿𝐿𝐷𝐷 𝐿𝐿𝜇𝜇 𝑐𝑐𝑂𝑂𝐷𝐷 �2𝜋𝜋

3
� 𝐿𝐿𝜇𝜇 𝑐𝑐𝑂𝑂𝐷𝐷 �4𝜋𝜋

3
�𝐿𝐿𝜇𝜇 𝑐𝑐𝑂𝑂𝐷𝐷 �4𝜋𝜋

3
� 𝐿𝐿𝐷𝐷 𝐿𝐿𝜇𝜇 𝑐𝑐𝑂𝑂𝐷𝐷 �2𝜋𝜋

3
�𝐿𝐿𝜇𝜇 𝑐𝑐𝑂𝑂𝐷𝐷 �2𝜋𝜋

3
� 𝐿𝐿𝜇𝜇 𝑐𝑐𝑂𝑂𝐷𝐷 �4𝜋𝜋

3
� 𝐿𝐿𝐷𝐷 ⎦⎥⎥

⎥⎤
      (3) 

 

The mutual matrix inductance between the first and second 
star given as follows: 

 �𝐿𝐿1,2� =

         𝐿𝐿𝜇𝜇 ⎣⎢⎢
⎢⎡ 𝑐𝑐𝑂𝑂𝐷𝐷(𝛼𝛼) 𝑐𝑐𝑂𝑂𝐷𝐷 �𝛼𝛼 +

2𝜋𝜋
3
� 𝑐𝑐𝑂𝑂𝐷𝐷 �𝛼𝛼 +

4𝜋𝜋
3
�𝑐𝑐𝑂𝑂𝐷𝐷 �𝛼𝛼 − 2𝜋𝜋

3
� 𝑐𝑐𝑂𝑂𝐷𝐷(𝛼𝛼) 𝑐𝑐𝑂𝑂𝐷𝐷 �𝛼𝛼 +

2𝜋𝜋
3
�𝑐𝑐𝑂𝑂𝐷𝐷 �𝛼𝛼 − 4𝜋𝜋

3
� 𝑐𝑐𝑂𝑂𝐷𝐷 �𝛼𝛼 − 2𝜋𝜋

3
� 𝑐𝑐𝑂𝑂𝐷𝐷(𝛼𝛼) ⎦⎥⎥

⎥⎤
    (4) 

 
The mutual matrix inductance between the first star and 
rotor is given as follows: 
 �𝐿𝐿1,𝑟𝑟� =

      𝐿𝐿𝜇𝜇 ⎣⎢⎢
⎢⎡ 𝑐𝑐𝑂𝑂𝐷𝐷(𝜃𝜃𝑟𝑟) 𝑐𝑐𝑂𝑂𝐷𝐷 �𝜃𝜃𝑟𝑟 +

2𝜋𝜋
3
� 𝑐𝑐𝑂𝑂𝐷𝐷 �𝜃𝜃𝑟𝑟 +

4𝜋𝜋
3
�𝑐𝑐𝑂𝑂𝐷𝐷 �𝜃𝜃𝑟𝑟 − 2𝜋𝜋

3
� 𝑐𝑐𝑂𝑂𝐷𝐷(𝜃𝜃𝑟𝑟) 𝑐𝑐𝑂𝑂𝐷𝐷 �𝜃𝜃𝑟𝑟 +

2𝜋𝜋
3
�𝑐𝑐𝑂𝑂𝐷𝐷 �𝜃𝜃𝑟𝑟 − 4𝜋𝜋

3
� 𝑐𝑐𝑂𝑂𝐷𝐷 �𝜃𝜃𝑟𝑟 − 2𝜋𝜋

3
� 𝑐𝑐𝑂𝑂𝐷𝐷(𝜃𝜃𝑟𝑟) ⎦⎥⎥

⎥⎤
   (5) 

 
The mutual matrix inductance between the second star and 
rotor is given as follows: 
 �𝐿𝐿2,𝑟𝑟� = 𝐿𝐿𝜇𝜇  

⎣⎢⎢
⎢⎡ 𝑐𝑐𝑂𝑂𝐷𝐷(𝜃𝜃𝑟𝑟 − 𝛼𝛼) 𝑐𝑐𝑂𝑂𝐷𝐷 �𝜃𝜃𝑟𝑟 − 𝛼𝛼 +

2𝜋𝜋
3
� 𝑐𝑐𝑂𝑂𝐷𝐷 �𝜃𝜃𝑟𝑟 − 𝛼𝛼 +

4𝜋𝜋
3
�𝑐𝑐𝑂𝑂𝐷𝐷 �𝜃𝜃𝑟𝑟 − 𝛼𝛼 − 2𝜋𝜋

3
� 𝑐𝑐𝑂𝑂𝐷𝐷(𝜃𝜃𝑟𝑟 − 𝛼𝛼) 𝑐𝑐𝑂𝑂𝐷𝐷 �𝜃𝜃𝑟𝑟 − 𝛼𝛼 +

2𝜋𝜋
3
�𝑐𝑐𝑂𝑂𝐷𝐷 �𝜃𝜃𝑟𝑟 − 𝛼𝛼 − 4𝜋𝜋

3
� 𝑐𝑐𝑂𝑂𝐷𝐷 �𝜃𝜃𝑟𝑟 − 𝛼𝛼 − 2𝜋𝜋

3
� 𝑐𝑐𝑂𝑂𝐷𝐷(𝜃𝜃𝑟𝑟 − 𝛼𝛼) ⎦⎥⎥

⎥⎤
 (6) 

 
With:   [𝐿𝐿2,1]  = [𝐿𝐿1,2]𝑡𝑡 , [𝐿𝐿𝑟𝑟 ,1]  = [𝐿𝐿1,𝑟𝑟]𝑡𝑡  and [𝐿𝐿𝑟𝑟 ,2]  = [𝐿𝐿2,𝑟𝑟]𝑡𝑡  
 

And the electrical angle (𝜃𝜃𝑟𝑟) is given by: 
 𝜃𝜃𝑟𝑟 = ∫𝜔𝜔𝑟𝑟 𝑑𝑑𝑡𝑡    
 
  Substituting (2) - (6) into (1) we obtain: 

 

⎩⎪⎨
⎪⎧[𝑎𝑎𝐷𝐷1] = [𝑟𝑟𝐷𝐷1][𝑑𝑑𝐷𝐷1] +

𝑑𝑑𝑑𝑑𝑡𝑡 ��𝐿𝐿1,1�[𝑑𝑑𝐷𝐷1] + �𝐿𝐿1,2�[𝑑𝑑𝐷𝐷2] + �𝐿𝐿1,𝑟𝑟�[𝑑𝑑𝑟𝑟]�
[𝑎𝑎𝐷𝐷2] = [𝑟𝑟𝐷𝐷2][𝑑𝑑𝐷𝐷2] +

𝑑𝑑𝑑𝑑𝑡𝑡 ��𝐿𝐿2,2�[𝑑𝑑𝐷𝐷2] + �𝐿𝐿2,1�[𝑑𝑑𝐷𝐷1] + �𝐿𝐿2,𝑟𝑟�[𝑑𝑑𝑟𝑟]�
[𝑎𝑎𝑟𝑟 ] = [𝑟𝑟𝑟𝑟 ][𝑑𝑑𝑟𝑟 ] +

𝑑𝑑𝑑𝑑𝑡𝑡 �[𝐿𝐿𝑟𝑟 ][𝑑𝑑𝑟𝑟 ] + �𝐿𝐿𝑟𝑟 ,1�[𝑑𝑑𝐷𝐷1] + �𝐿𝐿𝑟𝑟 ,2�[𝑑𝑑𝐷𝐷2]� � 
          (7) 

 
In order to design the complete model, it is necessary to 
integrate the mechanical equation characterizing the 
machine, or the mechanical system is expressed as follow:  
  Γ𝑒𝑒𝜇𝜇 – Γ𝑟𝑟 = 𝐽𝐽 𝑑𝑑𝛺𝛺𝑟𝑟𝑑𝑑𝑡𝑡 + 𝑓𝑓𝛺𝛺𝑟𝑟                                                  (8) 

                                                                                           
With the electromagnetic torque is: 

 Γ𝑒𝑒𝜇𝜇 = 𝑃𝑃 �[𝑑𝑑𝐷𝐷1]𝑡𝑡 𝑑𝑑𝑑𝑑𝜃𝜃𝑟𝑟 �𝐿𝐿1,𝑟𝑟�[𝑑𝑑𝑟𝑟 ] + [𝑑𝑑𝐷𝐷2]𝑡𝑡 𝑑𝑑𝑑𝑑𝜃𝜃𝑟𝑟 �𝐿𝐿2,𝑟𝑟�[𝑑𝑑𝑟𝑟]�          (9) 
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As the stator and rotor inductances matrices do not depend 
on time, and the mutual matrices depend of the electrical 
angle(𝜃𝜃𝑟𝑟),a variables change has been established to 
develop the equation (7), finally we obtain a system of state 
which : 
 

⎩⎪⎪
⎪⎪⎪
⎨⎪
⎪⎪⎪
⎪⎧  

𝑑𝑑𝑑𝑑𝑡𝑡 ([𝑑𝑑𝐷𝐷1]) = �𝐿𝐿1,1�−1 ⎝⎛
[𝑎𝑎𝐷𝐷1] − [𝑟𝑟𝐷𝐷1][𝑑𝑑𝐷𝐷1] − �𝐿𝐿1,2� 𝑑𝑑𝑑𝑑𝑡𝑡 ([𝑑𝑑𝐷𝐷2])−�𝐿𝐿1,𝑟𝑟 � 𝑑𝑑𝑑𝑑𝑡𝑡 ([𝑑𝑑𝑟𝑟 ]) − 𝜔𝜔𝑟𝑟 𝑑𝑑𝑑𝑑𝜃𝜃𝑟𝑟  (�𝐿𝐿1,𝑟𝑟 �) [𝑑𝑑𝑟𝑟 ] ⎠⎞                                                     

                                      𝑑𝑑𝑑𝑑𝑡𝑡 ([𝑑𝑑𝐷𝐷2]) = �𝐿𝐿2,2�−1 ⎝⎛
[𝑎𝑎𝐷𝐷2] − [𝑟𝑟𝐷𝐷2][𝑑𝑑𝐷𝐷2] − �𝐿𝐿2,1� 𝑑𝑑𝑑𝑑𝑡𝑡 ([𝑑𝑑𝐷𝐷1])−�𝐿𝐿2,𝑟𝑟 � 𝑑𝑑𝑑𝑑𝑡𝑡 ([𝑑𝑑𝑟𝑟 ]) −𝜔𝜔𝑟𝑟 𝑑𝑑𝑑𝑑𝜃𝜃𝑟𝑟 ��𝐿𝐿2,𝑟𝑟 ��[𝑑𝑑𝑟𝑟]⎠⎞                                                       

𝑑𝑑𝑑𝑑𝑡𝑡 ([𝑑𝑑𝑟𝑟 ]) = [𝐿𝐿𝑟𝑟 ]−1 ⎝⎛
[𝑟𝑟𝑟𝑟 ][𝑑𝑑𝑟𝑟 ] − [𝐿𝐿1𝑟𝑟 ]

𝑑𝑑𝑑𝑑𝑡𝑡 ([𝑑𝑑𝐷𝐷1])− 𝜔𝜔𝑟𝑟 𝑑𝑑𝑑𝑑𝜃𝜃𝑟𝑟 ��𝐿𝐿1,𝑟𝑟 ��[𝑑𝑑𝐷𝐷1] − 𝜔𝜔𝑟𝑟 𝑑𝑑𝑑𝑑𝜃𝜃𝑟𝑟 ��𝑙𝑙2,𝑟𝑟 ��[𝑑𝑑𝐷𝐷2]⎠⎞                                                 

  

� 

 

III. INDIRECT FIELD ORIENTED CONTROL OF A DSIG   

The main objective of the vector control of induction 
machines is, as in DC machines, to independently control 
the torque and the flux. In this order, one proposes to study 
the IFOC of the DSIM. The control strategy used consists to 
maintain the quadrate component of the flux null (𝜑𝜑𝑞𝑞𝑟𝑟 =  0) 
and the direct flux equals to the reference [13]:          𝜑𝜑𝑑𝑑𝑟𝑟 =  𝜑𝜑𝑟𝑟∗                                                                     (10) 

And the quadrate components of flux equal to zero:                                                                                                                                                 𝜑𝜑𝑞𝑞𝑟𝑟 =  0                                                                                     (11) 

𝑑𝑑𝜑𝜑𝑟𝑟∗𝑑𝑑𝑡𝑡 = 0                                                                                        (12) 

After application  of the park transformation to the equation 
system (1) we obtain :  

 

⎩⎪⎪
⎪⎨
⎪⎪⎪
⎧ 𝑎𝑎𝑑𝑑1 = 𝑟𝑟1𝑑𝑑𝑑𝑑1 +

𝑑𝑑𝜑𝜑𝑑𝑑1𝑑𝑑𝑡𝑡 − 𝜔𝜔𝐷𝐷𝜑𝜑𝑞𝑞1𝑎𝑎𝑞𝑞1 = 𝑟𝑟1𝑑𝑑𝑞𝑞1 +
𝑑𝑑𝜑𝜑𝑞𝑞1𝑑𝑑𝑡𝑡 + 𝜔𝜔𝐷𝐷𝜑𝜑𝑑𝑑1𝑎𝑎𝑑𝑑2 = 𝑟𝑟2𝑑𝑑𝑑𝑑2 +
𝑑𝑑𝜑𝜑𝑑𝑑2𝑑𝑑𝑡𝑡 − 𝜔𝜔𝐷𝐷𝜑𝜑𝑞𝑞2𝑎𝑎𝑞𝑞2 = 𝑟𝑟2𝑑𝑑𝑞𝑞2 +
𝑑𝑑𝜑𝜑𝑞𝑞2𝑑𝑑𝑡𝑡 + 𝜔𝜔𝐷𝐷𝜑𝜑𝑑𝑑2𝑎𝑎𝑑𝑑𝑟𝑟 = 𝑟𝑟𝑟𝑟 𝑑𝑑𝑑𝑑𝑟𝑟 +

𝑑𝑑𝜑𝜑𝑑𝑑𝑟𝑟𝑑𝑑𝑡𝑡 − 𝜔𝜔𝐷𝐷𝑙𝑙𝜑𝜑𝑞𝑞𝑟𝑟 = 0𝑎𝑎𝑞𝑞𝑟𝑟 = 𝑟𝑟𝑟𝑟 𝑑𝑑𝑞𝑞𝑟𝑟 +
𝑑𝑑𝜑𝜑𝑞𝑞𝑟𝑟𝑑𝑑𝑡𝑡 + 𝜔𝜔𝐷𝐷𝑙𝑙𝜑𝜑𝑑𝑑𝑟𝑟 = 0

�                                 (13) 

 
Substituting (10)-(12), into (13) yields  
 
 𝑟𝑟𝑟𝑟 . 𝑑𝑑𝑑𝑑𝑟𝑟 = 0 ⇒ 𝑑𝑑𝑑𝑑𝑟𝑟 = 0                                                     (14) 
      𝑟𝑟𝑟𝑟 . 𝑑𝑑𝑞𝑞𝑟𝑟 + 𝜔𝜔𝐷𝐷𝑙𝑙∗ .𝜑𝜑∗𝑟𝑟 = 0 ⇒ 𝑑𝑑𝑞𝑞𝑟𝑟 = − 𝜔𝜔𝐷𝐷𝑙𝑙∗ .𝜑𝜑∗𝑟𝑟𝑟𝑟𝑟𝑟                          (15)   

With 𝜔𝜔𝐷𝐷𝑙𝑙∗ = 𝜔𝜔𝐷𝐷∗ − 𝜔𝜔𝑟𝑟  ( 𝜔𝜔𝐷𝐷𝑙𝑙∗  is the slip speed) 
 
 
The rotor currents in terms of the stator currents are divided 
from (13) as: 
 𝑑𝑑𝑑𝑑𝑟𝑟 =

𝜑𝜑∗𝑟𝑟𝐿𝐿𝜇𝜇 +𝐿𝐿𝑟𝑟 − 𝐿𝐿𝜇𝜇𝐿𝐿𝜇𝜇+𝐿𝐿𝑟𝑟 (𝑑𝑑𝑑𝑑𝐷𝐷1 + 𝑑𝑑𝑑𝑑𝐷𝐷2)                                    (16)       

        𝑑𝑑𝑞𝑞𝑟𝑟 = − 𝐿𝐿𝜇𝜇𝐿𝐿𝜇𝜇 +𝐿𝐿𝑟𝑟 �𝑑𝑑𝑞𝑞𝐷𝐷1 + 𝑑𝑑𝑞𝑞𝐷𝐷2�                                              (17)    

  
With taking into the rotor field orientation, the stator voltage 
equations can be rewritten as: 
 

⎩⎪⎪
⎨⎪
⎪⎧𝑉𝑉∗𝑑𝑑𝐷𝐷1 = 𝑟𝑟𝐷𝐷1𝑑𝑑𝑑𝑑𝐷𝐷1 + 𝐿𝐿1

𝑑𝑑𝑑𝑑𝑡𝑡 𝑑𝑑𝑑𝑑𝐷𝐷1 −𝜔𝜔𝐷𝐷∗ � 𝐿𝐿1𝑑𝑑𝑞𝑞𝐷𝐷1

+𝜏𝜏𝑟𝑟 ⋅ 𝜑𝜑𝑟𝑟∗ ⋅ 𝜔𝜔𝐷𝐷𝑙𝑙∗ �𝑉𝑉∗𝑞𝑞𝐷𝐷1 = 𝑟𝑟𝐷𝐷1𝑑𝑑𝑞𝑞𝐷𝐷1 + 𝐿𝐿1
𝑑𝑑𝑑𝑑𝑡𝑡 𝑑𝑑𝑞𝑞𝐷𝐷1 + 𝜔𝜔𝐷𝐷∗(𝐿𝐿1𝑑𝑑𝑑𝑑𝐷𝐷1 + 𝜙𝜙𝑟𝑟∗)𝑉𝑉∗𝑑𝑑𝐷𝐷2 = 𝑟𝑟𝐷𝐷2𝑑𝑑𝑑𝑑𝐷𝐷2 + 𝐿𝐿2
𝑑𝑑𝑑𝑑𝑡𝑡 𝑑𝑑𝑑𝑑𝐷𝐷2 −𝜔𝜔𝐷𝐷∗ � 𝐿𝐿2𝑑𝑑𝑞𝑞𝐷𝐷2

+𝜏𝜏𝑟𝑟 ⋅ 𝜑𝜑𝑟𝑟∗ ⋅ 𝜔𝜔𝐷𝐷𝑙𝑙∗ �𝑉𝑉∗𝑞𝑞𝐷𝐷2 = 𝑟𝑟𝑑𝑑𝑞𝑞𝐷𝐷2 + 𝐿𝐿2
𝑑𝑑𝑑𝑑𝑡𝑡 𝑑𝑑𝑞𝑞𝐷𝐷2 + 𝜔𝜔𝐷𝐷∗(𝐿𝐿2𝑑𝑑𝑑𝑑𝐷𝐷2 + 𝜑𝜑𝑟𝑟∗)

�   (18) 

 

With  𝜏𝜏𝑟𝑟 =
𝐿𝐿𝑟𝑟𝑅𝑅𝑟𝑟  

The final expression of electromagnetic torque is: Γ𝑒𝑒𝜇𝜇∗ = 𝑃𝑃 𝐿𝐿𝜇𝜇
(𝐿𝐿𝜇𝜇+𝐿𝐿𝑟𝑟)

�𝑑𝑑𝑞𝑞𝐷𝐷1 + 𝑑𝑑𝑞𝑞𝐷𝐷2�𝜑𝜑𝑟𝑟∗                                       (19) 

 
Consequently, the electrical and mechanical equations for 
the system after these transformations in the space control 
may be written as follows: 
 

⎩⎪⎪
⎪⎨
⎪⎪⎪
⎧ 𝑑𝑑𝑑𝑑𝑡𝑡 𝑑𝑑𝑑𝑑𝐷𝐷1 =

1𝐿𝐿𝐷𝐷 �𝑉𝑉𝑑𝑑𝐷𝐷1
∗ − 𝑟𝑟𝐷𝐷1𝑑𝑑𝑑𝑑𝐷𝐷1 + 𝜔𝜔𝐷𝐷∗ � 𝐿𝐿𝐷𝐷𝑑𝑑𝑞𝑞𝐷𝐷1

+𝜏𝜏𝑟𝑟 ⋅ 𝜑𝜑𝑟𝑟∗ ⋅ 𝜔𝜔𝐷𝐷𝑙𝑙∗ ��𝑑𝑑𝑑𝑑𝑡𝑡 𝑑𝑑𝑞𝑞𝐷𝐷1 =
1𝐿𝐿𝐷𝐷 �𝑉𝑉𝑞𝑞𝐷𝐷1

∗ − 𝑟𝑟𝐷𝐷1𝑑𝑑𝑞𝑞𝐷𝐷1 + 𝜔𝜔𝐷𝐷∗(𝐿𝐿𝐷𝐷𝑑𝑑𝑑𝑑𝐷𝐷1 + 𝜑𝜑𝑟𝑟∗)�     𝑑𝑑𝑑𝑑𝑡𝑡 𝑑𝑑𝑑𝑑𝐷𝐷2 =
1𝐿𝐿𝐷𝐷 �𝑉𝑉𝑑𝑑𝐷𝐷2

∗ − 𝑟𝑟𝐷𝐷2𝑑𝑑𝑑𝑑𝐷𝐷2 + 𝜔𝜔𝐷𝐷∗ � 𝐿𝐿𝐷𝐷𝑑𝑑𝑞𝑞𝐷𝐷2

+𝜏𝜏𝑟𝑟 ⋅ 𝜑𝜑𝑟𝑟∗ ⋅ 𝜔𝜔𝐷𝐷𝑙𝑙∗ ��𝑑𝑑𝑑𝑑𝑡𝑡 𝑑𝑑𝑞𝑞𝐷𝐷2 =
1𝐿𝐿𝐷𝐷 �𝑉𝑉𝑞𝑞𝐷𝐷2

∗ − 𝑟𝑟𝐷𝐷2𝑑𝑑𝑞𝑞𝐷𝐷2 + 𝜔𝜔𝐷𝐷∗(𝐿𝐿𝐷𝐷𝑑𝑑𝑑𝑑𝐷𝐷2 + 𝜑𝜑𝑟𝑟∗)�     𝑑𝑑𝑑𝑑𝑡𝑡 𝛺𝛺𝑟𝑟 =
1𝐽𝐽 �𝑃𝑃 𝐿𝐿𝜇𝜇 �𝑑𝑑𝑞𝑞𝐷𝐷1+𝑑𝑑𝑞𝑞𝐷𝐷2�𝜑𝜑𝑟𝑟∗

(𝐿𝐿𝜇𝜇 +𝐿𝐿𝑟𝑟)
− Γ𝑟𝑟 − 𝑓𝑓𝛺𝛺𝑟𝑟�                  

�   (20) 

 

IV. INTERPRETATION AND  SIMULATION RESULTS 

 
The proposed control shame of (GS) based on dual star 

induction generator with indirect field oriented control is 
showed in fig.2 

 
In order to verify the validity of this proposed work, a 

series of simulation of the behavior of DSIG fed by two VSI 
with 2 kHz switching frequency under IFOC has been 
obtained using MATLAB/Simulink. The proposed IFOC of 
DSIG modeled in natural frame was given the desired 
results compared to the works done before, where the DSIG 
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is modeled in d-q frame as [13], [14]. The obtained results 
represent the evolution of the characteristics of the DSIG 
with IFOC by imposing the reference flow ∅𝑟𝑟∗ =  0.7(Wb) 
and a mechanical speed in the form of slots                      
 

 𝜔𝜔𝑟𝑟∗ = [301, 258, 153, 203](rad/s) following the time 
intervals t = [0, 1.2 , 2, 2.7, 4] (s).The fig.3 show the wave 
form of the generator torque, where he faithfully follows the 
variation of the speed. The stator currents are presented in 
Fig.4 and fig.7 illustrate the currents of the two stars and 
their representation in zoom. The construction of the 
GASDE imposes that there is a shift of an electric angle      
(α = 30 °) between the first star ahead of the second. The 
voltage and current are in phase opposition, this justifies 
that the power flow is always towards the grid as showed in 
fig.8. The fig.9 represents the speed of the mechanical speed 
and we note that the speed of rotation perfectly follows its 
set point, which is variable according to the speed reference. 
 

To show the interest of using the model in natural frame 
an OPF was occurred at t=3s. The OFP of DSIG has caused 
a degradation of the performance of the GS and has always 
as results, the unbalanced stator currents projecting on the 
electromagnetic torque, the mechanical speed and the 
efficiency which are illustrated on (fig 3-9). In the case of 
opening of two phases the performance of the GS has 
further decreased compared to the operation of the machine 
with one phase open, where the stator currents of the healthy 
phases have considerably increased compared to the 
opening of the one phase, this increase leads to additional 

copper losses that adversely affect the efficiency of FPIM 
and followed by high electromagnetic torque ripples and a 
decrease of mechanical speed as presented in table 1 and  

 
 

 
Fig.10 the continuity of service is ensured by DSIG but with 
degrade performances. 
 

 
Figure 3. Generator electromagnetic torque  

 

Figure 4. Stator currents of DSIG 
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Figure 2. Bloc diagram of control system 
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Figure 5. Stator  power of DSIG 

 

 
Figure 6. Stator  copper losses of DSIG 

 
Figure 7. Two first current of each stator  

 
Figure 8. Zoom of stator current and voltage 

 

 

 
Figure 9. Electrical  speed of DSIG 

 
Figure 10. Comparison between the variables of the DSIG under OPF 

TABLE I.  FAILURE OF DSIG UNDER OFP  

 

 

V. CONCLUSION  

In this paper the performance analysis of a generation 
systems based on dual star induction generator with indirect 
field oriented control under open phase fault has been 
presented. A simulation results for the both healthy and OFP 
of DSIG show in first hand, the validity of the model in the 
natural frame with IFOC and in the second hand, the 
possibility of simulating a different OPF. the effect of OPF 
on the torque ripples, mechanical speed, copper losses and 
efficiency has been investigated, and has always as results, a 
high torque ripples, increase copper losses and a decrease in 
mechanical speed.   
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The continuity of service in this proposed work has been 
demonstrated   by simulation and successfully implemented 
in a generation system based on DSIG.    
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Abstract—The marine tidal energy is a promising renewable 

energy source as it presents many advantages compared to other 

renewables, such as long-term predictability and high power 

potential. Thanks to its advantages, numerous projects have 

started all around the world in order to exploit this source, but 

only few projects have reached the stage of grid connection 

because of the harsh marine environment characteristics. On the 

subject of this new emerging area of research, this paper reviews 

the marine tidal power extraction systems fundamentals starting 

from the energy resource to the power electronic devices used for 

grid connection, and reports some main projects in the world and 

recent works in this scope. Also, the problems related to the 

marine environment have been highlighted. 

Keywords— marine energy, tidal power, tidal power 

extraction system, marine current turbine, electric 

generator, power converter.  

I. INTRODUCTION 

Extracting energy from the flowing sea water is a new form 
of renewable energy which seems to be promising. The general 
aspect of tidal currents is similar to wind, with the advantage of 
being 800 times denser, meaning that for a same power, the 
size of a marine turbine is lower than that of a wind turbine, 
also, marine currents doesn’t reach extreme velocities in the 
most available sites, thus, no expensive structure reinforcement 
is needed. The main big advantage of tidal currents is the long 
term predictability [1], so the identification of production dip 
periods is easy, and an emergency plan can be planned early 
and neatly. 

Many projects have started all around the world to extract 
power from tidal currents. SeaGen was the world’s first large 
scale grid connected tidal power generator, installed by SIMEC 
Atlantis Energy Limited in UK in 2008 and successfully 
decommissioned in 2019, it has a power of 1.2 MW, it 
exported over 11.6 GWh of power during its service. The 
lessons learned from this project will help the evolution of 
current and future projects [2]. MeyGen is another promising 
project in the UK, it’s currently the largest planned tidal stream 
project, and the first commercial multi-turbine array, it’s 
always under construction. The construction is split into three 
phases, and aims to reach 398 MW [3]. OpenHydro was an 
Irish company who designed the 250 kW Open Center 
Turbine, the first tidal turbine to be grid connected in Scotland, 
installed in 2006, this project hasn’t gone beyond the test stage, 
and the company was liquidated by its parent company Naval 
Energies in July 2018 [4]. In France, the company Sabella 

launched Sabella D10, a 10 meters’ diameter turbine with a 
power of 1 MW, the first grid connected turbine in France 
since 2015 [5]. 

Many other projects stayed in prototype phase and have not 
been connected to the grid, like the Enermar Project, located 
along Sicilian coast, Italy, it was a 50 kW vertical axis turbine 
prototype mounted on a floating platform, installed in January 
2001. The project ended in January 2005 [6].  

To extract the power from tides, a system must be 
constructed, principally composed of a marine current turbine, 
an electric generator, and a power converter. All these 
elements will be discussed in the present paper starting from 
the tidal current characteristics. Some recent works concerning 
tidal power systems development will also be evoked. 

II. OCEAN ENERGY 

Over last years, in a scope of searching a non-polluting 
renewable energy, ocean energy got a particular interest. 
Effectively, it’s a big source of several renewable energy 
forms, such as wave energy, tidal energy, offshore wind energy 
and thermal energy. The latter consists on the exploitation of 
the thermal gradient available between the warm surface sea 
water and the cold deep water to operate a heat engine to 
produce mechanical work [7]. At present, no firm estimate can 
be given about the potential of this energy source [8]. 

The wave energy is induced by wind, thus, it’s only a small 
proportion of the world’s wind power potential, which is in 
turn, a small proportion of global solar power, making the 
wave energy more concentrated with an average power 
intensity of 2–3 kW/m2 [9], [10]. The global power potential of 
waves that hits worldwide coasts has been estimated to be in 
order of 1 TW, and the global wave power in the open ocean 
was expected to be larger than 10 TW [10]. A system 
absorbing wave energy consists of a damped oscillator which 
interacts with the wave such as to reduce the amount of energy 
present in it [11].  

The exploitable global tidal energy potential has been 
estimated to be larger than 100 GW [12], but only a small 
fraction of this potential can be harnessed. The technology 
used to extract such energy is similar to the one used in wind 
energy extraction systems due to the fact that the two sources 
are quite similar, since it’s about a moving fluid. 
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III. TIDAL ENERGY 

Tidal energy is mainly induced by gravitational interactions 
between the sun, the earth and the moon. Since the 
comportment of the sun and the moon is periodic and can be 
forecasted for decades, the tidal currents are also periodic and 
highly predictable with an accuracy up to 98% [1]. Some 
weather conditions can influence tidal currents, such as wind 
and swell. 

According to their behaviour, the tidal currents are of two 
types, diurnal and semi diurnal. Semi diurnal tides have a 
period of 12h25mn, the amplitude of the tides being maximal 
at new and full moon, called spring tides, and the minimum 
occurs at the first and third quarter of the moon, and are called 
neap tides, thus the semi diurnal tides are dominated by lunar 
behaviour, while the diurnal tides depend on the declination of 
the moon in respect to the equator, the maximum tide currents 
occurs when the declination is at its maximum, this type of 
tides has a period of 24h50mn. Some sites can display a 
combination of diurnal and semi diurnal tides, creating a thirst 
type called mixed tides, like those observed in the 
Mediterranean sea [13]. Figure 1 shows an example of a shape 
of a semi diurnal tide. 

 
Figure 1 : Monthly cycle of semi diurnal tides. 

A mathematical model describing the evolution of the tide 
velocity can be easily deduced, a first order model neglecting 
the effect of swell and wind is reported by [14]. 

IV. TIDAL ENERGY EXTRACTION SYSTEM 

Despite of the differences between tidal currents and wind, 
extracting energy from these two sources follows the same 
philosophy, a turbine must be placed such to cross the current 
and connected to a generator which converts the kinetic motion 
into electricity which is in turn injected to the grid. Figure 2 
shows a global scheme of this system. 

 
Figure 2 : Global schem of tidal energy extraction system 

A. Marine current turbine 

A marine current turbine (MCT) must be used to extract 
energy from tides, many topologies exist, but in final, they all 
have the same role, convert the kinetic motion of the current 
into a mechanical torque on a generator shaft. 

The horizontal axis turbine (figure 3) is the most common 
turbine concept used in marine energy and wind energy 
conversion systems, the axis of the turbine is parallel to the 
current flow and uses the aerodynamic lift effect to operate, 
since it permits a higher efficiency (also called power 
coefficient) than devices using aerodynamic drag effect [15]. 
This type of turbines can either have a pitch variation system 
or not, omitting this mechanism will grant more reliability to 
the system minimizing the high cost maintenance needs, but 
will need the use of complex control systems for the electric 
generator and a yaw control mechanism to rotate the turbine in 
order to face the ebb and flood tides, but the turbines with pitch 
variation systems can be adjusted to harness power from both 
ebb and flood tides without changing the turbine direction. 

 
Figure 3 : SeaGen horizontal axis turbine with pitch variation system 

Unlike the horizontal axis turbine, the vertical axis turbine 
uses the aerodynamic drag effect to operate, the rotation axis is 
perpendicular to the current flow (figure 4), it has the 
advantage of being omnidirectional [16], meaning that the 
turbine can harvest tidal power regardless of current direction, 
so no rotation system is needed.  

 
Figure 4: KOBOLD vertical axis turbine with floating platform 
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If the turbine is employed with a floating platform, the 
generator can be installed in the platform above sea level in an 
easily accessible place [16]. But this type of turbine suffers 
from a low efficiency compared to the horizontal axis turbine, 
since it works using the drag effect of the current like stated 
earlier. 

The power coefficient of these two turbines can be 
improved by using a diffuser, it`s a concept taking advantage 
of the Venturi effect, which consists on accelerating the fluid 
in the neighborhood of the turbine, so more power can be 
extracted using the same turbine since the extracted power is 
proportional to the cube of the current velocity [17], [18]. A 
free flow horizontal axis turbine can reach a maximum power 
coefficient of 0.59 known as Betz limit, a duct design was 
developed by [19] that allows an horizontal axis turbine to 
overcome this limit and reach a maximum power coefficient of 
0.75. Figure 5 shows a ducted horizontal and vertical axis 
turbines. 

 
Figure 5 : Horizontal and vertical axis ducted  turbines 

The Stingray concept, illustrated by figure 6, is a non 
conventional turbine developed by Engineering Business, it 
consists of a hydroplane with a variable angle of attack, this 
variation is created by a mechanism. Using the hydrodynamic 
lift of the current causes the supporting arm to oscillate 
creating a linear motion, which is used to act a cylinder 
containing a high pressure oil which in turn drives a generator. 
Ref [20] reports a detailed analysis of an oscillating hydrofoil. 

 
Figure 6 : The Stingray turbine 

B. Electric generator 

Many technologies suggested for tidal current energy 
extraction are based on that used for wind energy systems 
because of the similarities between the two domains [21]. The 
most used generator for wind turbines is the doubly fed 
induction generator (DFIG) since it offers a big advantage, the 
machine generated power is directly connected to the grid and 
only a small scale power converter is connected to the rotor 
circuit for the control purpose, thus, the high cost power 
converter which is used in other topologies to connect the 
machine to the grid is eliminated. But the speed range of this 
generator is limited to ±30% of its nominal speed, hence a 
gearbox must be used to connect the turbine to the generator. 
The gearbox ratio must be set to match the middle value of the 
turbine speed range with the machine nominal speed. Also the 
access to the machine rotor is allowed by using slip rings. All 
these mechanical items decrease the reliability of the system 
and increase the maintenance need, which is considered to be a 
key feature for marine turbine development [22], making the 
use of this generator in tidal energy systems long-term 
expensive. Many works are focusing on the DFIG for tidal 
power systems, ref [23] proposed a tidal power extraction 
system using a DFIG with a maximum power point tracking 
strategy, and [24] designed a nonlinear speed controller for 
DFIG to increase the generated power, therefore the efficiency 
of such system. Figure 7 shows a schematic of a marine energy 
extraction system topology using DFIG. 

 
Figure 7 : Tidal power conversion system topology using a DFIG 

Another technology used in renewable energy conversion 
systems is the permanent magnet synchronous generator 
(PMSG), the excitation is generated using permanent magnets 
so no rotor access is needed, and in case of use of a multipole 
machine, the gear box can be eliminated. It also offers a full 
range speed control. This machine is characterized by low 
maintenance level and high power density. But it also has its 
own disadvantages, in order to control the machine, a full scale 
power converter must be used to connect the stator to the grid, 
which may be expensive, and the use of permanent magnets 
grows up the cost of the machine. Figure 8 shows a schematic 
of a marine energy conversion system topology using a PMSG. 

Most of works concerning tidal energy conversion are 
focusing on the use of PMSG, [25] designed and constructed a 
prototype of a PMSG which is tested with three different fixed 
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pitch horizontal axis turbines, and [26] designed and tested a 
600 kW horizontal axis turbine coupled to a PMSG through a 
low transmission ratio gearbox. Also [27] realised a 
comparative study of sensor fault tolerant strategies 
performance for marine current turbines, this may increase the 
reliability of the system, therefore decrease system 
maintenance cost. 

 
Figure 8 : Tidal power conversion system topology using a PMSG 

In [28] a tidal current turbine driving either a DFIG or a 
PMSG was described, the stability tests shows the advantages 
of using a PMSG over the DFIG. 

The rim tidal turbine is a non conventional generator 
structure proposed to extract tidal current energy. The turbine 
and the permanent magnet synchronous generator are 
combined into one structure. The permanent magnet rotor 
forms a ring around the tips of the turbine blades, and the stator 
is integrated into the turbine ducting [29]. This design can 
improve the system reliability and minimize the maintenance 
requirement. Figure 9 shows the Open Centre Turbine, a 
turbine constructed by the company OpenHydro which adopts 
the mentioned design. 

 
Figure 9 : The Open Center Turbine 

Adopting fault tolerant structures and strategies in tidal 
energy conversion systems is a key to push such technology 
ahead, since it permits the reduction of maintenance cost. The 
multiphase machines are one of these strategies, this machine 
can offer a continuous service even in case of loss of one or 
more phases but with a reduced power, thus reducing the 
maintenance need, or at least, postpone the maintenance 
operation in case of harsh weather conditions and give more 
time for a good intervention planning. 

Ref [30] compared a three phase and a five phase PMSG 
fault tolerance performance in a marine current turbine, and 
concluded that the multiphase generator is a candidate of 
choice for marine energy applications even in healthy 
conditions compared to his three phase counterpart. In [31] the 
impact of a multi-star winding design of a permanent magnet 
synchronous generator on the reliability of a marine current 
turbine is studied, the results show that as the star number is 
increased, the reliability of the system is improved, and the 
three-star configuration seems to be a trade-off. A fault tolerant 
control strategy is proposed by [32] aiming to ensure a 
continuous and safe operation with minimum torque ripple 
under open circuit condition. 

C. Power converter 

Many converter topologies can be used in marine current 
turbines to control the power flow from the generator to the 
grid. The simplest topology is the two-level inverter (figure 
10), it uses a minimum number of power switches (two per 
phase). The maximum power that can be converted is limited 
by the switches technology, thus, the converter cost grows up 
when the maximum supported power must be high. 

The term “two-level” means that the output line voltage can 
only have two levels, +Vdc and –Vdc, where Vdc is the DC 
input voltage. 

 
Figure 10 : Two level inverter 

In case of a DC voltage exceeding the maximum voltage 
rating of the switches, this structure becomes useless, because 
of using multiple switches in series in order to get a higher 
total voltage rate, will result in unequal stress between the 
switches. The solution to this problem is the use of multilevel 
converter topologies [33]. 

In order to obtain a better power quality, reduced switches 
dimensions, and for high voltage applications, multi-level 
inverters are the key. In this kind of converters, each leg can 
generate at least three different output voltage levels. 
Principally, two multi-level topologies can be used in wind and 
tidal power conversion systems, neutral point clamped (NPC) 
and the flying capacitor (FC) structures. 

The NPC structure, first developed by [34], consists on the 
use of multiple series connected capacitors in parallel to the 
DC source in order to subdivide the DC bus voltage into 
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required voltage levels [35], and multiple combined two-level 
converters interconnected with diodes with minor adjustments 
[36]. The number of required diodes is  (where 

 the number of output voltage levels) if the diodes voltage 
rating is the same as the power switches. This scheme allows 
obtaining more levels at the output voltage. Figure 11 
represents a three level NPC inverter. 

 
Figure 11 : Three-level NPC inverter 

In [37], the two and three level inverter performances are 
compared, the inverters are used in a DTC scheme feeding an 
induction machine, the results show the superiority of the three 
level inverter in term of torque and current ripples. 

Many recent works are focusing in the fault tolerant 
capability of the NPC structure. Effectively, the NPC structure 
combined with a proper control strategy can acquire a fault 
tolerant behaviour. Such control strategies were proposed by 
many researchers like [38] and [39]. 

Also, the integration of this type of converters in wind 
energy systems and other renewable energy sources has been 
studied, like done in [40]  and [41]. 

The FC topology is similar to the NPC, since the diodes are 
replaced by capacitors, it was first developed by [42]. Figure 
12 shows a three level FC inverter.  

 
Figure 12 : Three-level FC inverter 

According to [43], the NPC and FC structures presents the 
same characteristics in term of output voltage harmonic 
content. Another comparison reported by [44] shows that the 
FC converter suffers from high commutation losses compared 
to NPC, but the current across power switches is lesser. The 
main advantage of the FC topology compared to NPC is that 
the number of capacitors per phase in the FC structure is half 
the number of diodes per phase in the NPC structure. 

Same as for the NPC topology, the FC structure can be 
used in a fault tolerant system as done by [45]. 

V. SUMMARY 

This paper has reviewed a general state of art of marine 
tidal power extraction systems, every element in the 
conversion chain has been described and discussed, with a 
focus on different used technologies, and some recent works 
have been reported. Also, attempts have been made to 
highlight the major barriers for the development of this area, 
and some worldwide used solutions have been reported. 
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Abstract— The open phase fault is much specified in three–
phase squirrel cage induction motors. However, this defect 

develops an unsymmetrical magnetism generates noise and 

vibration in the motor. Finite Element Method (FEM) is the 

most accurate technique to analyze the induction motor, 

because it can include all actual characteristics of both healthy 

and faulty conditions. In this paper, an FEM to analyze a 2.2 

kW three–phase squirrel cage induction motor with the open 

phase fault is proposed. An experimental investigation to 

display the stator current waveforms with healthy and faulty 

conditions are obtained and compared under different load 

operations. The currents obtained are introduced into FEM 

analysis, which is used for magnetic field calculation and the 

magnetic flux density in the air-gap, stator teeth and in the 

stator yoke for both healthy and faulty operations. 

I. INTRODUCTION  

Induction machines are widely used in the industry, thanks 
to their low cost, reasonable size and low maintenance. But, 
these machines are subject to a variety of defects such as the 
open phase fault which leads to asymmetry of the machine. 
Indeed, the open phase faults disturb motor operation and 
shorten its lifetime. But, diagnosis and detection of this fault 
can preserve good motor performance and lifetime [1]. 
Therefore, a proper modeling of the induction motor with 
open phase fault is the first step in the development of fault 
diagnosis and fault tolerant machine design. For that, during 
the last years, several investigations of induction motor 
defect have been presented in the literature. The fault study 
of electrical machines can be operated either by 
experimental tests, or computer-based analysis. 
Obviously, studying faults in induction machines by 
numerical models enables correct evaluation of data 
produced by diagnostic techniques [2]. However, the most 
used method to model electrical machines, especially under 
fault conditions is the Finite Element Method (FEM). FEMs 
are based on the magnetic field distribution, which gives 
more precise information about the motor; indeed both 

consider the complicated non-linear behavior of the motor, 
and the spatial harmonic effects [3-4]. For example, 
research [5-6], presented the application of an FEM to 
predict the performance of induction motors having electric 
and magnetic asymmetry of the rotor cage due to some 
broken rotor bars. However, propagation of broken rotor bar 
defects and their influence on the magnetic flux density 
distribution of the machine cage were observed. In addition, 
the study reported in papers [7,8], investigated different 
improved methods for broken rotor bar detection in a 
squirrel-cage induction motor. Moreover, the works 
presented in research [9,10], focused on the application of 
an FEM to predict the performance of an induction motor 
with broken rotor bar and an inter-turn short circuit in the 
stator winding. In reference [11], a time-stepping FEM that 
identifies mixed eccentricity by analysis, without direct 
access to the motor, has been proposed. This method 
simulates the spectrum of the line current of a production-
line motor and compares it to the spectrum of a known 
healthy motor, to detect eccentricity. On the other hand and 
out of these defects, the open phase fault is much noted in 
induction motors. For example, L. Alberti and N. Bianchi 
[12], proposed a set of experimental tests of a dual three-
phase induction motor. In this paper, different winding 
configurations have been studied and compared in cases of 
both open-circuit and short-circuit faults. Moreover, in 
references [13,14], the authors have dealt with the modeling 
of a three-phase induction motor under open-phase fault 
using the Matlab/Simulink implementation.The aim of our 
research is to develop a thermal model of the 2.2 kW three–
phase squirrel cage induction motor, with an open phase 
fault, to validate the experimental results obtained in paper 
[15]. But, before proposing the heat study, it is important to 
provide and investigate the electromagnetic performance of 
the machine. However, in this paper, an FEM analysis of the 
motor is established to simulate the flux density distribution 
of the induction motor for healthy and faulty operations. 
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II. MAXWELL’S EQUATION 

In order to study the electromagnetic behaviour of the 
induction motor, the FEMM (Finite Element Method 
Magnetics) package software is used, which addresses some 
limited cases of Maxwell’s equations [16]. However, these 
equations describe the relationships between the electric 
field intensity E [V/m], the field intensity H [A/m], the 
electric flux density D [C/m2] and flux density B [T]. 

 

                              t

B
E




−=                                (1) 

                              JH =                                      (2) 

                              = D                                        (3) 

                              0= B                                         (4) 
 
Where J [A/m2] and ρ [C/m3] represent source current 
density and charge density respectively. Moreover, Maxwell 
equations have to be subject to a constitutive relationship 
between B and H for each material. 
 
                            HB =                                             (5) 

 
On the other hand, electric flux density and electric field 
intensity are related to one another via the constitutive 
relationship. 
 
                           ED =                                                  (6) 
 
Where μ [H/m] and ε [F/m] are the permeability and the 
permittivity of the materials. 
 
The flux density is computed by means of the magnetic 
vector potential, A [Tm], which, is written in terms of the 
vector potential, A, as: 
 
                               AB =                                          (7) 
 
Finally, this definition of B always satisfies equation (4). 
Equation (2) can be rewritten for magneto-static problems in 
which the fields are time-invariant, as: 
 

                              ( ) JA
B

=










1

                   (8) 

 
If the magnetic field is time-varying, eddy currents can be 
induced in materials with the presence of electric 
conductivity σ. In this case, other Maxwell equations related 
to the electric field distribution must be accommodated. The 
relation between the electric field intensity E and the current 
density is as follow. 
 

                                       EJ =                                       (9) 

III. INDUCTION MOTOR MODEL 

 
Fig. 1 shows the machine studied in this paper with the 
dimensions and characteristics given in Table I [17]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. 2D simulation model of induction motor 

 
Table I. Dimensions and Motor characteristics 

 
parameters Value 

Stator outer diameter [mm] 145 
Stator inner diameter [mm] 88.5 

Axial Length [mm] 110 
Rotor outer diameter 88 
Air-gap length [mm] 0.25 

Power [kW] 2.2 
Voltage [V]  380 
Current [A] 5.2 
Speed [/min] 1420 

Frequency [Hz] 50 
Insulation Class F 

Connection Delta 
 
 

IV. ELECTROMAGNETIC FIELD ANALYSIS 

To simulate the electromagnetic performance of the 
induction motor with and without defect, a test bench has 
been realized as shown in Figure 2. The aim of this test is to 
display the new stator currents waveforms which are 
recorded by using an oscilloscope of the coils I1, I2 and I3, 
for both healthy and faulty operations under different loads, 
then the currents obtained are introduced in the FEM 
analysis. The experimental test rig is composed of a 2.2 kW 
three phase induction motor. The machine is mechanically 
coupled to a separately excited DC machine for loading 
processes. Moreover, the temperatures are controlled using 
thermocouples. Indeed, the thermal experimental results 
obtained under open phase fault are reported in paper [15]. 
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Figure 2. Motor during the experimental tests. 
 

A.  load of 5.4 Nm 
 
To avoid exceeding the rated values of the motor with an 
open-phase fault, we will gradually increase the load on the 
machine. Initially, we will impose a load of 5.4 Nm. The 
current waveforms of the phases I1, I2 and I3 obtained 
under open-phase fault are shown in Figure 3. However, if a 
balanced induction motor is fed from a balanced three-phase 
power system, peak value of the motor current is 
approximately 2.9 A. On the other hand, the presence of the 
defect creates a remarkable imbalance in the machine. It is 
found that peak stator currents I1, I2 and I3 become 
respectively 2.6 A, 4.7 A and 2.6 A. So, we can note that the 
results obtained from the test are as expected because in our 
motor the windings are coupled in delta configuration and in 
the presence of the open-phase fault, thus we will have two 
coils with equal currents, in parallel with the third coil. The 
insertion of the new instantaneous stator currents into the 
numerical model, gives a new distribution of flux density in 
the induction motor. However, Figures 4 and 5 show the 2D 
FEM of flux density distribution for both healthy and faulty 
operations. In addition, Figure 6 shows the magnetic flux 
density in the air-gap, the stator teeth and the stator yoke 
respectively with and without the open phase fault. 
 

 
 

 
 

 
 

 
 
Figure 3. The currents I1, I2 and I3 waveforms with a load of 5.4 Nm for 
healthy and faulty operating conditions 

 

 
 
Figure 4. Flux density distribution of the motor with a load of 5.4 Nm for 
healthy operation 

 

 
 
Figure 5. Flux density distribution of the motor with a load of 5.4 Nm for 
faulty operation 
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Figure 6.. Flux density distribution with a load of 5.4 Nm under healthy 
and faulty operations, a) stator teeth, b) Air_gap, c) stator yoke 

 
B. load of 9.1 Nm 

In this part, the test undertaken is the same as that of 5.4 
Nm. Indeed, the current waveforms of coils I1, I2 and I3 
obtained with and without the defect, are shown in Figure 
7. However, for healthy operation the peak current 
measured before the apparition of the fault is about 3.2 A. 
On another side the open-phase fault causes current 
imbalance in a similar manner with the above test giving 3.1 
A, 6 A and 3.1 A approximately. Furthermore, the new 
distributions of flux density in the induction motor and of 
magnetic flux density in the air-gap, the stator teeth and the 
stator yoke with and without the open phase fault are shown 
in Figures 8, 9 and 10 respectively. 
 

 

 

 
 
Figure 7. The currents I1, I2 and I3 waveforms with a load of 9.1 Nm for 
healthy and faulty operating conditions 
 

 
 
Figure 8. Flux density distribution of the motor with a load of 9.1 Nm for 
healthy operation    
 

 
 

Figure 9. Flux density distribution of the motor with a load of 9.1 Nm for 
faulty operation. 
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Figure 10. Flux density distribution with a load of 9.1 Nm under healthy and 
faulty operations, a) air gap, b) stator teeth, c) stator yoke 

V. DISCUSSION 

The results obtained in this investigation, present the 
influence of the open-phase fault in induction motor 
behaviour. However, from the tests presented with a load of 
5.4 Nm and 9.1 Nm, the new current waveforms obtained 
indicated that the power input is more significant, which 
consequently causes a redistribution of the rises in the 
temperatures of the motor [15]. In addition, the simulation 
results obtained by FEM indicated that maximum values of 
the motor flux density distribution with a load of 5.4 Nm are 

about 1.807 T and 2.085 T, for healthy and faulty operations 
respectively, therefore increase of 15%. On the other hand, 
the results obtained with a load of 9.1 Nm, indicated that the 
flux density becomes 1.837 T, before the apparition of the 
fault and 2.196 T when one phase is opened. Consequently, 
the increase in flux density distribution is about 19 % on 
this test. Moreover, if we compare the results obtained from 
the test with a load of 9.1 Nm on a test at full load, we note 
an increase by 13 % of the maximum flux density values. 
Since the rated load of the machine is about 15 Nm, it is 
clear that the open-phase fault at full load becomes 
impossible, because the temperatures will exceed the rated 
values of the motor. In addition, the air-gap magnetic flux 
density is a straightforward indicator of the induction motor 
magnetic performance where all the changes are directly 
reflected. Figures 6 and 10 illustrate the comparisons of flux 
density distribution in the air-gap, stator teeth and stator 
yoke for healthy and faulty operations. From the results 
obtained, we find that the flux density waveforms are 
delayed by π/3. Moreover, the maximum flux density 
comparison between healthy and faulty conditions under 
different loads is presented in Table II. 
 

Table II. Flux density comparison [Tesla] 
 

  Air gap teeth Stator yoke 

 Healthy 
operation 

1.35 1.88 1.82 

A load of 
15 Nm 

Faulty 
operation 

- - - 

 Difference % - - - 

 Healthy 
operation 

1.28 1.79 1.73 

A load of 
9.1 Nm 

Faulty 
operation 

1.47 2.13 1.98 

 Difference % 14 18 14 

 Healthy 
operation 

1.46 1.76 1.69 

A load of 
5.4 Nm 

Faulty 
operation 

1.40 2.02 1.83 

 Difference % 11 14 8 

VI. CONCLUSION 

This paper, established a test bench of a delta connected 
induction motor, in order to display the stator current 
waveforms with and without the open-phase fault, then the 
current obtained is introduced into the FEM. However, to 
not exceed the rated values of the induction motor, a test 
bench with a full load has been presented. Then, the 
influence of the open-phase defect on motor behaviour is 
shown, for two load conditions. Indeed, the results show 
that the electromagnetic analysis is capable of providing an 
understanding of failure mechanisms of induction motors 
and also providing a guide to develop monitoring 
technologies for detecting induction motor faults. In 
addition, from the simulation results, we can deduce losses 
to introduce in the thermal model, and the heat study can be 
carried out. 
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Abstract—This paper deals with the influence of magnetic 

finite permeability of iron core on machine’s parameters of a 

surface mounted permanent magnet synchronous machine. 

On the open circuit, two-dimensional field distributions 

produced by permanent magnets synchronous machine 

(PMSM) are obtained in analytical approach forms by 

taking into account the relative permeability value of a 

ferromagnetic rotor and stator core. The analytical solution 

is derived by solving the field governing equations in each 

subdomain and with applying the boundary and interfaces 

conditions. Analytical results are validated by the finite-

element analysis(FEA). 

1. INTRODUCTION 

New features proposed in various systems of 
electromechanical engineering made those electrical 
machines cannot satisfy the increasing requests of 
electrical energy. Many industrial applications require 
high performance electrical drive systems. Among three-
phase ac machines, permanent magnet synchronous 
machines (PMSMs) are very popular. Along the past 
several years, most of works have been based on the 
standard model where the magnetic characteristic is 
described by a linear relation. Numerous researches have 
been carried out in order to investigate the influence of 
the magnetic saturation on permanent magnet 
synchronous machine parameters, such as PM flux-
linkage, armature flux, inductance, back-EMF, cogging 
torque and torque ripples. Electromagnetic vibration and 
noise are one of the problems of the PMSM. It is 
associated with parasitic effects due to higher space and 
time harmonics, eccentricity, phase unbalance, slot 
openings, magnetic saturation, and magnetostrictive 
expansion of the core laminations. Generally, the 
generated electrical torque and EMF of the permanent 
magnet synchronous machine are nonlinear functions. 
Many different methods have been developed for the 
design and analysis of electric machines, but assumptions 
were done in all the cases [1-2]. Magnetic equivalent 
circuit (MEC) and lumped parameter models are one of 
the design methods of PMSM and it is generally used for 
characteristics analysis [3-8]. Generally, accurate 
modeling of electric machines requires the use of 

finiteelement analysis, it is one of the most suitable 
methods for numerically solving magnetic saturation 
problem; however, the disadvantage of this method is the 
associated long computation time especially when 
attempting to get high accuracy results. The analytical 
calculation of the machines which present complex 
geometries is a very difficult task because of its 
inhomogeneous regions leading to a high number of 
boundary conditions. The stator slotting effect should be 
considered accurately to predict the magnetic field 
distribution in the air-gap region of permanent-magnet 
(PM) motors. A high number of regions can increase the 
number of equations to be solved and, consequently, the 
computing times become very long even by using 
powerful software packages. In all circumstances, the 
analytical method is the favorite one for the electrical 
machines design optimization.  

In this research, it is attempted to develop an approach 
to determine the finite permeability effect of iron core on 
the parameters of permanent magnet synchronous 
machine. This approach is based on the analytical method 
by the subdomain method [9-10]. An investigation is done 
in order to represent the finite permeability effect on the 
component of flux density in the middle of airgap. 
Analytical results are validated by finite-element analysis 
(FEA). 

2. ANALYTICAL SOLUTION OF MAGNETIC FIELD IN THE 

DIFFERENT SUBDOMAINS 

In this paper, an analytical solution approach of 
magnetic field distribution based on subdomain method in 
Surface-Mounted PM motors is presented. The 
subdomain method consists in solving directly Maxwell’s 
equations in different subdomains, i.e., air-gap, stator 
slots and magnets by employing the method of variables 
separation. The magnetic field distribution is obtained in 
each region by using boundary and interface conditions. 

Some assumptions are made in the paper to simplify 
the problem as follows:  

1. Permeability of stator/rotor iron is different to 
infinity;   

2. The stator and rotor slots have radial sides; 
3. End effects are negligible;  
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4. Magnet material is nonconductive; 
5. Magnetization is radial; 
6. Demagnetization characteristics of magnet are 

linear. 
 

 
 

Figure 1. Surface-mounted PM machine. 
 

3. CALCULATION OF MAGNETIC VECTOR USING 

SUBDOMAIN METHOD 

The machine is constituted by six regions Fig.1. The 
first one contains the permanent magnets, which results in 
the resolution of Poisson’s equation in polar coordinates. 
The machine will be studied in no-load operating 
conditions. For this, the calculation of the field 
distribution in other regions such as the air-gap, rotor core 
and stator core will be achieved by solving Laplace’s 
equations. 

 

 
 

Figure. 2. Representation of different condition boundary. 
 

The general expressions of the vector potential 
distribution in polar coordinates can be expressed by: 

3.1. Magnetic Field in Region I 

The Poisson’s equation in subdomain region I where 
the relative recoil permeability is equal to 1 is given by: 

𝜕𝜕2𝐴𝐴𝐼𝐼(𝑟𝑟,𝜃𝜃)𝜕𝜕𝑟𝑟2
+

1𝑟𝑟 𝜕𝜕𝐴𝐴𝐼𝐼(𝑟𝑟,𝜃𝜃)𝜕𝜕𝑟𝑟 +
1𝑟𝑟2

𝜕𝜕2𝐴𝐴𝐼𝐼(𝑟𝑟,𝜃𝜃)𝜕𝜕𝜃𝜃2
=

 −𝜇𝜇0𝑟𝑟 �𝑀𝑀𝜃𝜃(𝜃𝜃) − 𝜕𝜕𝑀𝑀𝑟𝑟(𝜃𝜃)𝜕𝜕𝜃𝜃 �   (1)

 𝜇𝜇0  is the permeability of vacuum. The relative 
permeability of permanent magnet 𝜇𝜇𝑟𝑟𝑡𝑡  is equal to unity. 
The radial and circumferential magnetization in region I is 
given according to Fourier series expansion as: 𝑀𝑀𝜃𝜃(𝜃𝜃) = 0                                                                                          (2)

 𝑀𝑀𝑟𝑟(𝜃𝜃) = ��𝑀𝑀𝑟𝑟𝐷𝐷𝑛𝑛𝑐𝑐𝑂𝑂𝐷𝐷(𝑛𝑛𝑝𝑝𝜃𝜃) + 𝑀𝑀𝑟𝑟𝑐𝑐𝑛𝑛𝐷𝐷𝑑𝑑𝑛𝑛(𝑛𝑛𝑝𝑝𝜃𝜃)�𝑛𝑛ℎ
𝑛𝑛=1

                    (3) 

where 𝑀𝑀𝑟𝑟𝐷𝐷𝑛𝑛 = −4𝐵𝐵𝑟𝑟𝜇𝜇𝑛𝑛𝜋𝜋 sin �𝑛𝑛𝜋𝜋
2
� 𝐷𝐷𝑑𝑑𝑛𝑛 �𝑛𝑛𝜋𝜋𝛽𝛽

2
� 𝐷𝐷𝑑𝑑𝑛𝑛 �𝑛𝑛𝜏𝜏

2
�                          (4) 𝑀𝑀𝑟𝑟𝑐𝑐𝑛𝑛 = − 4𝐵𝐵𝑟𝑟𝜇𝜇𝑛𝑛𝜋𝜋 sin �𝑛𝑛𝜋𝜋

2
� 𝐷𝐷𝑑𝑑𝑛𝑛 �𝑛𝑛𝜋𝜋𝛽𝛽

2
� 𝑐𝑐𝑂𝑂𝐷𝐷 �𝑛𝑛𝜏𝜏

2
�                          (5) 

 𝐵𝐵𝑟𝑟𝜇𝜇 , 𝜏𝜏,𝛽𝛽are respectively magnet remanence, the relative 
angular position between the PM and the origin of axis 
and magnet arc to pole pitch ratio. 𝑀𝑀𝑟𝑟𝐷𝐷𝑛𝑛and 𝑀𝑀𝑟𝑟𝑐𝑐𝑛𝑛  are the 
nth element of the radial component 𝑀𝑀𝑟𝑟 of magnet. 
The radial and circumferential flux densities in all regions 
are deduced from the magnetic vector potential by 𝐵𝐵𝑟𝑟(𝑟𝑟,𝜃𝜃) =

1𝑟𝑟 𝜕𝜕𝐴𝐴(𝑟𝑟,𝜃𝜃)𝜕𝜕𝜃𝜃                                                                       (6) 𝐵𝐵𝜃𝜃(𝑟𝑟,𝜃𝜃) = −𝜕𝜕𝐴𝐴(𝑟𝑟,𝜃𝜃)𝜕𝜕𝑟𝑟                                                                      (7) 

3.2. Magnetic Field in the Regions II, III, IV,V and VI 

The machine will be studied in no-load operating 
condition. For this, the calculation of the field distribution 
in other regions such as the air-gap or stator slots will be 
achieved by solving Laplace’s equations: 𝜕𝜕2𝐴𝐴𝐼𝐼𝐼𝐼..𝑉𝑉𝐼𝐼(𝑟𝑟,𝜃𝜃)𝜕𝜕𝑟𝑟2

+
1𝑟𝑟 𝜕𝜕𝐴𝐴𝐼𝐼𝐼𝐼..𝑉𝑉𝐼𝐼(𝑟𝑟,𝜃𝜃)𝜕𝜕𝑟𝑟 +

1𝑟𝑟2

𝜕𝜕2𝐴𝐴𝐼𝐼𝐼𝐼..𝑉𝑉𝐼𝐼(𝑟𝑟,𝜃𝜃)𝜕𝜕𝜃𝜃2
= 0        (8) 

Solving Laplace equation is usually achieved by 
exploiting the principle of Euler-Cauchy and Sturm-
Liouville, while solving Poisson equation is solved by the 
method of Green [11]. The solution of magnetic vector 
potential in the region I can be written as in expression 
(9). 

𝐴𝐴𝐼𝐼(𝑟𝑟,𝜃𝜃) = ��𝐶𝐶3𝑛𝑛𝐼𝐼 𝑟𝑟𝑛𝑛𝑝𝑝 + 𝐶𝐶4𝑛𝑛𝐼𝐼 𝑟𝑟−𝑛𝑛𝑝𝑝 + Γ𝐷𝐷(𝑟𝑟)�𝑛𝑛ℎ
𝑛𝑛=1

𝐷𝐷𝑑𝑑𝑛𝑛(𝑛𝑛𝑝𝑝𝜃𝜃) + 

��𝐶𝐶5𝑛𝑛𝐼𝐼 𝑟𝑟𝑛𝑛𝑝𝑝 + 𝐶𝐶6𝑛𝑛𝐼𝐼 𝑟𝑟−𝑛𝑛𝑝𝑝 + Γ𝑐𝑐(𝑟𝑟)�𝑛𝑛ℎ
𝑛𝑛=1

𝑐𝑐𝑂𝑂𝐷𝐷(𝑛𝑛𝑝𝑝𝜃𝜃)   (9) 

where 

Γ𝐷𝐷(𝑟𝑟) = ⎩⎪⎨
⎪⎧ +

𝑛𝑛𝑝𝑝.𝑀𝑀𝑟𝑟𝐷𝐷𝑛𝑛
(𝑛𝑛𝑝𝑝)2 − 1

+
𝑀𝑀𝑟𝑟𝐷𝐷1

2
𝑟𝑟. 𝑙𝑙𝑛𝑛(𝑟𝑟)

� 𝑑𝑑𝑓𝑓 𝑛𝑛𝑝𝑝 ≠ 1𝑑𝑑𝑓𝑓 𝑛𝑛𝑝𝑝 = 1

                                    (10) 
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Γ𝑐𝑐(𝑟𝑟) = ⎩⎪⎨
⎪⎧ − 𝑛𝑛𝑝𝑝.𝑀𝑀𝑟𝑟𝑐𝑐𝑛𝑛

(𝑛𝑛𝑝𝑝)2 − 1

−𝑀𝑀𝑟𝑟𝑐𝑐1

2
𝑟𝑟. 𝑙𝑙𝑛𝑛(𝑟𝑟)

� 𝑑𝑑𝑓𝑓 𝑛𝑛𝑝𝑝 ≠ 1𝑑𝑑𝑓𝑓 𝑛𝑛𝑝𝑝 = 1

                                    (11) 

The solution of magnetic vector magnetic potential in 
the region II, III, and VI taking into account the 
periodicity condition at 2π/p is given by: 𝐴𝐴𝐼𝐼𝐼𝐼,𝐼𝐼𝐼𝐼𝐼𝐼 ,𝑉𝑉𝐼𝐼(𝑟𝑟,𝜃𝜃) = ��𝐶𝐶3𝑛𝑛𝐼𝐼𝐼𝐼,𝐼𝐼𝐼𝐼𝐼𝐼 ,𝑉𝑉𝐼𝐼𝑟𝑟𝑛𝑛𝑝𝑝 + 𝐶𝐶4𝑛𝑛𝐼𝐼𝐼𝐼,𝐼𝐼𝐼𝐼𝐼𝐼 ,𝑉𝑉𝐼𝐼𝑟𝑟−𝑛𝑛𝑝𝑝 �𝑛𝑛ℎ

𝑛𝑛=1

𝐷𝐷𝑑𝑑𝑛𝑛(𝑛𝑛𝑝𝑝𝜃𝜃) + 

��𝐶𝐶5𝑛𝑛𝐼𝐼𝐼𝐼,𝐼𝐼𝐼𝐼𝐼𝐼 ,𝑉𝑉𝐼𝐼𝑟𝑟𝑛𝑛𝑝𝑝 + 𝐶𝐶6𝑛𝑛𝐼𝐼𝐼𝐼,𝐼𝐼𝐼𝐼𝐼𝐼 ,𝑉𝑉𝐼𝐼𝑟𝑟−𝑛𝑛𝑝𝑝 �𝑛𝑛ℎ
𝑛𝑛=1

𝑐𝑐𝑂𝑂𝐷𝐷(𝑛𝑛𝑝𝑝𝜃𝜃)   (12) 

 
Most studies done on the permanent magnet synchronous 
machine suppose that the permeability of rotor and stator 
iron core is assumed to be equal to infinity The radial flux 
density in the sides of each slot must be equal to zero. Fig. 
2 shows the conditions of the radial flux density in the 
positions 𝜃𝜃 = 𝑡𝑡1𝑑𝑑 ± 𝑤𝑤1/2. In this present work, we are 
going to keep this assumption whatever the value of the 
permeability of iron core. This assumption is justified by 
the distance between two adjacent slots where should be 
acceptable. 
In the region IV and V, the solution of magnetic vector 
potential taking into account the assumption (13) and (15) 
can be written as in expression (14) and (16): 
 𝐵𝐵𝑟𝑟𝑑𝑑𝐼𝐼𝑉𝑉(𝑟𝑟,𝜃𝜃) = �0|𝑡𝑡1𝑑𝑑±𝑤𝑤1/2 (13) 
 𝐴𝐴𝐼𝐼𝑉𝑉(𝑟𝑟,𝜃𝜃) = 𝐶𝐶𝑑𝑑1𝐼𝐼𝑉𝑉 ln(𝑟𝑟) + 𝐶𝐶𝑑𝑑2𝐼𝐼𝑉𝑉 + ��𝐶𝐶𝑑𝑑3𝑛𝑛𝐼𝐼𝑉𝑉 𝑟𝑟𝜇𝜇𝜋𝜋𝑤𝑤1 + 𝐶𝐶𝑑𝑑4𝑛𝑛𝐼𝐼𝑉𝑉 𝑟𝑟−𝜇𝜇𝜋𝜋𝑤𝑤1�𝑛𝑛ℎ
𝑛𝑛=1

𝑐𝑐𝑂𝑂𝐷𝐷 �𝜇𝜇𝜋𝜋𝑤𝑤1
(𝜃𝜃 − 𝑡𝑡1𝑑𝑑 + 𝑤𝑤1/2)�    (14) 

 𝐵𝐵𝑟𝑟𝑑𝑑𝑉𝑉 (𝑟𝑟,𝜃𝜃) = �0|𝑡𝑡2𝑑𝑑±𝑤𝑤2/2 (15)

 
 𝐴𝐴𝑉𝑉(𝑟𝑟,𝜃𝜃) = 𝐶𝐶𝑑𝑑1𝑉𝑉 ln(𝑟𝑟) + 𝐶𝐶𝑑𝑑2𝑉𝑉 + ��𝐶𝐶𝑑𝑑3𝑛𝑛𝑉𝑉 𝑟𝑟𝜇𝜇𝜋𝜋𝑤𝑤2 + 𝐶𝐶𝑑𝑑4𝑛𝑛𝑉𝑉 𝑟𝑟−𝜇𝜇𝜋𝜋𝑤𝑤2�𝑛𝑛ℎ
𝑛𝑛=1

𝑐𝑐𝑂𝑂𝐷𝐷 �𝜇𝜇𝜋𝜋𝑤𝑤2
(𝜃𝜃 − 𝑡𝑡2𝑑𝑑 + 𝑤𝑤2/2)�    (16) 

 
In order to give the final solution of the different 
Equations (9), (12), (14) and (16), the constants 𝐶𝐶𝐼𝐼..𝐼𝐼𝑉𝑉  
should be determined by applying interface conditions 
(these  interface  conditions must  satisfy the  continuity  
of  the  radial  component  of  the  flux  density and  the  
continuity  of  the  circumferential component of the 
magnetic field). Fig. 2 show different boundary 
conditions between the slots regions and teethes region. 
At the radii R0 and R5, the boundary condition showed 
where the vector magnetic potential 𝐴𝐴 ���⃗  is equal to zero. 
 

4. ANALYTICAL RESULTS AND VALIDATION WITH FEA 
 

The main dimensions and parameters of the studied 
machine are given in Table I. 

At no-load, flux lines distribution in the machine for 
different relative permeability value of stator and rotor 
core is given in Fig. 3. The effect of the permeability 
value𝜇𝜇𝑟𝑟𝑓𝑓on the regions having narrow zone is clear. We 
can observe that the flux lines are concentrated in three 
teeth per pole. Fig. 4 and 5 respectively presents the 
distribution of the radial and circumferential flux densities 
in the middle of the air-gap for different relative 
permeability value of stator and rotor iron calculated 
analytically. The results of analytical calculationswere in 
a very good agreement with the results of the finite-
element method [12]. 
It can be seen that the distribution of air gap flux density 
in permanent magnet synchronous machine, with no-load 
condition, has a distorted waveform caused by the finite 
permeability effect on the rotor and stator iron. The RMS 
value is decreased by decreasing the value of permeability 
of iron core. 

Table I. 
Parameters Of Studied Permanent-Magnet Motors 

Parameter Symbol Value and unite 

Max of magnet remanence 𝐵𝐵𝑟𝑟𝜇𝜇  1.28 T 
Magnetic circuit relative 
permeability 

𝜇𝜇𝑟𝑟𝑓𝑓  
Variable 

Number of pole pairs 𝑝𝑝
 

2 

Magnet arc to pole pitch ratio 𝛽𝛽
 

82% 
Magnetization direction - Radial 
Number of stator slots 𝑄𝑄𝐷𝐷 12 

Inner rotor radius 𝑅𝑅0 
30.00 mm 

Outer rotor radius 𝑅𝑅1 57.50 mm 

Outer magnet radius 𝑅𝑅2  64.00 mm 

Stator bore radius 𝑅𝑅3 64.65 mm 

Outer stator slot radius 𝑅𝑅4  84.65 mm 

Outer stator radius 𝑅𝑅5 
110.0 mm 

Rotor magnet thickness 𝐸𝐸𝑡𝑡 06.50 mm 

Air-gap length 𝑒𝑒 00.65 mm 

Slot opening 𝑤𝑤1  12 deg 
Harmonics number 𝑛𝑛ℎ 99 

 

 
 𝜇𝜇𝑟𝑟𝑓𝑓 = 1000 
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 𝜇𝜇𝑟𝑟𝑓𝑓 = 100 

 

Figure. 3. Machine Teeth Saturated. 

.  
 𝜇𝜇𝑟𝑟𝑓𝑓 = 1000 

 

 
 𝜇𝜇𝑟𝑟𝑓𝑓 = 100 

 

Figure. 4. Radial components of flux density in the middle of the airgap 
for 𝛽𝛽 = 81% considering𝜇𝜇𝑟𝑟𝑓𝑓 = 1000 and 𝜇𝜇𝑟𝑟𝑓𝑓 = 100 respectively. 

 

 
 𝜇𝜇𝑟𝑟𝑓𝑓 = 1000 

 

 
 𝜇𝜇𝑟𝑟𝑓𝑓 = 100 

 

Figure. 5. Circumferential components of flux density in the middle of 
the airgap for 𝛽𝛽 = 81% considering𝜇𝜇𝑟𝑟𝑓𝑓 = 1000 and 𝜇𝜇𝑟𝑟𝑓𝑓 = 100 

respectively. 
 
In this paper, we will focus our analysis only on the flux 
density in the middle of air-gap. Fig. 5 compares the finite 
element analysis and analytically predicted air-gap radial 
flux density distributions considering the permeability 
value of stator and rotor iron core. A good agreement is 
achieved. The accuracy in FEA depends on the mesh 
generation. A relatively dense mesh is chosen, such that a 
sufficiently accurate FEA solution is obtained. The 
accuracy in the analytical method depends on the number 
of harmonics. To reduce the computation time, analytical 
calculation of magnetic field can be done for one pole 
pair, the numbers of harmonics is chosen to be equal to 99 
and that to get good results and avoid solution to diverge. 
Finite element analysis which uses a meshed geometry 
has a limited accuracy related to the density of the mesh. 
The computational time requirements for magnetic field 
calculation with subdomain model and FEA are shown in 
Table II. 

Table II 

Computational Time Comparison Between Subdomain Model and FEA 

Subdomain model (s) FEA (s) 
Mesh (nodes, 

elements) 

1.5s 
31s 67415, 134565 

54s 136087, 271909 

 
Figure 7 shown the influence of permeability value of iron 
core on the RMS radial flux density in the middle of the 
airgap calculated by analytical method. Figures 8 and 9 
show the RMS-error between the analytical and finite 
element analysis. A large RMS-error in order to 1% can 
be observed if the slot opening exceeds 2/3 of the tooth 
pitch. The same remark can be observed if the 
permeability value of iron core is too small𝜇𝜇𝑟𝑟𝑓𝑓 < 30 . 
The main challenge of RMS-errors value is returned to 
the approach which is based on the assumption cited in 
the expression (13) and (15). 
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 𝜇𝜇𝑟𝑟𝑓𝑓 = 1000 
 

 
 𝜇𝜇𝑟𝑟𝑓𝑓 = 100 
 

Figure. 6. Harmonic  spectrum  analysis  for  radial components of flux 
density in the middle of the airgap considering 𝜇𝜇𝑟𝑟𝑓𝑓 = 1000 and 𝜇𝜇𝑟𝑟𝑓𝑓 = 100 respectively. 

 𝑅𝑅𝑀𝑀𝑆𝑆𝑒𝑒𝑟𝑟𝑟𝑟𝑂𝑂𝑟𝑟 = �𝐵𝐵𝑟𝑟_𝑒𝑒𝑓𝑓𝑓𝑓𝐴𝐴𝑛𝑛𝑡𝑡 − 𝐵𝐵𝑟𝑟_𝑒𝑒𝑓𝑓𝑓𝑓𝐹𝐹𝐸𝐸𝐴𝐴𝐵𝐵𝑟𝑟_𝑒𝑒𝑓𝑓𝑓𝑓𝐴𝐴𝑛𝑛𝑡𝑡 �100%                                                        (17) 

where 𝐵𝐵𝑟𝑟_𝑒𝑒𝑓𝑓𝑓𝑓𝐴𝐴𝑛𝑛𝑡𝑡 2

=
1

2𝑟𝑟2
�𝑛𝑛𝑝𝑝2(𝐶𝐶3𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝑟𝑟𝑛𝑛𝑝𝑝 + 𝐶𝐶4𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝑟𝑟−𝑛𝑛𝑝𝑝 )2

𝑛𝑛ℎ
𝑛𝑛=1

 

+
1

2𝑟𝑟2
�𝑛𝑛𝑝𝑝2(𝐶𝐶5𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝑟𝑟𝑛𝑛𝑝𝑝 + 𝐶𝐶6𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼𝑟𝑟−𝑛𝑛𝑝𝑝 )2

𝑛𝑛ℎ
𝑛𝑛=1

   (18) 

 

 
Figure. 7. Influence of permeability value of iron core on the RMS radial 
flux density in the middle of the airgap calculated by analytical method. 
 

 
 

Figure. 8. Influence of slot opening on the RMS-error of radial 
components of flux density in the middle of the airgap. 

 

 
Figure. 9. Influence of permeability value of iron core on the RMS-error 

of radial components of flux density in the middle of the airgap. 
 

5. CONCLUSION  
Many of analytic technique are required for characteristic 
analysis of PMSM. In this paper, a new approach based 
on the analytical method has been presented to calculate 
the effect of permeability value of stator and rotor core on 
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the component of flux density on the airgap of PMSM 
taken into account the stator   slotting   effect.  It   is based 
on polar coordinate 2-D analysis, and involves the 
solution of Laplace’s and Poisson’s equation in the 
different regions by using the Fourier’s series and the 
method of separating variables. One of the largest 
advantages of the discussed approach is its ability to 
account for the finite permeability and dimensions of 
magnetic core. This new approach takes significantly less 
computing time than the FEA; it is eminently suitable for 
design and optimization of PMSM. The use of B(H) curve 
can be used by means of an iterative algorithm. These 
curves are usually found by finite element analysis FEA 
or experimentally. The analytical results obtained have 
giving good results compared with finite element analysis. 
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Abstract— Basic concepts of six-phase ac motor drives have 

been in existence for a number of years and were considered 

extensively in the eighties for safety-critical and/or high power 

applications. There has been an upsurge in the interest in these 

drives in recent times, initiated by various application areas, 

such as ‘more-electric’ aircraft, electric ship propulsion and 

EV/HVs. In our study, an ac drive with dual stator windings 

fed by dual six step converters is proposed. Two sets of 

electrically isolated windings are placed in the stator slots, and 

one set is shifted from the other by 30° in space. Two 

converters are used to fed the dual windings, and the phase 

voltages from the two converters are also shifted 30° from each 

other in time.  

Based on finite element models, this paper studies the 

influence of the stator winding fault on the DSIM behavior 

under various conditions and severity. The comparison of the 

results obtained by simulation tests allowed verifying the 

precision of the proposed FEM model. The presented fault 

model is used to study of the DSIM under fault conditions and 

seems to be well adapted for DSIM health monitoring and 

short-circuit fault diagnosis. 

Index Terms— dual-stator induction machine, finite 

elements  method, winding opened-circuit fault. 

I. INTRODUCTION 

Three-phase induction machines are today a standard for 

industrial electrical drives. Cost, reliability, robustness, and 

maintenance-free operation are among the reasons these 

machines are replacing dc drive systems. The development 

of power electronics and signal processing systems has 

eliminated one of the greatest disadvantages of such ac 

systems, that is, the issue of control. With modern 

techniques of field-oriented vector control, the task of 

variable-speed control of induction machines is no longer a 

disadvantage. 

The need to increase system performance, particularly 

when facing limits on the power ratings of power supplies 

and semiconductors, motivates the use of phase number 

other than three, and encourages new pulse width 

modulation (PWM) techniques, new machine design 

criteria, and the use of harmonic current and flux 

components. 

In a multiphase system, here assumed to be a system that 

comprises more than the conventional three phases, the 

machine output power can be divided into two or more 

solid-state inverters that could each be kept within 

prescribed power limits. Also, having additional phases to 

control means additional degrees of freedom available for 

further improvements in the drive system. 

With split-phase induction machines, and appropriate 

drive system, the sixth harmonic torque pulsation, typical in 

a six-step three-phase drive, can be eliminated [1], [2]. Also, 

air-gap flux created by fifth and seventh harmonic currents 

in a high-power six-step converter-fed system is 

dramatically reduced with the penalty of increased converter 

harmonic currents [3]. 

A particular case of split-phase or dual-stator machine, the 

six-phase machine can be built by splitting a three-phase 

winding into two groups. Usually these three-phase groups 

are displaced by 30 electrical degrees from each other. This 

arrangement composes an asymmetrical six-phase machine 

since the angular distance between adjacent phases is not all 

the same . The analysis of an induction machine for multiple 

phases and arbitrary displacement between them is 

presented in where the six-phase induction machine is used 

as an example and an equivalent circuit has been derived. 

The model for a six-phase machine was developed in [4]. 

Reliability is one of the advantages in using six-phase 

systems. In the case of failure of one of the phases, either in 

the machine or in the power converter, the system can still 

operate at a lower power rating since each three-phase group 

can be made independent from each other. In the case of 

losing one phase, the six-phase machine can continue to be 

operated as a five-phase machine as described in [5]. 

 

Inter turn fault cause a large circulating fault current in the 

shorted turn, leading to localized thermal overloading. This 

one can cause open-circuit failures (melting of conductors), 

short circuit faults (insulation damage) in the electrical 

circuit, and electrical fire. 

In this paper, the transient analysis was done using 2D 

finite element electromagnetic field analysis. The designed 

metric dimension is modeled in the FE using Ansys-

Maxwell 19. 

In this context, FEM can be successfully used, because it 

takes into account the non-linearity of the magnetic material 

being suitable for a detailed study of the DSIM behavior 

with faults, and in this case of the broken rotor bar fault 

type. 
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   Command files     Calculation 

The use of simulation tools helps the researchers to 

emphasis the effects caused by faults in an electrical 

machine and to develop efficient fault detection methods. 

Using FEM analysis, the changes in electric, magnetic and 

mechanic behavior of the machine due to any fault can be 

easily observed without the need of opening the machine, or 

experimenting in laboratories. The main idea is to 

understand the electric, magnetic and mechanical behavior 

of the machine in its healthy state and under fault 

conditions. 

 

   

Fig. 1.  Windings of the Double-star induction machine (DSIM). 

II. MOTOR DESIGN 

Standard squirrel cage induction motors, rated at 4 kW, 

was used to investigate the new drive configurations. the 

motor was wound in a 2-pole concentric arrangement with 

four slots per-phase per-pole in a twenty-four slot stator.  

One can build electric machines using Maxwell in 

different ways. However, the process is simplified by letting 

the RMxprt do the most of the job. RMxprt is a machine 

model whereby a software user can insert machine design 

parameters and related information. In the process of 

imputing the design data in the RMxprt, a user has to 

specify the dimensions of the stator and rotor of the machine 

and related parameters such as machine type, number of 

poles of the machine and control type. 

Furthermore, a user has to specify the rated parameters 

such as speed and voltage. A user has also to specify other 

parameters such as winding, slot, wire, conductors, 

insulation and some other related parameters [6]. 

 

III. DIGITAL TEST PLATFORM STRUCTURE 

2D FEM field calculations are performed using Maxwell 

2D. This program is suitable for this kind of applications. It 

offers a lot of useful features like especially partial 

automatic mesh generation, sliding air gap band for 

calculations in rotation, or external coupled circuits. Due to 

the fact that a 2D FEM calculation is used, it is necessary to 

take into account the end-winding leakages through an 

adequate definition of the external coupled circuits, as 

defined in Figure 4. The mesh generation in Figure 4 is also 

a cardinal point of the whole procedure; it has to be 

carefully performed.  The post-processing stage contains the 

analysis of the FEM calculations results; it leads to the 

characteristic quantities and to the equivalent circuits of the 

machine. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2.  Pre-processing steps. 

IV. FIELD CALCULATION 

In the following, the results concerning two kinds of six-

phase asynchronous machines are presented, it depend of the 

angle between winding. The rated values of these machines 

are summarized in Table I.  

 
       Fig. 3.   Motor cross section. 

 

TABLE I 

MACHINES CHARACTERISTICS 

Rated power Sn (kVA) 4.54 

Rated voltage Un (V) 380 

Power factor cosφ 0.88 

Pole number 2 

Rated frequency fn (Hz) 50 

phase number 6 

Stator slot number 24 

rotor slots number 20 
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.  
Fig. 4.  Finite-element mesh. 

 

Finite-element analysis is conducted in the six-phase 

machine to calculate the air gap flux distribution and to 

demonstrate the influence of different harmonics like 

harmonic 5, 7, 11 and 13; other harmonics are not studied 

because, for symmetrical structure and balanced feeding, 

they don’t exist. 

An asymmetric six-phase induction motor was designed 

using a conventional three-phase motor as baseline. The new 

winding distribution accommodates in the same frame size 

as the baseline three-phase motor. For the baseline machine, 

from the nameplate and geometrical data, the air-gap flux is 

calculated. The stator phase voltage of the machine is 

calculated as  

 

                   
ps1esf NkV Φω=                                    (1) 

Where  

                  
1g

sis
p B

P

lD2
=Φ                                     (2) 

 

Where Dis is the stator inner diameter, ls the stator length, 

P the number of poles, and Bg1 the peak fundamental air-

gap flux.  

 
Fig. 5.   Coupled circuits  

 

One of the most common faults in the electrical motors is 

the opened phase circuit in the one of stator coils. The fault 

is mostly caused by mechanical stress, moisture and partial 

discharge, which is accelerated for electrical machines 

supplied by inverters. 

Most of dynamic fault models, presented in different 

works, are based on healthy machine circuit model with an 

additional fault circuit. However, when a fault occurs the 

current and flux density distribution is more or less modified 

as a function of fault severity. Therefore, it is necessary to 

verify these dynamic models precision. The behavior study 

of electrical machines in steady state, transient and fault 

conditions require accurate knowledge of the equivalent 

circuit parameters. Some authors have validated their 

proposed model experimentally by measuring the machine 

external variables (stator voltages and currents) [6]. 

However, experimental tests for parameter identification can 

be replaced by digital simulation using finite element 

method (FEM). 

The validated finite element model is used to simulate the 

DSIM with stator opened phase fault. In this paper, Co-

simulation of DSIM fed by the full wave inverter with 

different degrees of stator fault circuit using Ansoft 

Maxwell and Simplorer. 

In order to analyse the characteristic on stator faults, 

different levels of this fault are tested in which one and two 

opened phase of the stator windings are investigated. 

Simulation results for healthy and faulty machine are given 

in Fig. 6, 7 and 8. 
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IV SIMULATION RESULTS 

 

A. Healthy machine 

 

 

 

 

 
 

Fig. 6. Results obtained by Simplorer for healthy machine (a) phases   

Induced voltage (b) electromagnetic torque (c) phases current (d) power 
 

B. Faulty machine: Opening of a single phase 

 

 

 

 
 

 

 
 

 

 

 
Fig. 7. Results obtained by Simplorer for healthy machine (a) phases   

Induced voltage (b) electromagnetic torque (c) phases current (d) power 
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C. Faulty machine: Opening of two non-adjacent 

phases 
 

 

 

 
 

 

 
Fig. 8. Results obtained by Simplorer for faulty machine (a) phases   

Induced voltage (b) electromagnetic torque (c) phases current (d) power 

 

V. CONCLUSION 

When for any reason the operation is impaired at the 

machine or its power supply, the operation of the system is 

no longer satisfactory. This mode of operation is known as 

"degraded mode" or "faulty mode" which is only an 

exceptional operation where one or more elements of the 

drive system are malfunctioning. 

This mode can occur at the machine during its natural 

operation either by opening or a short circuit at a phase or 

several phases, it allows us to study and monitor the 

evolution of different currents, the couple electromagnetic 

and speed of the machine. 

In what we have limited our study in the cases of the 

following defects: 

• Opening of a single phase. 

• Opening of two phases of the same star. 

• Opening of two adjacent phases. 

• Opening of two non-adjacent phases. 

• Elimination of a complete star. 

 

In this work, a dynamic model coupling 2D finite element 

method in Maxwell and equivalent circuit simulation in 

Simplorer is proposed to compute the performances of an 

DSIM fed by inverter. The nonlinear magnetization 

characteristics have been considered and calculated by FEM. 

The circuits of the inverter are built by using the circuit 

components in Simplorer. The magnetic fields, the winding 

characteristics and the torque of the DSIM are presented. 

All results of different simulation are compared for 

revealing the effect of faulty mode. 
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Abstract—In this paper, a strategy for controlling the 

DC bus voltage is proposed for wind energy conversion 

systems. The architecture study consists of a dual star 

permanent magnet synchronous generator (2S-PMSG) 

combined to a PWM rectifier. The study concerns the 

direct power control (DPC) method, which allows the 

adjustment of active and reactive power. The purpose of 

this study is to obtain bidirectional power flow, reduce 

harmonic distortions in the line current and regulate 

the input power factor to unity. The simulation results 

under Matlab/ Simulink/ SimPowerSystems have been 

obtained, which show the efficiency of the DPC control. 

 

Keywords-2S-PMSG, PWM rectifier, Wind turbine, 

Direct Power Control. 

I. INTRODUCTION 

   Multiphase machines continue to receive an 
increasing interest both in research and industrial 
fields aimed to renewable energy applications, such 
as ship propulsion, and wind parks [1]. Some papers 
propose multiphase PMSG as useful solution in wind 
applications [2-3]. Multiple stars arrangement, as the 
2S-PMSG [4-5], are relatively new in this field, 
which have been attracting much attention in recent 
years since they could be convenient to achieve lower 
torque pulsation, a good choice of the angle of phase 
shift between the two stars of the stator, in this case 
an electric angle of 30 degrees, reduces these 
pulsations even more [6-7], Also their uses is 
interesting  in the case of fault tolerance [8-9]. It 
exists different control techniques based on the 

PMSG, such as ordering by the field guides (FPC), 
and direct torque control (DTC). In this paper the 
operating principle of the direct power control (DPC) 
is presented. The latter is based on the error between 
the active and reactive powers estimates and 
references [10], and the power limitation for high 
wind speed values is achieved by varying the blade 
angle (Pitch control) which corresponds to decreasing 
power coefficient [11]. The active and reactive 
powers is used as the pulse width modulated (PWM). 
The advantage of the direct control of power is that it 
doesn't need the internal regulation loops or blocks 
current PWM modulation. Indeed, the converter 
switching states are selected from a switching table.  

II. MODELING OF DIFFERENT PARTS OF 

THE SYSTEM 

A. Wind turbine modeling 

   The aerodynamic power converted by the wind 
turbine is depending on the power coefficient𝐶𝑝 , 
such as: 𝑃𝑚 = 12 𝜌 𝐶𝑝(𝜆, β) 𝜋 𝑅2𝑉𝑊3                             (1) 

Where: 𝜌: The density of air ( 𝜌 = 1.225 kg / m3), R: 
The blade length, and 𝑉𝑊: The wind speed. 

   The power coefficient is depending on the pitch 
angle β and the tip speed ratio λ given by: 
 𝜆 =  𝑅 𝛺𝑉𝑊                              (2) 
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Where 𝛺 : The rotational speed of the wind turbine 
and generator.  

The power coefficient is given by the expression 
[12]: 
  𝐶𝑝(𝜆, β) =  0.5(116 1𝛿 − 0.4𝛽 − 5)𝑒−211𝛿      (3) 

 
With:          

1𝛿 = 1𝜆+0.08𝛽 − 0.0351+𝛽3 

 
B. Modeling of the 2S-PMSG 

   The equations of the DS-PMSG are written in the 
natural base. The expression of stator voltages is 
given by the following relationship: 

[Vs1] = [Rs1]. [is1] + 
𝑑 [∅𝑠1]𝑑𝑡                    (4) 

[Vs2] = [Rs2]. [is2] + 
𝑑 [∅𝑠2]𝑑𝑡                  (5) 

Where: 

[is1] = [ia1   ib1     ic1 ]T ; [is2] = [ia2   ib2     ic2 ]T 

[Rs1] = diag[Ra1 Rb1 Rc1] ; [Rs2] = diag[Ra2 Rb2 Rc2] 

[ϕs1] = [ϕas1   ϕbs1     ϕcs1 ]T; [ϕs2] = [ϕas2   ϕbs2     ϕcs2 ]T 

The expression of magnetic flux is given by: 

[[∅𝑠1][∅𝑠2]] =  [[𝑀1,1] [𝑀1,2][𝑀2,1] [𝑀2,2]].[[𝑖𝑠1][𝑖𝑠2]]+ 𝛹.[[𝐸𝑠1][𝐸𝑠2]]   (6) 

[𝑀1,1] = [   
 (𝑙𝑓𝑠 + 𝑀𝑠) 𝑀𝑠 . cos(2.𝜋3 ) 𝑀𝑠 . cos(− 2.𝜋3 )𝑀𝑠 . cos(− 2.𝜋3 ) (𝑙𝑓𝑠 + 𝑀𝑠) 𝑀𝑠 . cos(2.𝜋3 )𝑀𝑠. cos(2.𝜋3 ) 𝑀𝑠 . cos(− 2.𝜋3 ) (𝑙𝑓𝑠 + 𝑀𝑠) ]   

 
(7) 

[𝑀1,2] = [   
 𝑀𝑠 . cos(𝛼) 𝑀𝑠 . cos(𝛼 + 2.𝜋3 ) 𝑀𝑠 . cos(𝛼 − 2.𝜋3 )𝑀𝑠 . cos(𝛼 − 2.𝜋3 ) 𝑀𝑠 . cos(𝛼) 𝑀𝑠 . cos(𝛼 + 2.𝜋3 )𝑀𝑠 . cos(𝛼 + 2.𝜋3 ) 𝑀𝑠 . cos(𝛼 − 2.𝜋3 ) 𝑀𝑠. cos(𝛼) ]   

 
(8) 

With: [𝑀2,2] = [𝑀1,1]  ;  [𝑀2,1] = [𝑀1,2]T 

Where: Ψ: The flux of permanent magnets, 𝑀𝑠: The 
mutual inductance and 𝑙𝑓𝑠: The leakage inductance. 

[𝐸𝑠1] = [ cos(𝑃𝜃)cos(𝑃𝜃 − 2.𝜋3 )cos(𝑃𝜃 + 2.𝜋3 )]  ; [𝐸𝑠2] = [ cos(𝑃𝜃 − 𝛼)cos(𝑃𝜃 − 2.𝜋3 − 𝛼)cos(𝑃𝜃 + 2.𝜋3 − 𝛼)] 

Where: P: The number of pole pairs, 𝜃 : The mechanical 
angle. 

The electrical equations of the PMSG in the natural 
base, are written in matrix form: [[𝑉𝑎𝑏𝑐,𝑠1][𝑉𝑎𝑏𝑐,𝑠2]] = [[𝑅𝑠1] 00 [𝑅𝑠2]].[[𝐼𝑠1][𝐼𝑠2]] +

              [[𝑀1,1] [𝑀1,2][𝑀2,1] [𝑀2,2]].[ 𝑑𝑑𝑡 [𝐼𝑠1]𝑑𝑑𝑡 [𝐼𝑠2]] + 𝛹.[ 𝑑𝑑𝑡 [𝐸𝑠1]𝑑𝑑𝑡 [𝐸𝑠2]]         

(9) 
 

III. METHOD OF DIRECT POWER 

CONTROL 

The principle of DPC for one star is illustrated in 
(Fig 1). 

 

 

 

 

Fig 1. Diagram of the DPC command 

 

S
q
 

S
c1
 

S
b1

 

S
a1
 

Qmes 

Qref= 0 
Pmes/2 

Pref 

Vdc 

 

 

 

 

Sp 

Vabc1 

Vref 

Z 
abc 

αβ 

Switching 
table 

PI 

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 82

E
E
IC
'1
9



   DPC is a control strategy based on 
instantaneous active and reactive powers 
control loops. In this method there are no 
current control loops and PWM modulator 
block, because the switching states of the 
converter are selected by a switch table based 
on instantaneous errors between the 
commanded value and the estimated value of 
active and reactive powers. 

 
IV. DIRECT POWER CONTROL OF 2S-

PMSG 

   The overall system studied consists of a dual 
star permanent magnets synchronous generator 
which is considered as two three-phase machines 
sharing the same rotor, and an equivalent load 
brought back from the continuous side. The 
control is restricted to that of the output voltage 
of the DC bus using a PI (Proportional Integral) 

controller, the reference active power is 
calculated from the output of the DC bus voltage 
regulator and the reference of the reactive power 
is set zero to ensure a unit power factor. The 
voltage reference (Vdc-ref )is calculated with the 
following equation: 𝑉𝑑𝑐−𝑟é𝑓 = √𝑃𝑚 𝑉𝑑𝑐2𝑃𝑛                        (10) 

Where: 𝑃𝑛:The nominal power. 

The studied system is represented in (Fig 2). 

 

 

 

 

 

 

Fig 2.  Diagram of the wind turbine principle with DPC control 
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A. CALCULATIONS OF THE 
INSTANTANEOUS POWERS 

 
   The instantaneous power theory is used to 
calculate the instantaneous values of active and 
reactive powers. The instantaneous values of the 
three-phase voltages and currents for star one are 
respectively: Va1, Vb1, Vc1et ia1, ib1, ic1.The active 
and reactive powers are given by the following 
equations: 
 𝑷𝟏 = 𝑹𝒆{𝑽. 𝒊 ∗} =  𝑽𝒂𝟏𝒊𝒂𝟏 + 𝑽𝒃𝟏𝒊𝒃𝟏 + 𝑽𝒄𝟏𝒊𝒄𝟏     
(11) 

 𝑸𝟏 = 𝑰𝒎{𝑬. (𝒊 ∗)} = 𝟏√𝟑 (𝑽𝒃𝟏𝒄𝟏𝒊𝒂𝟏 + 𝑽𝒄𝟏𝒂𝟏𝒊𝒃𝟏 +𝑽𝒂𝟏𝒃𝟏𝒊𝒄𝟏)                                                          (12) 

Where: 

P1 and Q1 are instant active and reactive powers 
respectively for the first star. 
V: voltage vector. 
i: current vector and the symbol (*) denotes the 
conjugate. 
 
   This method works in (αβ) coordinates. Thus, the 
instantaneous powers are calculated as follows: 
 𝑷𝟏 = 𝑽𝜶𝒊𝜶 + 𝑽𝜷𝒊𝜷                     (13) 
 𝑸𝟏 = 𝑽𝜷𝒊𝜶 − 𝑽𝜶𝒊𝜷                      (14) 

 
   Another factor intervenes in the calculation of 
instantaneous power, which is the flux. Thus, the 
integration of the voltage of the generator 
generates a flux vector in the coordinates (αβ). Vα 
and Vβ are the transforms in the reference (αβ) of 
the voltages V𝑎1, V𝑏1, V𝑐1, such that: 
 [𝑉α𝑉β] = 23 [1 −12 −120 −√32 √32 ] [𝑉𝑎1𝑉𝑏1𝑉𝑐1]             (15) 

 

V. SIMULATION RESULTS 

   The simulations were performed using 
Matlab/Simulink/SimPowerSystems software. 
  

 

 

Fig 3. Wind speed 

 
Fig 4. Power (load, electromagnetic, mechanical) 

 

Fig 5. Pitch angle 

 
Fig 6. Voltage and current phase 
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Fig 7. Zoom voltage and current phase 

 

Fig 8. Power coefficient 

Fig 9. Tip speed ratio 

 

Fig 10. Active, reactive powers 

 
Fig 11. DC bus voltage and its reference 

 

Fig 12. Generator speed 

   Figure 3 represents the wind speed and figure 4 is 
power of load, mechanical and electromagnetic 
power, the load power is given by the equation:𝑃𝑑𝑐 =𝑉𝑑𝑐2𝑅𝑟 . We note that the powers vary according to the 

variation of the wind speed, and the power reaches its 
maximum of 1 (MW) which is the nominal power of 
the machine and the limitation of the power for the 
values of high wind speed is obtained by varying the 
blade angle (Pitch control) (Fig 5).The voltage and 
current phase are illustrated in figure 6 whose the 
current vary with the variation of the wind, and which 
is in phase with the phase voltage (Fig 7). Figures 8 
and Fig 9 shows respectively the power coefficient 
and the trip speed ratio. The active and reactive 
powers are presented in figure 10, where we can see 
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voltage of dc bus, the voltage follows its reference 
which shows the performance of the DPC. Figure 12 
is the generator speed who reaches its maximum at 
nominal power. 

 

 

5.005 5.01 5.015 5.02 5.025
-1500

-1000

-500

0

500

1000

1500

2000

Time (s)

 v
a1

 (
V

),
 ia

1 
(A

)

 

 
va 1 ia 1

0 10 20 30 40 50 60
0

0.1

0.2

0.3

0.4

0.5

Time (s)

C
p

0 10 20 30 40 50 60
0

2

4

6

8

10

Time (s)

L
am

bd
a

0 10 20 30 40 50 60

0

0.5

1

Time (s)

A
ct

iv
e,

 r
ea

ct
iv

e 
po

w
er

s 
 (

M
W

)

 

 
Active power Reactive power

0 10 20 30 40 50 60
0

200

400

600

800

1000

1200

1400

Time (s)

( 
V

dc
, V

dc
-r

ef
 )

  (
V

)

 

 

Vdc Vdc-ref

0 10 20 30 40 50 60
0

10

20

30

40

50

Time (s)

G
en

er
at

or
 s

pe
ed

 (
ra

d/
s)

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 85

E
E
IC
'1
9



PARAMETERS OF THE MACHINE 

TABLE I. Machine parameters 

Nominal speed N (tr/min) 400 

Nominal power Pnom (MW) 1 

Number of pole 
pairs 

p 11 

Offset angle α (degree) 30 

Resistance of a 
phase 

Rs (m ohm) 0.63060 

Leakage inductance Lf  (𝜇H) 30.918 

Mutual inductance Ms (μH) 22.848 

DC bus voltage Vdc (V) 1100 

Capacitor C1=C2 (mF) 2.2 

Maximum flow Ψmax (Wb) 0.3244 

Load Rr (Ω) 1.21 

VI.     CONCLUSION 

   In this article, we presented a control strategy for a 
DS-PMSG connected to a PWM rectifier. It concerns 
the use of direct power control based on the PI 
controller. The two hysteresis controllers that allow 
adjustment of active and reactive powers. This DPC 
control technique has a variable switching frequency.   
The results of the simulation obtained showed that 
the DPC technique improves the performance of the 
system. These affect the performance of the system 
response to DC bus voltage, power factor correction, 
sinusoidal current, and improved machine 
performance. 
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Abstract—A.M.B. (Arc Model Blockset) program was a 

MATLAB/Simulink Power Systems Blockset extension that 

contains several black box arc models.  It has been developed 

by Delft University of Technology at 2001 in order to make 

arc-circuit interaction studies during the interruption process 

of high-voltage circuit breakers.  At present, this useful tool 

only works in MATLAB 6 and cannot be activated in recent 

versions of MATLAB due to important changes in 

MATLAB/Simulink Power Systems libraries.  To update the 

A.M.B. program we have re-created it again in 

MATLAB/Simulink Power Systems, by using a method 

simpler than that used in the old A.M.B. program. We have 

also ameliorate the menu of the program, the result is a flexible 

tool, easier to use than the old A.M.B. program. In this paper, 

the different conception phases of the new A.M.B. program are 

described and then followed by an example of numerical 

computations by using the modified Mayr arc model.  

I. INTRODUCTION  

High voltage circuit breakers play an important role in 
transmission and distribution systems. In the closed 
position, the circuit breaker conducts the current with 
negligible voltage drop across its contacts. When a fault 
occurs and contacts are being separated, the current flows 
through the arc channel that has been formed by the plasma 
between the breaker contacts, it is the arc current. Because 
of arc channel resistance, a voltage drop is produced, it is 
the arc voltage. A very small current called post-arc current 
continues to flow in the first few microseconds after the arc 
current has been interrupted and the transient recovery 
voltage (T.R.V.) builds up, because after the extinction of the 
arc, the steel hot gas does not change to a cold gas 
instantaneously [1].  

Black box arc models are mathematical descriptions of 
the arc conductance very nonlinear behavior in the high 
voltage circuit breaker during the interruption process; they 
are used to study arc-circuit interaction.  

MATLAB is a well-known and popular program; it 
contains several ODE solvers with both fixed and variable 
step size. With the introduction of the Simulink Power 

Systems Blockset, the MATLAB program becomes a 
suitable tool for the electrical transient’s computations [2]. 
A.M.B. program was a MATLAB/Simulink/Power System 
Blockset extension, developed in order to make arc-circuit 
interaction studies during the interruption process of high-
voltage circuit breakers [3]. It contained the black box arc 
models of Cassie, Mayr, modified Mayr, Habedank, KEMA, 
Schavemaker and Schwarz [4]. At present, the A.M.B. 
program does not work in recent versions of MATLAB 
because of important changes in MATLAB/Simulink Power 
Systems libraries. The objective of this work is to update 
and improve this program.  The paper is organized as 
follows: Section II lists the arc models incorporated in the 
A.M.B. program. Section III gives some changes in recent 
versions of MATLAB compared to the old versions. 
Sections IV presents the conception phases of the new 
A.M.B. program.  Section V presents an example of 
numerical computations. Finally, Section VI presents the 
advantages of the new A.M.B. program compared with the 
old one. Finally, section VII presents the conclusion. 

II. BLACK BOX ARC MODELS       

Basic descriptions of the arc conductance behaviour 
were first given by Cassie arc model and Mayr arc model 
[5], after that, a great number of modifications of these arc 
models have been proposed. In this section are presented the 
most used black box arc models. 

A. Cassie arc model  

Cassie arc model is described by the equation: 

                         







 −= 11.1

2
0

2

U
u

dt
dg

g 
                                 

(1) 

u arc voltage  
g arc  conductance 
τ arc time constant 
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U0 constant arc voltage. 

This arc model is valid in the high currents area; and has 
two constant parameters to be determined τ and U0. 

B. Mayr arc model  

Mayr Arc Model is described by the following equation: 

                       







 −= 1

1
.

1

P

ui

dt

dg

g 
                         

(2) 

 
i arc current 
P cooling power considered constant     
 
This arc model is valid in the low currents area and has two 
constant parameters to be determined τ and P. 

C. Modified Mayr arc model  

Modified Mayr Arc Model is a Mayr-type arc model, 
which considers the parameter τ constant and the cooling 
power function of the arc current: )( 00 iUPpP +=  

This arc model is described by the following equation [6]:  











−

+
= 1

)(

1
.

1

00 iUPp

ui

dt

dg

g 
                         

(3) 

P0       cooling power constant 
p fill pressure of the circuit breaker. 

The free parameters of this arc model are  , P0,  and U0   

D. Schwarz arc model  

Schwarz arc model [7] is a Mayr-type arc model, with 
the time constant τ and the cooling power P are function of 
the arc conductance:   

 g
0

=   gPP
0

=  

 
The following equation describes the arc model: 
















−== 1

1ln1

00

 gP

ui

gdt

gd

dt

dg

g
                   (4) 

τ0 time constant

 
P0       cooling power constant 
 parameter that influences the conductance 

dependency of τ 
 parameter that influences the conductance 

dependency of P 
 

E. Schavemaker arc model  

Schavemaker arc model [8] is a Mayr-type arc model, 
which considers the parameter   constant and the cooling 
power function of the electric arc power: uiPPP

10
+=  

The following equation describes the arc model: 

            










−

+
== 1

1ln1

10
uiPP

ui

dt

gd

dt

dg

g 
                  (5) 

P0       cooling power constant (originating from the 
design of circuit breaker) in Watt. 

P1 cooling power constant (regulates the influence of 
the electrical power input on the cooling power),  

This arc model has three free parameters to be determined; 
, P0 and P1. 

F. Habedank arc model  

Habedank arc model [9] is a series connection of Cassie and 
Mayr arc models. It is described by the following equations:  

                      








−= c

cc

c g
gU

gu

dt

dg
2
0

221


                         (6)

 

                     








−= m

m

m g
P

gu

dt

dg

0

221


                        (7)

 

                     
mc ggg

111
+=                                         (8) 

g: total arc conductance of the arc 
u voltage across the arc 
i current through the arc 
gc arc conductance described by Cassie equation  
gm arc conductance described by Mayr equation  
m Mayr time constant 
c Cassie time constant 

This arc model has four free parameters to be determined c, 
m ,  Uo and P0 

G. KEMA arc model  

KEMA arc model [10] is a series connection of three 
modified Mayr arc models: 

            
1

1

2
11

1

1 11
1

1

gug
Pdt

dg
−=


                       (9)
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2

2

2
22

2

2 11
2

2

gug
Pdt

dg
−=


                     (10)

 

3
3

2
33

3

3 11
3

3

gug
Pdt

dg
−=


                    (11) 

321

1111

gggg
++=                                          (12) 

321 uuuu ++=                                                (13) 

323121

321

gggggg

ggg
gui

++
==                        (14) 

 
1

1
2 k

 =
2

2
3 

k

 =
3

2
3 k

P
P =

 

 4.11 =  9.12 =  23 =
 

g: total arc conductance of the arc 
gn  conductance of the n-th arc. 
u voltage across the arc 
un voltage across the n-th arc  
i current through the arc 
Pn cooling constant of the the n-th arc 
n time constant of  the n-th arc  
n Cassie-Mayr control of the n-th arc; λ=1results in a 

Cassie arc and λ=2 results in a Mayr arc. 
kn constants representing the breaker design. 

The free parameters of KEMA arc model are τ1, P1 and P2. 

III. A.M.B. PROGRAM IN RECENT VERSIONS OF MATLAB 

The A.M.B. program cannot be activated in recent 
versions of MATLAB, because of changes in 
MATLAB/Simulink power systems libraries.  The 
differential equations of the arc models constituting the 
A.M.B. program have been incorporated by means of the 
DEE (Differential Equation Editor) block (Fig.1) [3, 4]; this 
block not exists in the Simulink libraries in recent versions of 
MATLAB. Furthermore many blocks constituting the test 
circuit of the A.M.B. program (Fig. 2) cannot be activated in 
recent versions of MATLAB, consequently, the A.M.B. 

 

Fig. 1.  Equations of Mayr arc model incorporated by means of Simulink 
DEE block. Reproduced from [3] 

program must be re-created again in MATLAB/Simulink. 

IV. CREATION OF THE NEW A.M.B. PROGRAM 

The creation of the new A.M.B. program, in 
MATLAB/Simulink Power Systems, is made in three 
phases. In the first phase, the seven arc models cited above 
are created in MATLAB/Simulink. In the second phase, the 
test circuit in which the arc models will be inserted is 
realized and finally the menu which allows users to choose 
an arc model among the existing arc models is prepared.  

 

 
Fig. 2.  the test circuit containing an arc model. Reproduced from [4] 
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A. Creation of arc models 

Arc models of the new A.M.B. program are created in 
MATLAB/Simulink Power Systems, with a method simpler 
than this used in the old A.M.B. To explain this method, the 
creation of the modified Mayr arc model is described. The 
procedure is the same for the creation of the others arc 
models.  

The equation (3) of modified Mayr arc model is 
rearranged as: 

    










−

+
= g

iUPp

uig

dt

dg

)(

1

00                                  

(15) 

To incorporate the modified Mayr arc model in 
MATLAB/Simulink, the following system of equations 
must be solved:  

         










−

+
= g

guUPp

gu

dt

dg

)(

1

00

22


                          

(16) 

gui =

                                  

(17) 

The above system of equations can be written in 
MATLAB/Simulink Power Systems (Fig. 3), as: 

 










−

+
== )3(

))1()3((

)3()1()2()3(

00

22

1 U
UUUPp

UUU

dt

dU
x


      

(18) 

)1()3(1 UUy =

                                              

(19) 

U(1) is the first input of the arc model, it is equal to the arc 
voltage u. 
U(2) is the second input, it represents contact separation of 
the circuit breaker: 
U(2)=0 when contacts are closed 
U(2)=1 when contacts are being opened 
y1 is the output of the arc model , it is equal to arc current i. 
U(3) is the state variable of the differential equation of the 
arc model, it is equal to arc conductance g, instead to natural 
logarithm of the arc conductance ln(g) in the old A.M.B. 
x0 is the initial value of the state variable, it represents the 
initial value of the arc conductance g(0) at the moment of 
the contacts separation.  

After creating a subsystem, the following Simulink 
blocks are added (Fig. 4): 
- Voltage Measurement block to measure the arc voltage 
- Controlled Current Source block to convert the Simulink 

input signal into an equivalent current source. 
- Hit crossing block to detect when current crosses the 

zero value. 

 
Fig. 3.    Modified Mayr arc equations set in MATLAB/Simulink. 

- Step block to control the contacts separation of the 
circuit breaker. 

After that, a subsystem is created, it represents the arc 
model. 

B. Creation of the test circuit 

For numerical computations, a test circuit in which an arc 
model can be inserted, is realized (Fig. 5). 
 

 
Fig. 4.  Modified Mayr arc model built in MATLAB/Simulink Power 
System. 

 
Fig. 5.  Modified Mayr arc model inserted in the test circuit.  
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C. Menu of the new A.M.B. program 

The menu of the new A.M.B. program is simpler than this 
used in the old A.M.B. program because rather than using 
two tests circuits one test circuit is used. The arc models of 
Cassie, Mayr, modified Mayr, Habedank, KEMA, 
Schavemaker and Schwarz are incorporated in the new 
A.M.B. program (Fig. 6). The user can choose an arc model 
and insert it in the test circuit of figure 5. He will introduce 
the free parameters of the chosen arc model as well as the 
parameters of the test circuit to do numerical computations 

The new A.M.B. program is a flexible tool because the 
user can easily incorporate to this program any other arc 
model.  

V. NUMERICAL COMPUTATIONS WITH THE NEW A.M.B. 
PROGRAM 

As an example of numerical computations with the new 
A.M.B. program, modified Mayr arc model is used. The arc 
model parameters needed were extracted from measured arc 
voltage and arc current traces (Fig. 7) during a test 
performed on an SF6 circuit breaker 72kV for a successful 
interruption of 21. 2 kARMS. An expansion around current 
zero of the arc current shows the measured post-arc current 
(Fig. 8) [5]. 

Modified Mayr arc model parameters extracted from 
measured curves are given in the table I. They are set by 
means of the dialogue box of the modified Mayr arc model. 
The initial conductance of the arc g(0) and  the time at 
which contact separation of the circuit breaker takes place 
must be specified too.  

The computational results are shown in Fig.9 to 12. 
Modified Mayr arc model has predicted a successful 
interruption, like in the real test, because current is null after 
current zero (Fig. 9) and the T.R.V. is amortized (Fig. 10).  

TABLE I.  FREE PARAMETERS OF MODIFIED MAYR ARC MODEL [6] 

U0 (V/bar) P0 (W/bar) τ (s) 

248 15000 0.6 

 

 
Fig. 6.  The arc models incorporated in the new A.M.B. program. 

 
Fig. 7.  Measured arc voltage and arc current traces. Reproduced from [6]. 

 
Fig. 8.  Measured post-arc current. Reproduced from [6]. 

 
Fig. 9  Computed Current trace by using modified Mayr arc model.  
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Fig. 10.  Computed T.R.V. by using modified Mayr arc model 

An expansion around current zero of the arc current 
trace shows the computed post-arc current (Fig. 11) and the 
computed extinction pick (fig. 12).   

VI. ADVANTAGES OF THE NEW A.M.B.PROGRAM 

Compared with the old A.M.B. program, the new A.M.B. 
program presents the following advantages: 
- It works in recent versions of MATLAB 
- Its integration to MATLAB/Simulink is easier due to 

Simulink upgrade.  
- The incorporation method of the arc models in 

MATLAB/Simulink Power Systems is more simple.  
- The menu is more simple.  
- The computation time is shorter due to the high 

performance of actual PC.  
- User can add any other arc model to the new A.M.B. 
 

 
Fig. 11.  Computed post-arc current trace by using modified Mayr arc 
model. 

 
Fig. 12.  Computed extinction pick by using modified Mayr arc model  

VII. CONCLUSION 

Through this work, the A.M.B. program is updated and 
improved, the result is a new A.M.B. program more simple 
than the old A.M.B., it can work in the recent versions of 
MATLAB quite easy for use and  it is a flexible tool at 
which, any other arc model can be added. 
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Abstract— In this paper, a Dynamic Neural Network Model 

(DNN) has been proposed to find the optimal solution for 

Combined Economic and Emission Dispatch problems (CEED) 

with Real-Time applications. It is aimed, in the CEED problem, 

that scheduling of generators should operate with both minimum 

fuel costs and emission levels, simultaneously, while satisfying the 

load demand and operational constraints. In this paper, the CEED 

problem is formulated as a multi-objective problem by 

considering the fuel cost and emission objective of generating 

units. The bi-objective optimization problem is converted into a 

single objective function using a price penalty factor in order to 

solve it with (RT-DNN). The new algorithm is applied and tested 

to an example from the literature (IEEE 30-bus system of six 

thermal units) and the solution is then compared with that 

obtained by some other techniques to prove the superiority and 

effectiveness of the proposed algorithm. 

 

Keywords- Economic load dispatch (ELD), Combined 

Economic and Emission Dispatch (CEED), environmental 

dispatching, Dynamic Neural Network (DNN), Optimization.  

 

I. INTRODUCTION 
 

Economic load dispatch (ELD) problem is a computational 
process to determine the generation contribution of each unit at 
minimum fuel cost while satisfying the total load demand and 
all operational constraints [2,3]. The electricity generation from 
fossil fuels is exacerbating the atmospheric pollution which has 
become one of the most important concerns in recent years. So, 
besides moving toward generating electricity from clean and 
renewable energies [4], pollutant emissions released by 
traditional generation units should also be considered in the 
generation scheduling of the system. Emission constrained 
dispatch (ECD) is similar to ELD, except that its goal is 
minimizing emissions instead of fuel cost. However, due to the 
fact that fuel cost and emission are in conflict with each other 
(minimizing one increases the other), system operation with 
either minimum fuel cost or minimum emissions will be 
unworkable. To deal with this problem, a load dispatching 
technique to simultaneously minimize both fuel cost and 
emissions, called combined economic emission dispatch 
(CEED), has been developed. It is clear that the determination 
of a single optimal solution for the bi-objective CEED problem 

requires that the weight of both objective functions be specified 
[5]. 

The combined economic emission dispatch (CEED) 
problem is one of the most important issues in optimizing the 
operation of electric power systems. In practice, the CEED 
problem is a highdimensional non-convex optimization 
problem with several equality and inequality constraints, and it 
is one of the most complicated optimization problems in 
electrical power engineering [6]. Generally, there are three 
main approaches to solve the CEED problems: 

The first approach is to convert the bi-objective CEED 
problem into a single-objective optimization task by defining a 
price penalty factor ( h ) or normalizing the fuel cost and 
emissions. This approach has been practiced in several 
previous research works using different methods such as 
particle swarm optimization algorithm (PSO), gravitational 
search algorithm (GSA) and gravitational acceleration 
enhanced PSO algorithm (GAEPSO) [7], moth swarm 
algorithm (MSA) [8], real coded chemical reaction algorithm 
(RCCRO) [9], spiral optimization algorithm (SOA) [10], 
opposition-based harmony search algorithm [11], biogeography 
based optimization algorithm (BBO) [12], and hybrid PSO and 
GSA (PSOGSA) [13]. 

The second method involves simultaneous minimization of 
fuel cost and emissions as a bi-objective optimization problem. 
This approach has been practiced in several previous papers 
using different methods such as multi-objective particle swarm 
optimization (MOPSO) [14], multi-objective differential 
evolution (MODE) [15], multi-objective harmony search 
(MOHS) [16], tribe-modified differential evolution (Tribe-
MDE) [17], non-dominated sorting bacterial foraging (NSBF) 
and fuzzy dominance sorting bacterial foraging (FSBF) [18], 
and elitist non-dominated sorting genetic algorithm (NSGA-II) 
[19]. However, these methods are computationally involved 
and time-consuming and might produce only sub-optimal 
solutions. 

The third approach is to consider the emission as a constant 
within the permitted limits, in which the problem can be solved 
through a single-objective optimization task. However, this 
approach is unable to provide any information regarding 
tradeoffs between fuel cost and emissions. For instance, 
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Davidon- Fletcher-Powell’s method of optimization has been 
used in [20] for solving the CEED problem while the emission 
amount has been considered as a constant in the allowed limits. 

Neural networks have been extensively studied over the 
past few decades and have found applications in variety of 
areas such as associative memory, moving object speed 
detection, image and signal processing, and pattern recognition. 
In many applications, real-time solutions are usually imperative 
[1,32,33]. These applications strongly depend on the dynamic 
behavior of the networks. In this paper, we propose a one-layer 
neural network developed by [34] for solving nonlinear 
optimization problems with general linear constraints CEED. In 
particular, since simple structure and global stability are the 
most desirable dynamic properties of the neural networks, 

In this paper, we present a dynamic neural network model 
(DNN) for the solution of CEED. The bi-objective CEED 
problem is converted into a single objective optimization task 
by defining a modified price penalty factor. The performance 
of the proposed method has been demonstrated under simulated 
conditions on IEEE- 30-Bus system with 6-Generation units. 
The system was solved excluding/including the losses as two 
separate cases. In addition to solving the CEED problem, the 
ELD and ECD problem also have been solved, and the 
obtained results are compared with a large number of other 
existing algorithms. 
 

II. EED FORMULATION 
 

The typical EED problem can be formulated as a bi-criteria 
optimization model. The two conflicting objectives, i.e, fuel 
cost and pollutants emission, should be minimized 
simultaneously while fulfilling certain system constraints. This 
problem is formulated as follows. 

A. Minimization of fuel cost 

The total fuel cost ( )
T ig
C P can be represented as follows: 

2

1

a b g
=

= + +å( ) ( )
n

T ig i i ig i ig

i

C P P P      (1)      

where 
i

a , 
i

b , 
i

g  are fuel cost coefficients of i-th generator; 

ig
P is the real power output of the i-th generator. 

B. Minimization of pollutants emission 

The most important emissions considered in the power 
generation industry due to their effects on the environment are 
sulfur dioxide ( 2SO ) and nitrogen oxides (

x
NO ). These 

emissions can be modeled through a combination of 
polynomial and exponential terms [21]: 

2

1

d s r c J
=

= + + +å( ) ( ) ( )
n

T ig i i ig i ig i i ig
i

E P P P exp P  (2) 

where 
i

d , 
i

s , 
i

r , 
i

c ,and
i

J  are coefficients of the i-th 

generator emission characteristics. 
 

C. Problem Constraints 

There are two constraints considered in the problem, i.e., 
the generation capacity of each generator and the power 
balance of the entire power system. 

• Constraint 1: Generation capacity constraint  
For normal system operations, real power output of each 
generator is restricted by lower and upper bounds as follows: 

min min

ig ig ig
P P P≤ ≤  , 1 2, ,....,i n=      (3) 

where min

ig
P  and min

ig
P  are the minimum and maximum power 

generated by generator i, respectively. 

• Constraint 2: Power balance constraint 
The total power generation must cover the total demand 

D
P  

and the real power loss in transmission lines
L
P . This relation 

can be expressed as: 
n

ig D L
i

P P P= +∑           (4) 

Here a reduction is applied to model transmission losses as a 
function of the generators output through Kron’s loss 
coefficients. The Kron’s loss formula can be expressed as 
follows: 

0 00
1 1 1

n n n

L ig ij jg j jg
i j j

P P B P B P B
= = =

= + +∑∑ ∑     (5) 

where
ij
B is the transmission loss coefficient ( 1 2, ,....,i n= ; 

1 2, ,....,j n= ), 0 jB is the i-th element of the loss coefficient 

vector. 00B is the loss coefficient constant. 

 
III. CEED FORMULATION 

 
The CEED problem can be formulated by combining two 

independent objectives, which are emission and fuel cost using 
a price penalty factor. In this way, the bi-objective CEED 
problem is expressed in a single-objective form. To solve the 
CEED problem, this form is intended to minimize while 
satisfying the constraints expressed above. The single-bjective 
CEED problem is formulated as follows: 

= +( ) ( ) ( )
T ig T ig i T ig

Minimize F P C P h E P          (6) 

2 2

11
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==
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ii

F P P P h P P exp P (7) 

where 
i
h  [22] is the price penalty factor in $/h. It is the ratio 

between maximum fuel cost and maximum emission, and is 
described as follows: 

2

2

a b g

d s r c J

+ +
= =

+ + +

max maxmax

max max max max

( )( )

( ) ( ) ( )

i

i

i i i ii
i

i i i i i i i i

P PC P
h

E P P P exp P
 (8) 

The following steps are used to find the price penalty factor for 
a particular load demand [23]: 

a. Find the ratio between maximum fuel cost and maximum 
emission of each generator. 

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 94

E
E
IC
'1
9



b. Arrange the values of price penalty factor in ascending 
order. 

c. Add the maximum capacity of each unit ( max
iP ) one at a 

time, starting from the smallest
i
h , until max

i D
P P³å  . 

d. At this point, 
i
h which associated with the last unit in this 

process is the approximate price penalty factor value ( h ) 
for the given load. 

Hence, a modified price penalty factor ( h ) is used to give 
the exact value for the particular load demand by interpolating 
the values of ( h ), corresponding to their load demand 
values. So, the optimization formulation of the CEED multi-
objective problem under equality and inequality constraints has 
become as follows: 

min max

in ( ) ( ) ( ) ( )

, ,.. ,

==

=

ìïïï = + + + + + +ïïïïï £ £ =íïïïïï = +ïïïî

åå

å

2 2

11

1

1
ig ig ig

n n

ig i i ig i ig i i i ig i ig i i ig
ii

P P P

ng

ig D
i

su

M F P P P h P P exp

ibject

P

P P P n

P PL

t

P

o

a b g d s r c J (9) 

 
IV. OPTIMIZATION OF THE CEED PROBLEM BASED 

ON RT-DNN 
 

In this part, we propose a single-layer neural network to 
solve the nonlinear problem of combined economic 
environmental dispatching (9) with its linear constraints. 

In particular, the simple structure and overall stability are 
the most desirable dynamic properties of neural networks; our 
motivation for this study is mainly focused on the development 
of a neural network with these properties suitable for solving 
optimization problems nonlinear in real time. 

Another objective of this study is to be concerned with the 
real-time application of the proposed DNN model in solving 
the problem of optimal power distribution. The main idea here 
is to convert the problem of convex programming into a 
problem of variational inequality. The inequality constraint in 
(9) can be rewritten as 

min

TE P X³ . So the problem CEED (9) 

became as follows: 

min

min ( )

sujet à

F P

JP X

EP D

ìïïïï ³íïïï =ïî

       (10) 

 
where : 

 1

2

é ù
ê ú= ê ú
ë û

J
J

J
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1 0 0 0

0 1 0 0

0 0 0 1

é ù
ê ú
ê ú
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ê ú
ê ú
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....
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J

, 

min max min
é ù= -ë û

T
X P P , ... ,é ù= ë û1 1 1TE and 

L D
D P P= +  

The solution of the problem CEED (10) requires the 
formulation of the Lagrangian function also called the function 
of increased cost given by [24]: 

( ) ( )

( ) ( )

2 2

11

l k

a b g d s r c J

l k

==

= + - + -

= + + + + + + +

- + -

åå

min

min

( )

( ) ( ) ( )

T T

ng ng

i i ig i ig i i i ig i ig i i ig
ii

T T

L F P E P D P X

P P h P P exp P

E P D P X

(11) 

where l  and k  are also known as dual decision variables. 
l Î R is the Lagrange multiplier associated with the equality 

constraint and k Î nR  is the Lagrange multiplier associated 
with the inequality constraint. 

The necessary conditions for the optimal solution of (11) 
are found by setting the partial derivatives of L to zero with 
respect to ,P l  and k  respectively: 

0

0

0
k

l

l kÑ = Ñ + + =

Ñ = - =

Ñ = - =
min

( )
P P

T

L F P E

L JP X

L E P D

      (12) 

where 1 2Ñ = ¶ ¶ ¶ ¶ ¶ ¶( ) ( ( ) / , ( ) / ,....., ( ) / )T
ng

F P F P P F P P F P P   is the 

gradient vector of the function ( )F P . 

By applying the Kuhn-Tucker conditions for convex 
optimization [90], the optimal decision variables *P  and  
l k* *( , )  must satisfy: 

0

0

0

l kÑ + + =

- =

- =
min

P

T

F E J

JP X

E P D

       (13) 

According to the Karush-Kuhn-Tucker (KKT) conditions (13) 
and the well-known projection theorem [25], we see that P*  is 
the optimal solution for the problem (11) if and only if there 

exists  y R* Î  and ngz R* Î  such that ( , , )
T T T TP y z* * *   satisfies 

the following conditions: 

1

2

y a

y a

ìï = - Ñ + -ïïï = + -íïïï = -ïî

min

( ( ( ) )

( ( ))

T

T

P P F P J y Ez

y y JP X

z E P D

   (14) 

where a is positive constant 2 2 1 2 2 2y y y yé ù= ê úë û( ) ( ), ( ),...., ( )
T

ng
y y y y  

in which { }2 0y =( ) max ,
i i
y y and ( ) ( ), ( ),..., ( )
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ng
P P P Py y y yé ù= ê úë û1 1 1 1 2 1  
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min min

min max
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    (15) 

The equation (14) can be equivalently written as 

1

2

y a

y a

a

æ öæ ö - Ñ + - ÷ç÷ç ÷÷ çç ÷÷ çç ÷÷ ç= + -ç ÷÷ ç ÷ç ÷ ç ÷ç ÷ ÷ç÷ç ÷ç ÷ç - -è ø è ø

min

( ( ( ) ))

( ( ))

( )

T

T

P F P J y EzP
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z z E P D

    (16) 

Based on (16), we propose a dynamic neural network for 
solving problem (11), with the following dynamical equation: 
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 (17) 

where 0>q  is a positive constant and , ( , , )T T T TP y z  is a state 

vector. 

The simplified architecture of the dynamic neural network (17) 
is shown in Fig.1. 
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Figure 1.  A simplified architecture of the DNN (4) 

 
The dynamic system (17) can be easily realized in a 

dynamic neural network with a hidden layer structure. In Fig.1, 
a block diagram of this neural network is presented where ,P y  

and z  are the outputs of the network. The other parameters are 

1 1Ñ = Ñ Ñ Ñ( ) ( ( ), ( ),... ( ))T
n

F P F P F P F P , ´= ( )
ij m n

J a  and ´= ( )
pj r n

E b . 

 
V. SIMULATION RESULTS AND DISCUSSIONS 

 
In order to verify the feasibility of the proposed method 

RT-DNN, comprehensive simulation studies are performed. 
The results are compared with previously published ones. The 
proposed approach RT-DNN is tested on the standard IEEE 30-
bus six generator test system with load demand 2.834 pu on 
100 MVA base value. Fuel cost and total emission function 
coefficients along with each generator capacity limits are given 
in Tables 1 and 2 respectively [31]. RT-DNN based simulations 
are developed in Matlab language R2013a and it executed on a 
Intel(R) Core(TM) Duo 2.2 GHz personal computer with 4.00 

Go RAM. The given test system has been further subdivided 
into 3 cases as given below. 

            TABLE 1.   Fuel cost coefficients and capacity limits. 

No min
iP  max

iP   
i

a
 

i
b

 

i
g

 

1 0.05 1.5 10 200 100 
2 0.05 0.6 10 150 120 
3 0.05 1 20 180 40 
4 0.05 1.2 10 100 60 
5 0.05 1 20 180 40 
6 0.05 0.6 10 150 100 
      

TABLE 2.  Emission coefficients of thermal generating units. 

( )- 310
i

r  s
i
 d

i
 i

c  
i

J  

4.091    -5.554  6.490  2.0x10-4 2.857 
2.543 -6.047 5.638 5.0x10-4 3.333 

   4.258 -5.094 4.586 1.0x10-5 8.000 
5.326 -3.550 3.380 2.0x10-3 2.000 
4.258 -5.094 4.586 1.0x10-6 8.000 
6.131 -5.555 5.151 1.0x10-5 6.667 

     
Case 1: The proposed method is applied to the mentioned 

test system and system loss is neglected. In this case the 
respective fuel cost and emission objective functions have been 
optimized separately as given by Equations (1) and (2). Figures 
2 and 3 illustrate the convergence characteristics of cost and 
emission functions, respectively. The minimum fuel cost that 
has been obtained by RT-DNN algorithm is 600.1114 $/h, and 
minimum emission was 0.1862 ton/h. Further, to prove the 
robustness of the proposed technique RT-DNN, the results of 
the various optimization algorithms such as heuristic modified 
group search optimization (MGSO) algorithm proposed in [26] 
A multiobjective fuzzy dominance based bacterial foraging 
algorithm (FSBF) proposed in [27], multiobjective q -particle 
swarm optimization ( q -PSO) in [28], Strength Pareto 
evolutionary algorithm (SPEA) [29] and modified bacterial 
foraging algorithm (MBFA) presented in [30] have been 
compared and presented in Tables 4 and 5 for fuel cost and 
emission level, respectively. 

 
TABLE 3.  Numerical results for case 1 (without losses). 

  Cost Dispatch Emission Dispatch 

P1 (pu) 0.1097 0.3907 
P2 (pu) 0.2998 0.4928 
P3 (pu) 0.5244 0.5029 
P4 (pu) 1.0160 0.4525 
P5 (pu) 0.5244 0.502 9 
P6 (pu) 0.3597 0.4923 
Cost ($/h) 600.1114 633.3390 
Emission (T/hr) 0.2051 0.1862 
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Fig.2. Convergence characteristic of minimizing fuel cost (case 1) 
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Figure 3.   Convergence characteristic of minimizing emission (case 1) 

 
 
  TABLE 4.  Comparative results for pure economic power dispatch of case 1 

  MGSO[26] FSBF [27] q-PSO [28]  SPEA [29] MBFA [30] RT-DNN 

P1 (pu) 0.1091  0.1077 0.1097 0.1062  0.1133 0.1097 
P2 (pu) 0.2990  0.3011 0.2997 0.2897  0.3005 0.2998 
P3 (pu) 0.5232 0.5249 0.5242 0.5289  0.5202 0.5244 
P4 (pu) 1.0183  1.0143 1.0161 1.0025  0.9882 1.0160 
P5 (pu) 0.5242  0.5223 0.5242 0.5402  0.5409 0.5244 
P6 (pu) 0.3602  0.3638 0.3597 0.3664  0.3709 0.3597 

Cost ($/hr) 600.1119 600.114 601.126 600.15  600.17 600.1114 
Em (T/h) 0.2222 0.2222 0.222 0.2215 0.22 0.2051 

 
 

 
        TABLE 5.  Comparative results for pure emission dispatch of case 1. 

  MGSO[26] FSBF [27] q-PSO [28]  SPEA [29] MBFA [30] RT-DNN 

P1 (pu) 0.4043  0.4057 0.4060 0.4116  0.3943 0.3907 
P2 (pu) 0.4592  0.4635 0.4590 0.4532  0.4627 0.4928 
P3 (pu) 0.5376  0.5315 0.5379 0.5329  0.5423 0.5029 
P4 (pu) 0.3841  0.3849 0.3829 0.3832  0.3946 0.4525 
P5 (pu) 0.5384  0.538 0.5379 0.5383  0.5346 0.502 9 
P6 (pu) 0.5103 0.5105 0.5100 0.5148  0.5056 0.4923 

Cost ($/hr 638.073 638.283 638.273 638.51  636.73 633.339 
Em (T/h)  0.1942  0.1942 0.19420 0.1942  0.1942 0.1862 

 
 

Case 2: In this case, the transmission line losses have been 
considered, which were calculated using Kron's relation given 
by equation (5). The B-loss coefficients of this system have 
been taken from Yong Zhang and al [31]. Initially, the 
respective fuel cost and emission objective functions have been 
optimized separately. The results obtained for this case are 
given in Table 6. Figures 4 and 5 illustrate the convergence 
characteristics of cost and emission functions, respectively.  
 

According to Tables 7 and 8, system total cost and level 
emission using the proposed method has impressive difference 
in comparison with methods published by [26-30].  
 
        TABLE 6.  Numerical results for case 2 (with losses). 

  

  Cost Dispatch Emission Dispatch 

P1 (pu) 0.1104 0.3914 
P2 (pu) 0.3003 0.4937 
P3 (pu) 0.5260 0.5040 
P4 (pu) 1.0171 0.4540 
P5 (pu) 0.5260 0.5040 
P6 (pu) 0.3604 0.4933 
Cost ($/h) 601.4988 634.7528 
Emission (T/hr) 0.2051 0.1862 
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Figure 4.   Convergence characteristic of minimizing fuel cost (case 2) 
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Figure 5.   Convergence characteristic of minimizing emission (case 2) 

 
   TABLE 7.  Comparative results for pure economic power dispatch of case 2 

  MGSO[26] FSBF [27] q-PSO [28]  SPEA [29] MBFA [30] RT-DNN 

P1 (pu) 0.1182  0.1173 0.1209 0.1086      0.1141 0.1104 
P2 (pu) 0.3017  0.3049 0.2863 0.3056  0.3108 0.3003 
P3 (pu) 0.5302  0.5983 0.5835 0.5818  0.5994 0.5260 
P4 (pu) 1.017  0.978 0.9928 0.9846  0.9816 1.0171 
P5 (pu) 0.5263  0.5129 0.5239 0.5288  0.5048 0.5260 
P6 (pu) 0.3628   0.3545 0.3518 0.3584  0.3559 0.3604 

Cost ($/hr) 604.422  607.508 605.99 607.81  607.67 601.498 
Em (T/h) 0.222  0.2196 0.222 0.2201  0.2198 0.2051 

 
 

 
         TABLE 8.  Comparative results for pure emission dispatch of case 2. 

  MGSO[26  FSBF [27  q-PSO [28   SPEA [29  MBFA [30  RT-DNN 

P1 (pu) 0.4105  0.4135 0.4109 0.4043  0.4055 0.3914 
P2 (pu) 0.462  0.4652 0.4636 0.4525  0.4609 0.4937 
P3 (pu) 0.5424  0.539 0.5444 0.5525 0.5444 0.5040 
P4 (pu) 0.388  0.3894 0.3903 0.4079  0.3986 0.4540 
P5 (pu) 0.5403  0.5398 0.5444 0.5468  0.544 0.5040 
P6 (pu) 0.5102  0.5174 0.5154 0.5005  0.5134 0.4933 

Cost ($/hr  644.67  645.3981 649.207 642.6 644.43 634.753 
Em (T/h) 0.1942  0.1942 0.1941 0.19422  0.1942 0.1862 

 
 

  
Case 3: The proposed approach has been implemented to 
optimize cost and emission objectives simultaneously 
considering the two cases stated above (without and with 
losses). According to Section III, in order to handle the 
problem, a penalty factor is used. As it was mentioned, (8) 
presents the maximum amount of penalty factor and here price 
is assumed to be 0.98. The results obtained for this case are 
given in Table 9. Table 10 presents the comparative results for 
this case. Methods such as FSBF [27], MBFA [30], MGSO 
[26] and SPEA [29] are found around 615.7 and 617.5 ($/h); 
however, the proposed method is found 615 ($/h). 

 
     TABLE 9.   Numerical results for case 3 (CEED without and with losses). 

  Without losses With losses 

P1 (MW) 0.2516 0.2367 
P2 (MW) 0.3770 0.3616 
P3 (MW) 0.5283 0.5887 
P4 (MW) 0.7124 0.7041 
P5 (MW) 0.5566 0.5635 
P6 (MW) 0.4081 0.4087 
Cost ($/h) 608.65 615.00 
Emission ($/hr) 0.2007 0.2001 

  
    TABLE 10.  Comparative results for CEED (case 3). 

  without losses with losses 

 Cost ($/hr) Em (T/h) Cost ($/hr Em (T/h) 

MGSO[26] 610.5587 0.2007 615.7835 0.2003 
FSBF [27] 610.1841 0.2006 616.1627 0.2005 
SPEA [29]    610.300 0.2004     617.57 0.2001 
MBFA [30]    610.906         0.2000     616.496 0.2002 
RT-DNN      608.650         0.2007      615.00 0.2001 

  
Comparing the results of the proposed algorithm given in 

Table 4-10, it can be seen that the proposed RT-DNN 
technique is superior to all reported techniques and gives better 
results in terms of the fuel cost saving achieved and the 
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emission pollution. It can also be concluded that the proposed 
algorithm is capable of exploring more efficient solutions. This 
demonstrates the potential and effectiveness of the proposed 
technique to solve CEED problem. 
 

VI. CONCLUSION 
 

In this paper, a Dynamic Neural Network algorithm was 
proposed and successfully implemented to solve the multi-
objective environmental economic dispatch problem. The 
proposed method has been applied to IEEE 30-bus test system. 
The mentioned problem is solved with and without considering 
system losses at pure power dispatch, pure emission dispatch 
and combined economic power and emission dispatch 
conditions. The solutions found by RT-DNN were compared 
with the results reported in several other research works. The 
numerical and statistical results clearly demonstrated the high 
efficiency of RT-DNN and its superiority compared to other 
existing optimization techniques in solving CEED problems. 
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Neural Network (DRNN) algorithm for solving environmental 

economic load dispatch problem (EED). This problem is 

formulated as a multi-objective one with two competing functions, 

namely economic cost and emission functions, subject to different 

constraints. The inequality constraints considered are maximum 

and minimum limits of power generation while the equality 

constraint is demand-generation balance. The results are obtained 

for a simple power 3-generator system. The solution is then 

compared with that obtained by some other techniques to prove 

the superiority and effectiveness of the proposed algorithm. 

 
Keywords— Environmental/Economic Dispatch EDD, Emission, 

Recurrent Neural Network, Optimization. 

 

I. INTRODUCTION 

The main objective of economic load dispatch (ED) is to 
minimize fuel cost of thermal units while satisfying both 
equality and inequality constraints including load balance 
constraint, upper and lower generation limit on thermal units. 
Nowadays, emission control is an important objective to 
consider along with fuel cost and utility planners are trying to 
improve their operating strategies to reduce pollution [1]. In 
fact, apart from heat, thermal units produce particulates and 
gaseous emissions. A number of substances such as carbon di-

oxide CO
2
, sulphur oxides SO

2
, nitrogen oxides 

x
NO , dust 

particles etc. are emitted during the operation of thermal units. 
Society demands adequate and secure electricity not only at the 
cheapest possible price, but also at minimum level of 
pollutant’s emission [2]. Therefore, the objective of the EED 
problem is to minimize both fuel cost and the gaseous 
emission. 

In the past two decades, recurrent neural networks for 
optimization and their engineering applications have been 
widely investigated. Tank and Hopfield applied the Hopfield 
network for solving linear programming problems [14], which 
motivated the development of neural networks for optimization 
[15]-[21]. Kennedy and Chua presented a neural network with 
a finite penalty parameter for nonlinear programming [15], 
which can converge to approximate optimal solutions. To avoid 
using the penalty parameter, many other methods have been 
introduced to develop various neural networks. Based on the 
Lagrangian method, Zhang and Constantinides proposed a two-
layer network structure [16]. Wang developed the deterministic 

annealing network for linear and convex programming [17], 
[18]. Xia proposed a primal-dual neural network for solving 
some convex quadratic programming problems [19]. The 
projection neural network was proposed for solving general 
convex programming problems [20], which is globally 
convergent to exact optimal solutions. 
     In order to reduce the architecture complexity, the dual 
neural networks were introduced for solving convex quadratic 
programming problems [3], [11], [13]. Forti et al. proposed a 
generalized neural network for solving nonsmooth nonlinear 
programming problems based on the gradient method [12]. 
Recently, a simplified dual neural network [13] and a delayed 
projection neural network [14] were proposed for solving 
convex quadratic programming problems. 

     This paper focuses on SO
2  

and 
x

NO because their control 

is important at global level. It uses a one layer recurrent neural 
network [21] to solve the problem of combined economic and 
emission dispatch. Penalty factors are defined which blend the 
emission costs with the fuel costs. The familiar quadratic form 
of objective functions are used which gives the optimal 
dispatch directly. The power capacity limits of plants are 
treated as the operating constraints and the total generation 
which is a function of load plus transmission losses is 
considered as the demand constraint. The computation results 
are compared with the results of the Tabu Search (TS) [11] and 
an elitist multi-objective evolutionary algorithm based on the 
Non-dominated Sorting Genetic Algorithm (NSGA-II) [13]. 
 

II. EVIRONEMENTAL/ECONOMIC DISPATCH 
 
    The environmental/economic dispatch involves the 
simultaneous optimization of fuel cost and emission objectives 
which are conflicting ones. The problem is formulated as 
described below. 
 
A.  Economic Dispatch 
 

The classical economic dispatch problem of finding the 
optimal combination of power generation which minimizes the 
total fuel cost while satisfying the total required demand can be 
mathematically stated as follows [3]: 
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2

1

( )
n

i i i i i

i

F a P bP c
=

= + +å         (1) 

where F  is the total fuel cost ($/hr), approximated as a 
quadratic function of the active power output from the 
generating units; , ,i i ia b c  are fuel cost coefficients of the ith 

generating unit; iP  (MW) is the power output of the ith 

generator; n  is the number of thermal units. 

Subject to the following constraints: 
 
B. Demand constraint: 

+ - =å 0
n

D L i

i

P P P          (2) 

C. Generating capacity limits: 

min maxi i iP P P£ £           (3) 

 
where LP  is the total real power losses; DP  is the total real 

power demand; miniP , maxiP  are, respectively, minimum and 

maximum values of real power generation at bus i. 
 
D. Emission Dispatch: 

The SO
2  and 

x
NO  emission objectives can be modeled 

using second order polynomial functions [4]: 
 

2

1

( )
n

S i i i i i

i

E d P eP f
=

= + +å         (4) 

2

1

( )
n

N i i i i i

i

E g P h P k
=

= + +å        (5) 

 

where 
S

E  and NE  are total SO
2
 and 

x
NO emissions releases 

(Kg/hr), respectively; id , ie , if  and ig , ih , ik are the ith 

generating unit fuel emission coefficients for SO
2  and 

x
NO , 

respectively. 
 
E. Economic/Emission Dispatch: 

The emission/economic dispatch is a contradictory problem, 
as the economic dispatch reduces the total fuel cost (operating 
cost) of the system at an increased rate of emissions. On the 
other hand, emission dispatch reduces the total emission from 
the system by an increase in the system operating cost. The 
combined economic and emission dispatch problem seeks an 
optimal balance between cost and emission [5]. The EED can 
be formulated as: 

S N

n

D L i

i

i min i i max

Min C(F,E ,E )

P P PSubjec

P

t to

P

:

P

ìïïïïïï + - =íïïïï £ £ïïî

å 0      (6) 

The above multi-objective optimization problem can be 
converted to a single objective optimization problem by 
introducing emission weights as follows [6]: 

) ($ / )= + +
S S N N

Min C F w E w E hr     (7) 

where Sw  and Nw  are price penalty factors for SO
2  and 

x
NO , respectively, blending the emission costs with the 

normal fuel cost. The total operating cost of the system due to 

the price penalty factors for SO
2
and 

x
NO emissions is the cost 

of fuel plus the implied cost of emission. The procedure to find 
out penalty factors for is as follows [7]: 

1. The fuel cost of each generator is evaluated at its maximum 
output. 

2
max maxi i i i i iF a P bP c= + +         (8) 

2. The emission release of each generator for 
x

NO  is 

evaluated at its maximum output. 
2
max max

i
N i i i i iE g P h P k= + +        (9) 

3. Penalty factor for each generating unit is calculated. 
/i

i i
N NFw E=            (10) 

4. ( 1,2,.., )i
Nw i n=  are arranged in ascending order. 

5. The maximum capacity of each unit maxiP  is added one at a 

time, starting from the smallest i
Nw  unit 

until
1

n

imax D

i

P P
=

³å . 

6. At this stage i
Nw , associated with the last unit in the process, 

is the price penalty factor Nw  ($/Kg) for the given load 

demand DP . The price penalty factor for SO2 Sw  is 

calculated similarly. 
 

Once the values of Nw  and Sw  are known, by minimizing the 

equation (7) subjected to the constraint equations (2) and (3), 
the optimal generation schedule can be obtained. 
 

III. PROPOSED APPROACH 
 

The EED minimization problem can be formulated as a 
time-varying quadratic program subject to linear equality and 
bound constraints as follows: 
 

( )
ìïï = + +ïïïï =íïïï £ £ïïïî

min max

1

2
T TM

ESub

in F p P QP C P D

: P b

P

o

P P

ject t   (11) 

where 1 2 ...T
nP P P Pé ù= ê úë û

,  
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P
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P

P
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ê ú
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P
P

P

é ù
ê ú
ê ú
ê ú

= ê ú
ê ú
ê ú
ê ú
ê úë û

M
,  

 

( )
1

n

i S i N i

i

D c w f w k
=

= + +å  and  L Db P P= + . 

 
Several recurrent neural networks based on the KKT 

conditions have been developed for solving quadratic 
programming problems with convex objective functions, e.g., 
[9], [10], [15]-[21]. In the following, the recurrent neural 
network developed in [21] is adopted for solving problem (11). 

According to the Karush-Kuhn-Tucker (KKT) conditions 

[8], if *P  is a solution of (11), then there exist * my RÎ  and 
* nz RÎ  such that * * *( , , )TP y z  satisfies the following 

optimality conditions: 

0TQP C E y z+ + + =         (12) 

EP b=              (13) 

min

max

min max

0

0

0

i i i

i i i

i i i i

P P if z

P P if z

P P P if z

ìï = <ïïïï = >íïïï < < =ïïî

      (14) 

Since (11) is a convex programming problem, then the KKT 
conditions (12)-(14) are both necessary and sufficient. From 
(12), we have 

( ) TP I Q P C E y z= - - - -       (15) 

where I  is an identity matrix. Substituting (14) into (13), we 
have 

( ) TE I Q P EC EE y Ez b- - - - =      (16) 

Because E  is full  row-rank, TEE  is invertible, then: 

( ) ( )
1
( )Ty EE E I Q P Ez EC b

-
= - - - -    (17) 

Substituting (17) into (12), we have 

( ) ( )( )
1

0

-

+ + - - - -

+ =

T TQP C E EE E I Q P Ez EC b

z
 (18) 

Let ( )
1T TS C xC E EE b

-
= - + + , then, (18) is written as 

( ) ( )[ ] 0I x z I x Q x P S- + - + - =       (19) 

The projection matrix x  has the properties shown in the 
following lemma. 

 Lemma [21]: 

1) x  is symmetric, 2x x=  and 2( )I x I x- = -  

2) For any 1 z > - , I xz+  is invertible and 

( )( )I x I x I xz+ + = -  

 
Proof [21]: 
 

1) ( ) ( )
1

( )
TT T T T T Tx E EE E E EE E

- -
= = =  

( )
1T TE EE E x

-
=  , thus x is symmetric. 

( ) ( )
1 12 1( )T T T T T Tx E EE EE EE E E EE E x

- --= = =
2 2( ) 2I x I x x I x- = - + = -  

2) Since 2x x= , the eigenvalues of x  are 0 and 1 and  
the eigenvalues of I xz-  are 1 and 1 z+ . Since 1z > - , 

I xz+  is invertible. Moreover, ( ( ))I x I x I xz+ + = -   

from 1). 

By multiplying I xz+  in both sides of (19), (19) is equivalent 

to the following: 

( ) ( )[ ] 0I x z I x Q x P qa- + - + - =     (20) 

where 1 0a z= + >  is a parameter and 

( ) ( )
1T Tq I x S C xC E EE bz a

-
= - = - + +  

According to (14), the following hard-limiting activation 

function ( )i ig z  is defined as shown in figure 1: 

 ( )i ig z  

   maxiP  

 miniP  

iz 

 

Figure.1.  Discontinuous hard-limiting activation function ( )i ig z . 

 

( )

max

min max

min

0

, 0

0

i i

i i i i i

i i

P if z

g z P P if z

P if z

ì = >ïïïïï é ù= Î =í ê úë ûïïï = <ïïî

    (21) 
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If min maxi iP P¹  then ig  is discontinuous. when 0iz = , 

( )i ig z=  can take any values between miniP  and maxiP . 

 
Based on (20) and (21), the recurrent neural network model is 
described as follows: 

• State equation: 

( ) ( )[ ] ( ){ }dz
I x z I x Q x g z q

dt
b a= - - - - + +  (22) 

• Output equation 

( )( ) ( )
1
( )P I x Q x I x z qa

-
= - + - - +     (23) 

where b  is a positive scaling constant. Here, we assume there 

exists 0a >  such that ( )I x Q xa- +  is invertible. When the 

objective function in (11) is strictly convex on a set defined by 
the equality constraints. 

For any, nz RÎ  the output vector of the neural network 
satisfies (20). Since (18)–(20) are equivalent, (18) also holds. 

Let ( ) ( )
1
(Ty EE E I Q P Ez EC b

-
= - - - -  and substitute 

it into (18), then (13) holds. From (13) we have 
Tz QP E y C= - - -  and substitute it into 

( ) ( )
1
(Ty EE E I Q P Ez EC b

-
= - - - - . Then, we have 

EP b= . That is to say, for any nz RÎ , the output vector 
P of the neural network always satisfies the equality 
constraints. 
 

Let R I x= - , ( )U RQ x R
1

a
-

= - +  W RQ x( )a= - + , 

and v W q1-= . 

Then, equations (21)-(22) can be written as 
 

( )[ ]
dz

Rz Wg z q
dt

P Uz v

b
ìïï = - + +ïïíïï = +ïïî

       (24) 

The architecture of the neural network described in (24) is 
depicted in figure. 2. 
 

 

R-

W ( )g z
q

bò
v

U
Pzz&

 

Figure 2.  The Discontinuous recurrent neural network architecture. 

 
IV. SIMULATION RESULTS 

 
The recurrent neural network (24) is validated on the 

solution of environmentally constrained economic dispatch 
problem. The method is implemented with Matlab on an Intel 

(R) Core (TM) 2 Duo 2.2 GHz CPU with 4 Mb RAM. The test 
system is a 3-unit power system with 850 MW demand and 
with transmission losses. The cost and emission functions 
coefficients are given in Tables 1-3 [11]. 

 
 TABLE 1.  Cost coefficients and generation limits. 

 n ai bi ci Pmin (MW) Pmax (MW) 
1 0.00165 7.92 561 150 600 

2 0.00194 7.85 310 100 400 

3 0.00482 7.97 78 50 200 

 
 

           
  TABLE 2.  SO2 Emission coefficients. 

      

 n di ei fi 
1 1.6103e-6 0.00816466 0.5783298 
2 2.1999e-6 0.00891174 0.3515338 
3 5.4658e-6 0.00903782 0.0884504 

  
 

        TABLE 3.  NOx Emission coefficients. 

 n gi hi ki 

1 1.4721848e-7 -9.4868099e-5 0.04373254 
2 3.0207577e-7 -9.7252878e-5 0.055821713 
3 1.9338531e-6 -3.5373734e-4 0.027731524 

 
  

 
Firstly, the algorithm is used to optimize the power dispatch 

for the three objective problems: fuel cost, SO
2  emission and 

x
NO emission. To illustrate the convergence advantages of  

DRNN, the cost and emission objectives over number of 
generations for a total load demand equal to 850 MW are 
plotted in figures 3, 4 and 5. The active powers of the 3 
generators as shown in the table 4 are all in their allowable 
limits. 
 
     TABLE 4.  Minimum values of individual objectives (DRNN). 

 
 

Best Fuel 
Cost 

Best SO2 
emission 

Best NOx 

emission 
P1 (MW) 442.463 432.041 461.052 
P2 (MW) 273.414 276.884 278.791 
P3 (MW) 149.002 150.444 113.209 
Cost ($/hr) 8344.596 8697.234 8235.426 
Emission SO2 (ton/hr) 9.01518 8.9659 8.8736 
Emission NOx ton/hr) 0.10035 0.1005 0.09594 

Losses PL MW) 15.265 15.215 14.910 

  
 
    TABLE 5.  Best fuel cost (minimum Cost) 

 Methods  T S [11] NSGA-II [13] DRNN 

P1 (MW) 435.69 436.366 442.463 

P2 (MW) 298.828 298.187 273.414 

P3 (MW) 131.28 131.228 149.002 

Cost ($/hr) 8344.598 8344.606 8344.596 

Emission SO2 (ton/hr) 9.02146 9.02083 9.01518 
Emission NOx(ton/hr) 0.0987 0.09866 0.10035 
Losses PL (MW) 15.798 15.781 15.265 
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Figure 3.  Convergence plot of cost objective (for 850 MW). 
 
TABLE  6.  Best NOx emission (minimum NOx) 

 Methods  T S [11] NSGA-II [13] DRNN 

P1 (MW) 502.914 505.810 461.052 

P2 (MW) 254.294 252.951 278.791 

P3 (MW) 108.592 106.023 113.209 

Cost ($/hr) 8371.143 8363.627 8235.426 

Emission SO2 (ton/hr) 8.986 8.9747 8.8736 

Emission NOx(ton/hr) 0.0958 0.0959 0.09594 

Losses  PL (MW) 15.8 14.784 14.910 
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Figure 4.  Convergence plot of NOx emission objective (Best NOx Emission). 

 

    TABLE 7.  Best SO2 emission (minimum SO2) 

 Methods  T S  [11] NSGA-II[13] DRNN 

P1 (MW) 549.247 541.308 432.041 

P2 (MW) 234.582 223.249 276.884 

P3 (MW) 81.893 99.919 150.444 

Cost ($/hr) 8403.485 8387.518 8309.368 

Emission SO2 (ton/hr) 8.974 8.9665 8.9659 

Emission NOx(ton/hr) 0.0976 0.0964 0.1005 
Losses PL (MW) 15.722 14.476 15.215 
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Figure 5. Convergence plot of SO2 emission objective (Best SO2 Emission). 

 
In tables 5, 6 and 7 the computation results of the (RNN) 

approach for the classical economic dispatch, minimum 

SO
2
and minimum 

x
NO are compared with the results of the 

Tabu search (TS) [11], an elitist multi-objective evolutionary 
algorithm based on the Non-dominated Sorting Genetic 
Algorithm (NSGA-II) [13]. 

 
Table 5 gives the simulation results for best fuel cost as 

compared to the Tabu search and NSGA-II. It is observed that 
the RNN approach achieves the same best fuel cost than the 
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other approaches. From the tables 6 and 7, it is clear that. In the 

SO
2
 emission dispatch, SO

2  emission is minimum and the 

production cost is better than those of the classical economic 

dispatch ED. In the 
x

NO emission dispatch, 
x

NO emission is 

minimum and the production cost is better than those of the 

SO
2
 emission dispatch. 

Through the comparison of simulations results of table 5-6 
and 7, it can be seen that the proposed method has the best 

solution quality in terms generation cost, 
x

NO emission 

dispatch, SO
2
emission dispatch, and losses power, compared 

to the other methods. The active powers of the 3 generators as 
shown in this table are all in their allowable limits. 
 

V. CONCLUSION 

A Discontinuous Recurrent Neural Network algorithm 
(DRNN) has been used for solving the Environmental/ 
Economic Dispatch problem. Firstly, a bi-objective 
optimization problem is considered where simulations results 

on a 3-generator test system considering fuel cost and SO
2
 

emission and then fuel cost and 
x

NO  emission have been 

presented. Finally, a three objective optimization problem 

considering fuel cost, SO
2  emission and 

x
NO emission 

simultaneously has been considered. The obtained minimum 
values of fuel cost and emissions are comparable to those 
obtained using Tabu search (single objective optimization) and 
elitist multi-objective evolutionary algorithm based on the 
Non-dominated Sorting Genetic Algorithm (NSGA-II). 
Simulation results reveal that the algorithm can identify the 
Pareto-optimal front with a good diversity for the 
environmental/economic dispatch problem. 
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Abstract— The increase of environmental pollution and the 

decreasing of the energy is extremely related to social progress. 

The renewable energy based wind energy system is one of 

better solutions to reduce the environment pollution. Wind 

energy offers power supply for locations that are remotely 

located and also allows economical way of producing power.  

The impact of a wind farm on the power system transient 

stability will be negligible, however, when the penetration of 

wind farm increases, its impact is no longer restricted to the 

distribution network but starts to influence the whole system, 

including the transmission system transient stability. The 

integration and penetration of these energy sources in power 

system have become a challenge for network managers, 

especially, with wind turbines that do not offer control of 

reactive power. This type of wind turbines requires the 

addition of capacitor banks to reduce reactive power absorbed 

in the network and to keep them connected in case of fault. 

However these capacitor banks present several disadvantages, 

this requires the use of superconducting magnetic Energy 

Storage (SMES). The effectiveness of the proposed model is 

tested on the IEEE11-bus test system applied to the case of 

three-phase short circuit fault in one transmission line. A 

simulation results are presented in this document. 

I. INTRODUCTION  

Recently, the wind power generation included in the 
standard grid showed a further increase,  in a significant 
way so, the electric utilities grid codes are forced to be 
revised, thus the reliability in 
systems with high wind energy diffusion will be guaranteed 
[1]. In power system stability studies the term transient 
stability usually refers to the ability of the synchronous 
machines to remain in synchronism during the brief period 
following large  disturbances, such as severe lightning 
strikes, loss of heavily loaded transmission lines, loss of 
generation stations, or short circuits on buses [2]. To 
enhance the transient stability, a Superconducting Magnetic 

Energy Storage (SMES) which is able to swiftly exchange 
active and reactive powers with the power systems, can be 
used [3], [4]. However, to attain the high stabilizing effect, 
the large capacity of converter and energy storage of SMES 
are required. Besides, the SMES cannot absorb enough 
energy during severe faults since the bus voltage where the 
SMES is installed, falls substantially. One of the 
requirements of transient stability analysis is to compute a 
transient stability index (TSI) for the contingencies, which is 
used to assess the stability of single contingency and 
furthermore rank the severity of different contingencies [5]. 
The Critical Clearance Time (CCT) of a fault is generally 
considered as the best measurement of severity of a 
contingency and thus widely used for ranking contingencies 
in accordance with their severity [6]. In this paper Critical 
Clearing Time (CCT) is employed as a transient stability 
index to evaluate test system. The Critical Clearing Time is 
defined as “the maximum time between the fault initiation 
and its clearing such that the power system is transiently 
stable”. 

Many methods for transient stability analysis and 
assessment have been proposed and improved over the 
years, such as equal area criteria, numerical integration and 
Lyapunove method, in this study the numerical integration 
method is required in order to get the exact CCTs. The 
numerical integration method is the most reliable and 
accurate method for transient stability assessment [7]. 
proposed work is aimed to investigate the potential 
influence of the Superconducting Magnetic Energy Storage 
(SMES) for improving both transient stability and voltage 
regulation of the power system containing a distributed 
wind generation (DWG) based on conventional fixed speed 
induction generator. Moreover, the optimal location of the 
proposed controller (SMES) is also analyzed. The 
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effectiveness of the proposed model is tested on the IEEE 
11-bus test system applied to the case of three-phase short 
circuit fault in one transmission line. The toolbox Sim Power 

Systems of MATLAB/SIMULINK software is used to carry out 
simulations studies (in the mode ‘‘ phasor simulation’’). 

Computer simulation results for system under study are 
presented and discussed. 

II. MATHEMATICAL MODEL 

This section gives a mathematical model for the 

power system network which includes modelling of 

synchronous generator, DWGs and SMESs.  

A. Synchronous Generator 

With few characteristic assumptions, the synchronous 
generator can be modelled by the subsequent group of 
nonlinear equations [8, 9]: 

0ωωδ −=dtd                               (1)                                                                                                              

ωω DPPdtdH em −−=2                                            (2) 

 ))(( ''''
dodddqfdq TixxEEdtdE −−−=             (3) 

    ))(( ''''
qoqqqdd TixxEdtdE −−−=              (4) 

Where 
δ  : Rotor angle of the generator. 
ω  : Angular speed of the generator. 

0ω : Rated generator rotor angle speed. 

H : Inertia time constant. 

mP : Mechanical power. 

0.ωee TP = : Electrical power. 

D   : Damping coefficient. 

dx : d-axis synchronous reactance. 

qx : q-axis synchronous reactance.  

'
dx : d-axis transient reactance. 
'
qx : q-axis transient reactance.  

'
dE : d-axis transient voltage. 

'
qE : q-axis transient voltage. 

The electrical torque  eT  as: 

qddqddqqe iixxiEiET )( '''' −++=                                   (5) 

The equation of the stator are given by: 
''
dqqdsd Eixirv ++−=

                                                    (6)                                                                                                 
''
qddqsq Eixirv +−−=

                                                         (7)                                                                                        
222
qdt vvV +=

                                                                       (8)  

                                                                                                                    

Where 

qd vv , : Direct and quadrature axis stator terminal voltage 

components. 

tV : generator terminal voltage.  

qd ii , : Direct and quadrature axis stator current components. 

B. DWG 

 DWGs contain many wind turbines and their detailed 
modelling may be unaffordable due to computational 
burden. In order to reduce the dimensionality, aggregation 
techniques are used to obtain equivalent models. A proper 
equivalent model can be easily obtained for fixed-speed 
wind turbines where a one-to-one correspondence between 
wind speed and active power output exists. In this case, 
aggregation is performed by adding the mechanical power 
of each wind turbine and by using an equivalent squirrel 
cage induction generator (SCIG) which receives the total 
mechanical power [10], [11]. 

A simplified transient model of a SCIG can be 
described by the following algebraic-differential equations 
[12]: 

( )( ) 00d TETSIxxEE drsdsqrqr ′′′+′−+ ′ =′ ω           (9)                          

( )( ) 00d TETSIxxEE qrsqsdrdr ′′′+′−+ ′ =′ ω
               (10) 

( ) gem HΤΤdS 2−  =                         (11)    

( ) ( )( ) ( )drEqrEqsjIdsIxjsRqsjVdsV ′−′++′+ =+    (12) 

Here,  x' = (xs + xm xr) / (xm + xr) is the transient 
reactance, Rs is the stator resistance which is assumed to be 
zero, xr is the rotor reactance, xm is the magnetizing 
reactance, x = (xs + xm) is the rotor open circuit reactance, 
T0' is transient open circuit time constant, Tm is the 
mechanical torque, S is the slip, Te = (Edr' Ids –  Eqr' Iqs) is 
the electrical torque, Edr' and Eqr' are the direct and 
quadrature axis transient voltages respectively, Ids and Iqs 
are the direct and quadrature axis currents respectively, and 
ωs is the synchronous speed. 

The DWG penetration level in the system is defined 
as [13]: 

 )CG P DWG( P DWGP % DWG +∗= 100               (13)     

Where PDWG and PCG are the amount of total active 
power generated by DWG and Centralized generation 
respectively. 

C.  SMES  

Figure 1, shows the basic configuration of a thyristor-based 
SMES unit, which consists of a Y- Delta transformer, an 
ac/dc thyristor controlled bridge converter, and a 
superconducting coil or inductor [14]. The converter 
impresses positive or negative voltage on the 
superconducting coil. Charge and discharge are easily 
controlled by simply changing the delay angle that controls 
the sequential firing of the thyristors.  
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• If α is less than 90, the converter operates in the rectifier 
mode (charging)  

• If α is greater than 90, the converter operates in the inverter 
mode (discharging) 

 
Figure 1.  SMES model 

As a result, power can be absorbed from or released to the 
power system according to requirement. At the steady state, 
SMES should not consume any real or reactive power. The 
voltage  of the dc side of the converter is expressed by,  

                                                           (14) 
Where,  is the ideal no-load maximum dc voltage of 
the bridge. The current and voltage of superconducting 
inductor are related as,  

                                         (15)  

Where,  is the initial current of the inductor.  
The real power,  absorbed or delivered by the SMES 
can be given by,  

                                                                (16)  
The energy stored in the superconducting inductor is  

                                            (17)  

where,  is the initial energy in the 
inductor. This is applicable for the twelve pulse converter 
also [14]. Since the bridge current  is not reversible, the 
bridge output power  is uniquely a function of, which 
can be positive or negative depending on . If  is 
positive, power is transferred from the power system to the 
SMES unit. While if is negative, power is released from 
the SMES unit. 

 
Figure 2.  Circuit of SMES  

 

 
Figure 3.  Alpha angle circuit 

III. SIMULATION RESULTS 

To investigate the efficiency and the robustness of the 
proposed controller based SMES on the power system 
transient stability enhancement in presence of distributed 
wind generation; the model is integrated in the IEEE 
benchmark four-machine two-area eleven bus test system in 
the case of three phase short circuit fault in the transmission 
line. DWG is connected to each of the load buses. The one 
line configuration is shown in Figure. 4. Technical data such 
as machine, voltage regulator, governor turbine, buses and 
branches information are taken from [15]. The transient 
stability is assessed by the criterion of relative rotor angles, 
using the time domain simulation method. The toolbox Sim 
Power Systems of MATLAB/SIMULINK software is used 
to carry out simulations studies. 

 
 

 

 
 
 

 
 

Figure 4.  On-line diagram of the Electrical Power System. 

IV. OPTIMAL LOCATION OF SMES 

Optimal location and control of multi FACTS devices is a 
vital and complex research area. In the literature many 
modern techniques and indices proposed for optimal 
location and control of multi FACTS devices. For secure 
operation of power systems, it is required to maintain an 
adequate voltage stability margin, not only under normal 
conditions, but, also, in contingency cases. In this study the 
voltage stability index using continuation power flow 
proposed for optimal location of SMES.  
From the continuation power flow results which are shown 
in the Figure. 5, the buses 5, 6, 7, 8, 9, 10 and 11 are the 
critical buses. Among these buses, bus 8 has the weakest 
voltage profile. Figure. 6 shows PV curves for IEEE four-

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 107

E
E
IC
'1
9

http://www.sciencedirect.com.www.sndl1.arn.dz/science/article/pii/S0142061501000102
http://www.sciencedirect.com.www.sndl1.arn.dz/science/article/pii/S0142061501000102


0 0.2 0.4 0.6 0.8 1 1.2
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Loading Factor (p.u)

V
o

lta
g

e
 m

a
g

n
itu

d
e

 (
p

.u
)

 

 

V
5

V
6

V
7

V
8

V
9

V
10

V
11

machine two-area test system without considering SMES.
  

1 2 3 4 5 6 7 8 9 10 11
0

0.2

0.4

0.6

0.8

1

1.2

1.4

V
o

lta
g

e
 m

a
g

n
itu

d
e

 (
p

.u
)

Bus  
Figure 5.   PV curves for the IEEE four-machine two-area test system 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Critical buses based on continuation power flow. 

 

First, buses are classified based on two procedures: 
Procedure1: all buses are classified based on voltage 
stability index, the weak buses are identified based on 
voltage stability index, in this study, the bus 8 is considered 
as a candidate bus, the main role of the SMES is to control 
voltage at this bus by exchanging reactive (capacitive or 
inductive) power with the network. 
Procedure 2: Buses are classified based on the reactive 
power compensation witch consume by the DWG, the DWG 
will generate an active power, equal to the amount 
consumed by the load. However, in order to generate this 
necessary active power, the DWG  need to consume reactive 
power from the network, the bus 9 is considered as the point 
of common coupling (PCC) where the WG is connected, the 
main role of the SMES is to compensate for this reactive 
power. 

V. IMPACTS OF SMES CONTROLLER ON POWER SYSTEM 

TRANSIENT STABILITY ENHANCEMENT 

We have three logic Cases: Base case, which indicates the 
original system where there is no SMES, in the system. 
Second case, with SMES at the weak bus (low voltage 
stability index). Third case, with SMES at the PCC.  
Figure. 7, shows the location of the SMES controller and the 
WG. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7.  Modified electrical test system considering SMES controller: 
and DWG. 

A.  Case 1 

A 3-phase fault is occurs at t = 1 second on line 7–8 near the 
bus 8 and it is cleared by opening the line at both ends.  we 
consider a DWG at bus 9  with a penetration level of 20 %. 
Generator 2 is the nearest generator to the fault location and 
therefore it has the most rotor speed deviation for this fault. 
The fault clearing time (FCT = 0.266 s) at first then (FCT = 
0.300 s). Simulation results on the rotor angle differences 
and rotor speed deviation of four generators without 
considering SMES Controller are shown in Figures. 8–9 
respectively.  
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Figure 8.  Relative rotor angles without SMES. 
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It can be seen that the relative rotor angles are damped and 
consequently the system maintains its stability, but when the 
fault clearing time increased to 0.300 s, the relative angles 
(δ14, δ24 and δ34) increase indefinitely, so at this critical 
situation the system loses its stability. Figure .10 shows the 
distribution of voltage magnitudes at all buses. 
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Figure 9.  Rotor speed deviation without SMES. 
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Figure 10.  Voltage magnitudes without SMES. 

B. Case 2 

In order to maximize voltage stability index and to improve 
power system transient stability, SMES located at the weak 
bus (low voltage stability index). The SMES will try to 
support the voltage by injecting reactive power on the line 
when the voltage is lower than the reference voltage. The 
first mentioned fault in the previous sub-section is applied 
again.  
Time domain simulation performed at the cleared time 
0.333 s, we can see from Figure. 11 the maximum relative 

rotor angles are (δ14 = 97°, δ24 = 91° and δ34 = 10°), the 
relative rotor angles (δ14, δ24 and δ34) are damped and 
therefore the system becomes stable compared to the first 
case (system unstable).  
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Figure 11.  Relative rotor angles with SME located at the weak bus (low 

voltage stability index). 

C. Case 3 

In case 2 the SMES is placed at the weak bus (low voltage 
stability index) however in this case the SMES is placed at 
the PCC. The purpose maximize dynamically voltage 
stability index, in this case the SMES compensate the 
reactive power  consumed by the DWG during fault, and 
alternatively the required size of  SMES will be reduced 
(economic aspect). As a result, the reactive powers delivered 
by generating units reduce. Compared to the two others 
cases, the critical clearing time is improved.  The SMES is 
placed at the weak bus. The first mentioned fault in the sub-
section (case 1) is applied again. The fault is cleared after 
0.427 s.  
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Figure 12.  Relative rotor angles considering SMES at the PCC. 
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In Figure. 13, It can be seen that the maximum relative rotor 
angles are (δ12 = 15°, δ13 = 31° δ14 = 26°, δ15 = 48° and 
δ16 = 58°), the relative rotor angles (δ12, δ13, δ14, δ15 and 
δ16) are damped and therefore the system becomes stable 
compared to the first and second cases (system unstable). It 
can be also seen that the system response with the SMES at 
the PCC is better than that with the SMES at the weak bus  
in the sense of the settling time is reduced. The critical 
clearing time is enhanced to a new value (0.461 s). It is 
important to conclude that integration of SMES in suitable 
location may help the system to improve the transient 
stability. Table 1 shows the values of margin stability (CCT) 
obtained corresponding to different cases. 

TABLE I.   MARGIN STABILITY (CCT) FOR DIFFERENT CASES 

 

 Controller 
Margin 
stability 

(CCT) ‘s’ 

Case 1 Without SMES 0.262 

Case 2 
With SMES at the weak bus (High 

voltage stability index) 
0.345 

Case 3 With SMES at the PCC 0.461  
 

VI. CONCLUSION 

Modern electric power systems' operation, control 
andstability have been  heavily affected   by The rising  
penetration of energy sources renewal, increasing  demands, 
restricted resources, and deregulated electricity markets 
power systems. In this study, the multi-machine power 
system transient stability improvement contains a large 
DWG via superconducting superconducting magnetic Energy 
Storage (SMES) when applied through coordinated 
application was discussed and investigated. Simulation 
results performed on the IEEE benchmarked four-machine 
two-area test system in presence of distributed wind 
generation considering three phase short circuit clearly 
indicate that proposed controller placed at suitable locations 
can be used as an effective mean capable to enhance the 
margin stability and extend the critical clearing time in a 
multi-machine power system. Future research will focus on 
investigation the effect of combined application of 
superconducting fault current limiter and SMES devices in 
the presence of the distributed generation by considering the 
optimal value of SFCL and location of this hybrid 
Controller. 
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Abstract— The hybrid Renewable Energy Source (RES) power 

generation appears to be an attractive solution for isolated, 

autonomous electric grids in order to increase the RES energy 

penetration and cost-effectiveness. In this paper, a pumped-

storage hydropower energy system (PHES) combined to the 

renewable energy source (RES) is investigated.  PHES based a 

reversible pump-turbine, a servo-machine, a permanent 

magnet synchronous machine (PMSM), and PWM (pulse 

width modulation) power converter. Also investigated is a 

control method of the PHES system, which consists of the 

reversible pump-turbine unit entrained by the PMSM, 

supplied off the variable power renewable energy source (RES) 

through a power electronic converter. Simulation results 

obtained on the basis of the dynamic models of the pump-

turbine are given, for different operating points, to validate the 

performance of the proposed system. 

Keywords: Pumped-storage hydropower; renewable energy; 

permanent magnet synchronous machine; power control 

I. INTRODUCTION  

Nowadays, the increase of energy demand and the 
depletion of fossil fuel have necessitated the large-scale 
utilization of renewable energy (RE). More and more REs, 
like wind and solar powers have access to the power grid [1]. 
The global newly installed capacity of renewable energy sets 
a new record in 2016, with an increase of nearly 9% over 
2015 [2]. Solar power and wind power play key roles in the 
generation mix of renewable energy, accounting for 47% and 
34% of total installed renewable capacity respectively [3].    
Though, an important feature of the renewable energies is the 
fluctuation of the power produced over time. However, the 
stability of the network is based on the balance between the 
energy produced and the energy consummate. Hybrid 
generation systems are being considered as a prospective 
solution to mitigate fluctuations of RES generation [4].  
When hybrid systems operated effectively, they increase the 
overall efficiency of the system and become a more reliable 
energy supply. For this, a storage system is required to adapt 

with the mismatch between the renewable energy (RE) 
production and the time distribution of load demands [5]. 
The PHES is a well-established and commercially acceptable 
technology for utility-scale electricity storage and has been 
used since as early as the 1890s [6]. Hydropower is not only 
a renewable and sustainable energy source, but its flexibility 
and storage capacity also makes it possible to improve grid 
stability and to support the deployment of other intermittent 
renewable energy sources such as wind and solar [7, 8].  
Pumped storage hydro-plants are commonly used for load 
balancing in power systems [9]. The PHES is the dominating 
grid-connected energy storage capacity in the world [10]. 
Variable-speed PSH technology has been used in recent 
years and can provide fast power regulation capability in 
both modes: pumping mode and as well as in generation 
mode [11]. 

The present study aims at the hybrid generation systems 
combined the RES with the PHES, which is considered as a 
promising technology for RES. The system described is 
shown schematically in figure 1. PHES stores energy in the 
form of potential energy of water that is pumped from a 
lower reservoir to a higher level reservoir. The hydraulic 
machine is a reversible pump-turbine with 520kW. This the 
latter is fed by a penstock connected to the two upstream 
and downstream reservoirs. When operating in generation 
mode, the main objective is the extraction of the maximum 
power for the compensation of power fluctuations on the 
load. The modeling details of the scheme studied in figure 1 
are described in detail in the following sections. 

 
Figure 1.  Global scheme of the studied  system 
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II. MODELING OF CONTROL SYSTEM  

A. Renewable energy ressource modeling 

 Figure 2 illustrates the RES random power profile. In 
this proposed hybrid system, the electrical load is mainly 
supplied by the RES whit fixed power. The excess of energy 
from the RES is used to pump the water from the lower 
reservoir to store it in an upper reservoir.  During periods of 
high electrical demand, the stored water is released from the 
upper reservoir to the lower reservoir through turbines to 
produce electric power. 

 

 

 

 

 

 

Figure 2.  RES random power profile 

B. PHES modeling 

The PHES under study includes three parts: reversible 
pump-turbine unit, governor system and PMSM, which are 
modelled and described in the following subsections. 

1) Reversible pump-turbine unit: The mathematical 
model of the pump-turbine describes the relationship 
between the output mechanical power of the pump-turbine 
and the guide vane opening. In this paper, the ideal pump-
turbine model is used without losses [12, 14]. The transfer 
function can be written as follows: 

                               w
PT

w

1 T s
P G

1 0.5T s

−
=

+
                           (1) 

Where: PPT: The pump-turbine mechanical output power; 
G : The guide vane opening; wT : The water starting time. 

2) Control strateg of speed pump-turbine: the control 
strategy of speed pump-turbine generator is presented in 
figure 3, consists of a PI regulator with droop coefficient  
and servomechanism. The servomechanism is the  actuator 

 

Figure 3.  Structure of the servomechanism and PI controller 

of water turbine. It is made up by the major servomotor and 
auxiliary servomotor. The maximum displacement speed of 
the servomotor is restricted by a rate limiter. 

The power set point is imposed by the load conditions 
and the speed set point is calculated by a speed optimizer in 
order to maximize the turbine efficiency [14].  

The servomechanism is the actuator of the speed 
governor. It is used to amplify the control signal and provide 
power to operate the guide vane of a pump-turbine unit. The 
structure of the servomechanism and PI controller are shown 
as figure 3. 

The transfer function of the PI regulator is given by: 

                       ( )
c

i
PI

c

i i

1 k

k1
G s

z k1
1 .s

z.k k

+

=
 

+ + 
 

                              (2) 

3) Mathematical model of PMSG: In the synchronous 𝑑𝑑𝑞𝑞 frame, the PMSG can be modelled as follows [15]: 

            

( )

d
d d s d e q q

q
q q s q e d d f

di
v L R i L i

dt
di

v L R i L i
dt

 = + − ω

 = + + ω + ψ

            

        (3) 

Where: sR is the stator winding resistance; fψ is the 
permanent magnet flux vector, Ωe is the electrical rotational 
speed, di and qi  are, respectively, the direct and quadratic 

currents. 

The direct and quadratic magnetic fluxes are given by 
(the excitation flux fψ  is constant): 

                            d d d f

q q q

L i

L i

ψ = + ψ
ψ =

                                   (4) 

The electromagnetic torque is also expressed as fellow: 

                             ( )e d q q dT p i i= ψ − ψ                              (5) 

p is the pair pole number of the synchronous generator 
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The active and reactive powers are given according to: 

                            

d d q q

q d d q

P v i v i

Q v i v i

= +
 = −

                                 (6) 

 
4) PMSM currents regulation: PMSM currents are 

regulated by hysteresis controllers, which allow keeping the 
current wave into range defined around the reference value. 
When current wave reached the band limits, the hysteresis 
controller generate a logic signal (0 or 1) (Figure 5). So, for 
(j=1, 2, 3) we have: 

                      
ref

j mj mj

ref
j mj mj

F 1 if i i i

F 0 if i i i

 = − ≥ ∆


= − ≤ ∆
                              (7) 

With i∆ is the hysteresis band defined in the controller. 

 
Figure 4.  Hysteresis current controller 

C. Converter modeling  

A switching function ijT , of the PWM rectifier (Figure 5), 

is defined for each power switch. It represents the ideal 
commutation and takes the value 1 if the switch is close, 0 
when he is open (off): 

                
ij

ij
ij

1 T is close
T

0 T is open

= 


                                      (8) 

i {1,2,3}number of thearm∈  

j {1,2}number of theswitchinthearm∈  

 

Figure 5.   PWM rectifier                 

III. CONTROL STRATEGY OF HYBRID SYSTEM 

A. PHES operation modes 

 The typical operation of PHES could be described as 
follows. When the electrical energy needs to be stored, the 
water is pumped from the bottom tank to the top. When the 

system needs electrical energy, the water is released from the 
top tank to the bottom in order to generate power.  

B. Control of optimal combined operation system  

1) Pumping mode: When the DC voltage is less than the 
DC voltage reference the control mode I work. The PHES 
will adjust the speed of the reversible pump-turbine, 
meantime modifying the scheduled pumping capacity in this 
hour period. 

2) Generation mode: When the DC voltage is higher 
than the DC voltage reference the control mode II works. 
The PHES will convert its present operation mode 
immediately, and then adjust the speed of the reversible 
pump-turbine to the maximum in order to reduce the large 
fluctuation. 

                                
TP

ref
Load RESP P P= ±                                 (9) 

Due to the PHES operating mode change, Dc-voltage 
control is recommended to keep the DC-voltage constant, 
equal to the ref

dcU  to provide a frequency reference for stable 

PHES operation, so that the flow of power on PHES-VSC is 

fully controlled by PHES. The reference value 
TP

refP of the 

active power of the reversible pump-turbine is determined 
by: 

                  
TP Load

ref ref
RESP P P= ±                                        (10) 

                    
TP

ref
TP TPP .P= η                                           (11) 

The figure 6 shows the control strategies combined 
operation system.  

 

 
        

Figure 6.  Ccontrol loop for PHES 

IV. RESULTS AND DISCUSSION 

Table 1 gives the parameters for the reversible pump-
turbine, the PMSM and the electrical load. The studied 
system, shown in figure 1, is implemented in the 
Matlab\Simulink software environment. The results of 
simulation are obtained for load power reference                        

ref
LoadP 1.6MW=  and the typical RES power given in figure 2. 

A. Results in Pumping mode 

The speed rotation and the power in pumping mode are 
given by the figures (7-8). 
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Figure 7.  Speed in pumping mode     

                    

 

 

 

 

 

 

 

 

 

Figure 8.  Power in pumping  mode                          

B. Results in generation mode 

The speed rotation and the power in generation mode are 
given by the figures (9-10). 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 9.  Speed in generation  mode     

 

   

 

 

                    

 

 

 

Figure 10.  Power in generation  mode       

The results of simulation for both modes evidence the 
performance of the variable speed hydropower plant, 
showing a dynamic response excellence when the system 
switches from the generate mode ( TP 0Ω > ) to the pumping 

mode ( TP 0Ω < ) with the reversal the direction of the speed 

rotation.  Ensure the stability of the speed control, when the 
reversible pump-turbine units operating state changes, in 
order to avoid emitted active power fluctuations of the RES.  

It is clear from the figures (8 to the 11) that the droop 
coefficient is making the pumped storage and the pumped 
storage is also reacting to the speed of change of the grid 
frequency. The power variation for both modes follows the 
variation of the guide vane opening, that assuring more 
efficient management of available wind resources. 

The power variation for both modes follows the 
variation of the speed, that assuring more efficient 
management of available wind resources. 

The DC voltage is maintained at constant value of 1.5 kV 
as shown in figure 11.      

 
 

 

 

 

 

               

 

Figure 11.  DC-voltage  and Transitional regime 

Figure 12 shows the load power remains constant                    
at 1.6 MW. 

 

 

 

Load power       

 

 

 

 

Figure 12.  Load power 

 

 

 

 

0 50 100 150 200
0

0.1

0.2

0.3

0.4

Time (sec) 

P
ow

er
 in

 p
um

pi
ng

  
m

od
e 

(M
W

) 

0 50 100 150 200

0

100

200

300

Time (sec) 

S
pe

ed
 in

 g
en

er
at

io
n 

m
od

e 
(t

t/
m

in
) 

Time (sec) 

0 50 100 150 200

-0.4

-0.3

-0.2

-0.1

0

P
ow

er
 in

 g
en

er
at

io
n 

m
od

e 
(M

W
) 

Time (sec) 

L
oa

d 
po

w
er

 (
M

W
) 

0 50 100 150 200

-1.8

-1.7

-1.6

-1.5

0 50 100 150 200
1498

1499

1500

1501

1502

Time (sec) 

D
C

-v
ol

ta
ge

 (
V

) 

0 0.5 1 1.5
1498

1499

1500

1501

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 115

E
E
IC
'1
9



TABLE I.  PARAMETER OF SIMULATION 

name  
Table of parameter 

parameter Value  unit 

Pump-turbine 

Nominal power 520 kW 

Rate speed 360 rpm 

Efficiency     0.76  

Mass generator 834 kg 

Mass rotor                                 834 kg 

DC- voltage 

DC-Bus voltage 1.5 kV 

DC-Bus capacitor 0.015 F 

Inductance filter 0.002 H 

Resistor filter 0.01 Ω 

PMSM 

Frequency 50 Hz 

Stator winding resistance 12 mΩ 

Stator inductance 0.13 mH 

Rotor inductance 0.13 mH 

Excitation Flux 2.5 Wb 

 

CONCLUSION 

The Pumped-Storage Hydropower associated to the 
Renewable energy Source has been presented in this paper. 
The simulation results have confirmed the reversible pump-
turbine operation in that variable speed technology allows for 
rapid transition between the two operating modes. This 
advantage of the pumped hydroelectric energy storage 
system offers a high performance for the compensation of 
the power fluctuation of renewable energies sources. 

The variable speed technology in pump-turbines permits 
the energy storage and production with a fast reactivity 
(seconds), the grid frequency regulation (in both regimes 
pump and turbine) and the optimization of the efficiency of 
the hydraulic power plants. 
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Abstract –– This paper presents the dynamic behavior of 

autonomous and variable speed wind energy conversion 

system with storage battery based on induction generator. 

The wind turbine extracts the maximum power from the 

wind using the MPPT technique, to meet the load 

requirements and the excess power is used to charge the 

batteries for the future used. 

A novel power management strategy is proposed, when the 

batteries are fully charged, the proposed control system 

disconnects the batteries immediately for protect them. In  

this moment, the power generated is greater than that 

consumed by the load, this power difference must be 

canceled in order to protect the generator and the power 

converters, in this case, the proposed control system 

deactivates the MPPT technique, and the wind turbine is 

released to rotate with can reach twice the nominal speed 

to generates just a power to meet the needs of the load. 

Keywords –– SCIG generator, stand-alone, power converters, 
variable speed, wind turbine, power control, battery. 

I. INTRODUCTION 

Electricity generation plants have become a daily 
environmental issue, as they present a source of 
pollution. As a result, resources that use green energy 
have a very strong growth. Among renewable energies, 
wind energy is one of the most used for the production 
of electrical energy [1-2]. 

The use squirrel cage induction generator (SCIG), 
permanent magnet synchronous generators (PMSG) and 
doubly-fed induction generators (DFIG) is recently 
preferred in the wind energy conversion system (WECS) 
units. However, the PMSG suffers from high cost of 
materials and manufacturing [3] and the use of DFIG has 
the disadvantage of requiring a system of rings and 
brushes inducing important maintenance costs mostly for 
offshore projects located in a saline medium [4]. 

Therefore, the squirrel cage induction generator 
(SCIG) has many advantages over other generators, such 
as robustness, low installation and maintenance costs 
which making it an ideal candidate to be used in WECS 
[5-6]. 

 In the variable speed (WECS), the use of maximum 
power point tracking algorithm (MPPT) has a great 
importance, to extract the maximum power available in 
the wind [7]. So far, the MPPT algorithms researched 
can be classified into three main control methods, 

namely tip speed ratio (TSR) control, power signal 
feedback (PSF) control and hill-climb search (HCS) 
control. The first control method (TSR) is used in this 
paper, which used to regulate the rotation speed of the 
generator, in order to maintain the TSR to an optimum 
value at which power extracted is maximal. This method 
requires both the wind speed and the turbine speed in 
addition to requiring the knowledge of optimum TSR of 
the turbine in order for the system to be able extract 
maximum possible power [8]. 

In the grid connection mode, all power extracted 
using the MPPT algorithm will be injected into the grid 
[9]. Nevertheless, in stand-alone mode, the WECS 
system must meet the power requirements for the loads 
and the excess power will be stored in a storage system 
for future use [10]. In this context, several works carried 
out in stand-alone variable speed WECS using the 
MPPT algorithm and storage unit (batteries). 

However, to approach the system to the reality, the 
batteries have a maximum state of charge (SOC) which 
must not exceed. Beyond this, the life of the batteries is 
reduced, which leads to their deterioration, the same 
thing for the discharge of the batteries below the SOC. 

Unfortunately, this assumption is not taken into 
account in all the works carried out for the stand alone 
WECS using the MPPT and batteries as storage unit. 
Therefore, in this paper, a new power management and 
control (PMC) algorithm is proposed to ensure a reliable 
satisfaction of the load requirement and to protect the 
batteries as follow. 

At the beginning, The WECS operates using the 
MPPT mode to supply the load, and the excess power is 
exploited to charge the batteries. In the case of full 
charging of batteries, to protect them, the PMC will 
disconnect them immediately, in this moment, the power 
generated by the WECS becomes greater than that 
consumed by the load. So, the MPPT mode loses its 
physical sense at this moment. Therefore, this power 
difference can be dangerous to power converters, to 
rebalance the generated and consumed power, the PMC 
will deactivate the MPPT mode and activates the FREE 
mode Fig.2.   

For the FREE mode, the wind turbine will release to 
generate a wind torque following the generator 
electromagnetic torque, which has its turn following the 
load power. So that, the WECS will only generates the 
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power to supply the load. In this operating zone, each 
change in electrical load will cause an imbalance in the 
dynamic equation of wind turbine, and the later will 
increase or decrease its rotational speed to find a new 
operating point.  

The main decision factors for the proposed power 
management system are the provided and demand 
powers and the state of charge (SOC) of the batteries. 
The studied system is modeled and tested using the 
MATLAB/Simulink software. The control of global 
system and the proposed power management are done 
for different operating conditions, such as sudden load 
variation and randomly fluctuations of the wind speed at 
the same time to approach the system to the reality. 
Moreover, the operation of the system in free and in 
MPPT mode, the results obtained are discussed. 

II. THE STUDIED SYSTEM 

The global system studied in this paper consists of a 
wind turbine, an induction generator, three power 
converters with a PWM control, and an accumulator 
battery. In the case of variable speed stand-alone 
operation with balanced load, the regulation of the 
voltage at the DC level is ensured by generator side 
converter (GSC), and the regulation of frequency is 
ensured by the load side converter (LSC), because the 
wind and the load are randomly variable, a storage 
system is added at the DC voltage level after a back-
Boost converter taken account the maladjustment of 
load. The proposed power management is used to ensure 
all the production/consumption balance, the charging 
and discharging of the batteries, the connection and 
disconnection them (full charging or critical discharging 
level), and determines the operating mode of the wind 
turbine with or without MPPT, the system studied is then 
simplified as shown in Figure 1. 

 
 

Figure 1.  Schematic diagram of the system studied 

A.  Turbine Modeling 

The wind turbine converts part of the kinetic energy 
of the wind into a useful mechanical energy. The power 
extracted from the wind can be expressed in (1) as 
follows:  

  𝑃𝑃𝜇𝜇 =
1

2
𝜋𝜋𝜌𝜌𝐶𝐶𝑝𝑝(𝜆𝜆,𝛽𝛽)𝑅𝑅2𝑎𝑎3

  (1) 

Where𝜌𝜌 is the air density, 𝐶𝐶𝑝𝑝  is the power 
coefficient, whichis a function of 𝜆𝜆, the tip speed ratio 
and 𝛽𝛽, the pitch angle.𝑅𝑅is the radius of the turbine and 𝑎𝑎 
is the wind speed.The tip speed ratio and the power 

coefficient are given respectively by(2) and 
(3)respectively as follows: 

  𝜆𝜆 =
Ω𝑡𝑡𝑅𝑅𝑎𝑎     (2) 𝐶𝐶𝑝𝑝(λ,β) =0.4−0.0167β sin(π 𝜆𝜆  + 0.1

12.8 –0.43𝛽𝛽) – 

0.00184(λ−3)β   (3) 

Where Ω𝑡𝑡  is the angular speed of turbine, neglecting 
the friction forces, the dynamic equation of the wind 
turbine is given by: 

  
𝑑𝑑Ω𝑟𝑟𝑑𝑑𝑡𝑡 =

1𝐽𝐽 (𝑇𝑇𝑡𝑡 − 𝑇𝑇𝑒𝑒𝜇𝜇 )  (4) 

Where Ω𝑟𝑟  , the angular speed of the generator, 𝐽𝐽is the 
moment of inertia of the generator and the turbine, 𝑇𝑇𝑡𝑡  is 
the torque developed by the wind turbine and 𝑇𝑇𝑒𝑒𝜇𝜇  is the 
generator electromagnetic torque. 

The functional diagram of the turbine model is 
established in figure 2. It shows that the speed of turbine 
is controlled by action on the electromagnetic torque, 
which depends on the choice of the operation mode of 
the turbine (with or without MPPT). In the case of 
MPPT mode, the electromagnetic reference torque is 
imposed depending on the optimum parameters of the 
turbine 𝜆𝜆opt  and 𝐶𝐶𝑝𝑝max , the wind turbine develops a 
torque 𝑇𝑇𝜇𝜇  equal to the electromagnetic torque to 
rebalance the dynamic equation of wind turbine and 
stabilize at a maximum operating point, and as the wind 
speed is variable with time and considered as a 
disturbing input in this system, the wind turbine speed 
must be adjusted continuously to that of the wind for 
ensure maximum collection of wind energy. And in the 
case of operation without MPPT, the electromagnetic 
reference torque is depend on the parameters of the 
generator (stator currents and rotor fields), the rotor field 
is kept at its nominal value by the dq rotor reference 
frame control, the electromagnetic torque has a direct 
relationship with the stator current, the later depends on 
the load currents via the DC bus, so any increasing the 
load current will increase the call of the stator currents 
and increases the electromagnetic torque of the 
generator, the operating point will move to rebalance the 
dynamic equation of the turbine. In our work, the choice 
of operating mode of the turbine (with or without 
MPPT) is decided by the proposed optimization and 
power management algorithm. 

 
Figure 2.The functional block diagram of the turbine model 
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B. Model Of Induction Generator 

In order to obtain a dynamic model for the electric 
generator which allows us to easily define the control 
system of the generator, we use the Park’s 
transformation (𝑑𝑑𝑞𝑞), in this frame, the inductance 
parameters become constant, independent of position. 
The 𝑑𝑑𝑞𝑞 model ofthe squirrel-cage asynchronous machine 
provides a powerful physical interpretation of the 
interactions of currents and fields of such fate to produce 
voltages and torques, more importantly it leads to an 
easy adaptation with the proposed control strategies. 

⎩⎪⎪⎨
⎪⎪⎧ 𝑑𝑑𝑑𝑑𝑡𝑡 𝑑𝑑𝑑𝑑𝐷𝐷 =

1𝜎𝜎𝐿𝐿𝐷𝐷 �−𝑅𝑅𝐷𝐷𝑟𝑟 𝑑𝑑𝑑𝑑𝐷𝐷 + 𝜔𝜔𝐷𝐷𝜎𝜎𝐿𝐿𝐷𝐷𝑑𝑑𝑞𝑞𝐷𝐷 +
𝑀𝑀𝑅𝑅𝑟𝑟𝐿𝐿𝑟𝑟2 𝜑𝜑𝑑𝑑𝑟𝑟 +

𝑀𝑀𝐿𝐿𝑟𝑟 𝜔𝜔𝑟𝑟𝜑𝜑𝑞𝑞𝑟𝑟 + 𝑎𝑎𝑑𝑑𝐷𝐷 �𝑑𝑑𝑑𝑑𝑡𝑡 𝑑𝑑𝑞𝑞𝐷𝐷 =
1𝜎𝜎𝐿𝐿𝐷𝐷 �−𝑅𝑅𝐷𝐷𝑟𝑟 𝑑𝑑𝑞𝑞𝐷𝐷 − 𝜔𝜔𝐷𝐷𝜎𝜎𝐿𝐿𝐷𝐷𝑑𝑑𝑑𝑑𝐷𝐷 +

𝑀𝑀𝑅𝑅𝑟𝑟𝐿𝐿𝑟𝑟2 𝜑𝜑𝑞𝑞𝑟𝑟 − 𝑀𝑀𝐿𝐿𝑟𝑟 𝜔𝜔𝑟𝑟𝜑𝜑𝑑𝑑𝑟𝑟 + 𝑎𝑎𝑞𝑞𝐷𝐷 �𝑑𝑑𝑑𝑑𝑡𝑡 𝜑𝜑𝑑𝑑𝑟𝑟 =
𝑀𝑀𝑅𝑅𝑟𝑟𝐿𝐿𝑟𝑟 𝑑𝑑𝑑𝑑𝐷𝐷 − 𝑅𝑅𝑟𝑟𝐿𝐿𝑟𝑟 𝜑𝜑𝑑𝑑𝑟𝑟 + 𝜔𝜔𝜑𝜑𝑞𝑞𝑟𝑟                                                       𝑑𝑑𝑑𝑑𝑡𝑡 𝜑𝜑𝑞𝑞𝑟𝑟 =
𝑀𝑀𝑅𝑅𝑟𝑟𝐿𝐿𝑟𝑟 𝑑𝑑𝑞𝑞𝐷𝐷 − 𝑅𝑅𝑟𝑟𝐿𝐿𝑟𝑟 𝜑𝜑𝑞𝑞𝑟𝑟 −𝜔𝜔𝜑𝜑𝑑𝑑𝑟𝑟                                                       

�  (8) 

Where: 𝑅𝑅𝐷𝐷𝑟𝑟 = �𝑅𝑅𝐷𝐷 + 𝑅𝑅𝑟𝑟 𝑀𝑀2𝐿𝐿𝑟𝑟2 �; 𝜎𝜎 = �1 − 𝑀𝑀2𝐿𝐿𝐷𝐷𝐿𝐿𝑟𝑟� 
Where𝑅𝑅𝐷𝐷, 𝑅𝑅𝑟𝑟 , are the stator and rotor resistances 

and 𝐿𝐿𝐷𝐷  , 𝐿𝐿𝑟𝑟 ,  are the stator and rotor cyclical inductances 
respectively, 𝑀𝑀 is the mutual inductance,𝜔𝜔𝐷𝐷 and 𝜔𝜔 are 
the pulsation of stator and rotor quantities respectively, 
which are linked by the following relationship:  𝜔𝜔𝐷𝐷 −𝜔𝜔𝑟𝑟 = 𝜔𝜔   (9) 𝜔𝜔𝑟𝑟 = 𝑃𝑃Ω𝑟𝑟    (10) 
 
When, Ω𝑟𝑟  the mechanical speed of the generator. 

III. CONTROL OF THE ASYNCHRONOUS 

GENERATOR 

In vector control algorithms, the rotor field is kept 
constant at its rated value. Thus the torque can be 

adjusted according to the active power demand. The DC 
bus voltage 𝑉𝑉𝑑𝑑𝑐𝑐  is kept at its desired value, it is possible 
to express the reference power by: 𝑃𝑃𝑑𝑑𝑐𝑐∗  = 𝑉𝑉𝑑𝑑𝑐𝑐∗ .𝑑𝑑𝑑𝑑𝑐𝑐    (11) 

Where, 𝑑𝑑𝑑𝑑𝑐𝑐 is the output current of the generator side 
converter. Neglecting the losses, we obtain the 
electromagnetic torque expression by: 𝑇𝑇𝑒𝑒𝜇𝜇∗ =

𝑃𝑃𝑑𝑑𝑐𝑐∗Ω𝑟𝑟    (12) 

The control of 𝑉𝑉𝑑𝑑𝑐𝑐  voltage can be carried out through 
the electromagnetic torque, in our present work, the 
orientation of the𝑑𝑑𝑞𝑞 frame is chosen so that 𝜙𝜙𝑑𝑑𝑟𝑟=𝜙𝜙𝑟𝑟 ,𝜙𝜙𝑞𝑞𝑟𝑟=0and controlling the field𝜙𝜙𝑟𝑟 to keep it 
constant. The implementation of the control requires 
estimating the electromagnetic torque, the rotor field 
and 𝜔𝜔𝐷𝐷. The electromagnetic torque is expressed from 
the current 𝑑𝑑𝑞𝑞𝐷𝐷by: 𝑇𝑇𝑒𝑒𝜇𝜇 = 𝑃𝑃 𝑀𝑀𝐿𝐿𝑟𝑟 𝜙𝜙𝑟𝑟 𝑑𝑑𝑞𝑞𝐷𝐷    (13) 

The rotor field is expressed from the current𝑑𝑑𝑑𝑑𝐷𝐷as 
follows: 𝜙𝜙𝑟𝑟 =

𝑀𝑀
1+𝑇𝑇𝑟𝑟 .𝑆𝑆 𝑑𝑑𝑑𝑑𝐷𝐷    (14) 

Knowing of 𝜔𝜔𝐷𝐷 ensures the validity of the equations 
because the 𝑑𝑑𝑞𝑞 reference must constantly monitor the 
rotating field. For this, one uses the internal angular 
relationship 𝜔𝜔𝐷𝐷= 𝜔𝜔+𝑃𝑃Ω𝑟𝑟 . The rotational speed of the 
machine is measured and that the rotor field is estimated. 
Is then obtained for 𝜔𝜔𝐷𝐷 : 𝜔𝜔𝐷𝐷 =

𝑀𝑀𝑑𝑑𝑞𝑞𝐷𝐷𝑇𝑇𝑟𝑟 .𝜙𝜙𝑟𝑟  + 𝑃𝑃Ω𝑟𝑟   (15) 

The rotor field is adjusted by the𝑑𝑑𝑑𝑑𝐷𝐷  current, and the 
electromagnetic torque is adjusted by 𝑑𝑑𝑞𝑞𝐷𝐷  current. The 
figure 3 resumes the adopted vector control algorithm: 

 

Figure 3.The adopted vector control algorithm 
 

IV. THE PROPOSED POWER MANAGEMENT STRATEGY 

The studied system using the proposed power 
management strategy has the advantage of being able to 
operate in two operating zones, the operation with or 
without the use of the MPPT technique. 

 Zone I: this zone corresponds to the operating mode 
of the studied system using the MPPT technique, 
provided that the power generated by the wind 
conversion system is sufficient to satisfy the needs of the 
load, so the power difference is positive, this difference 
is invested to charge the batteries as long as they are not 
fully charged (𝑆𝑆𝑂𝑂𝐶𝐶 < 𝑆𝑆𝑂𝑂𝐶𝐶𝜇𝜇𝑡𝑡𝑥𝑥 ), or in the case where the 
power difference is negative i.e. the power demand by 
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the load is greater than that generated by the wind 
conversion system, this power difference will be 
compiled by the batteries as long as they are not 
completely discharged (𝑆𝑆𝑂𝑂𝐶𝐶 > 𝑆𝑆𝑂𝑂𝐶𝐶𝜇𝜇𝑑𝑑𝑛𝑛 ). In this case, 
the power coefficient and the tip speed ratio of the 
turbine are maintained at the maximum and optimum 
values, respectively, 𝐶𝐶𝑝𝑝 = 𝐶𝐶𝑝𝑝𝜇𝜇𝑡𝑡𝑥𝑥  and 𝜆𝜆 = 𝜆𝜆𝑂𝑂𝑝𝑝𝑡𝑡 . 

Zone II: At the time of disconnection of the batteries 
(fully charged), the power of the wind conversion 
system is greater than that demanded by the load, the 
MPPT technique is disabled by the control system, the 
wind turbine operates with a power coefficient and a tip 
speed ratio below and above the maximum and the 
optimum values respectively 𝐶𝐶𝑝𝑝 < 𝐶𝐶𝑝𝑝𝜇𝜇𝑡𝑡𝑥𝑥 and 𝜆𝜆 > 𝜆𝜆𝑂𝑂𝑝𝑝𝑡𝑡 . 
At this moment the speed of the turbine will continue to 
increase to reduce the torque generated by the wind 
turbine which makes a displacement of the operating 
point corresponds only to the power demanded by the 
load. 

The overall system works for a long time. Therefore, 
the functioning of the studied system involves a number 
of decisions concerning the management of the powers. 
The key indicators that govern the operation of the 
system are the state of charge of the batteries and the 
sign of the difference of the powers. The dynamics of 
charging and discharging batteries is much faster, so it 
can effectively cover the fluctuations of wind energy due 
to the random nature of the wind, given the importance 
of batteries in the proper functioning of the global 
system.  

V. SIMULATION RESULTS 

The nominal parameters of the squirrel-cage 
asynchronous generator, the wind turbine and the nickel-
cadmium battery are written in the appendix. The battery 
is initially charged at50%. The value of the DC bus 
voltage reference is put equal to 𝑉𝑉𝑑𝑑𝑐𝑐∗  = 650 V. And the 
reference rotor field is put equal to the rated value 0.7 
Wb. The load in this work is balanced and purely 
resistive which is initially taken equal 3 kW. At 𝑡𝑡 = 1𝐷𝐷, 
the batteries are inserted, at time 𝑡𝑡 = 10𝐷𝐷, the load 
power is increased to 4.5 kW, and it reduced to its initial 
value at time𝑡𝑡 =  20 𝐷𝐷. For this test, the wind speed 
varies randomly around the nominal speed (𝑎𝑎 =
8 𝜇𝜇/𝐷𝐷), the wind speed profile is given in Figure 4. 

Figure 4. Wind speed profile 
 

As shown in Figure 5 and Figure 6, the studied 
system can operate in two operating zones, with or 

without using of MPPT strategy. The operating mode 
with using the MPPT technique, to extract the maximum 
wind power, requires a maximum power coefficient 
equal to 0.4 (Figure 6), with an optimum rotation speed 
(Figure 5). In the operating mode without using of 
MPPT strategy, the rotational speed of the generator 
varies over a wide speed range which can be almost 
twice the nominal speed (Figure 5) with a decrease in the 
power coefficient, the speed decreases as load active 
power increases and vice-versa, in this case the 
operating point varies and stabilizes according to the 
power demanded by the load. Note that the speed 
variation is a slow process because it is determined by 
the inertia of rotating system and negative sign in 
generator torque shows that it operates as generator 
mode, in order to clearly see the variation of the power 
coefficient versus tip speed ratio a long test time. 

 
Figure 5. Generator speed (rd/sec) 

 
Figure 6. The power coefficient 

 
In order to initial the excitation process, the capacitor 

connected at the DC side of the converters assumed that 
is pre-charged to a voltage of 12 V. It can be noted that 
this initial voltage is appropriate to implement the 
proposed scheme at the lowest speed, but the start-up 
process can be achieved with low initial voltage if rotor 
speed increases or sluggish DC-link voltage reference 
ramp is selected, and with increase in capacitor value the 
DC-link voltage takes longer time to reach the reference 
value, but at the same time the final ripple amplitude 
decreases, it can be seen from (Figure 7) that the DC-
link voltage is well regulated and is insensitive to the 
variation of the load, an overrun is not exceeded by 13 % 
due to the disconnection of the batteries at the time of 
fully charging. This gives us a three-phase voltage with 
constant amplitude at the output of the inverter. 
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Figure 7. DC bus voltage 

 
The stator currents are shown in Figure 8, the d axis 

stator current is kept at its reference value, to ensures the 
magnetization of the generator whatever the load and the 
wind variations, the q axis stator current is the picture of 
the active power delivered by the generator if the stator 
voltage is properly regulated and kept constant, it 
depends on the variation of the load power, the rotational 
speed of the rotor and the charge and discharge of the 
battery. The generator must provide sufficient power to 
satisfy the needs of the load and the batteries during the 
charging period of the latter by using the MPPT 
technique, if the batteries are disconnected (fully 
charged), the generator operates without using the MPPT 
technique, and it provides just the power required by the 
load.The generator torque changes accordingly to the 
load and follows the torque supplied by the turbine, it 
have the same curve that the q-axis current (Figure 9).  

 
Figure 8. 𝑑𝑑𝑑𝑑𝐷𝐷  and 𝑑𝑑𝑞𝑞𝐷𝐷currents and heirs references 

 
The state of charge of the battery is one of the 

important key decisions of control strategy proposed, in 
our work the battery is initially charged and inserted in 
the global system at 𝑡𝑡 = 1𝐷𝐷, as shown in (Figure 10), the 
battery current is positive during the charging mode and 
negative during the discharging mode,  as is known, the 
batteries can be charged more than 100 %, but they heat 
up and degrade over time, and to protect it, the SOCmax is 
set at 95%, beyond this value the batteries must be 
disconnected. 

 
Figure 9. Electromagnetic torque and it reference behavior 

 

The corresponding power flows in our system during the 
wind and the load change is shown in the figure 11, it 
can be seen that in every moment the generator power is 
equal to sum of the load and the battery power. It can be 
found too that the proposed control strategy plays a very 
important role in protecting the global wind energy 
conversion system, the wind turbine extract the 
maximum power from the wind using the MPPT 
technique, to power the load and the excess power will 
charge the batteries. 

 
Figure 10. State of charge of battery 

 
Figure 11. Generator, load and battery powers 

 
When the batteries are fully charged, the control 

system disconnects them immediately to protect them. 
But the power generated at this time is greater than that 
consumed by the load, this power difference must be 
canceled to protect the generator and the power 
converter, in this case the proposed control system will 
disable the extraction technique of maximum power and 
the turbine will be released to produce just the needs of 
the load as shown in figure 5 and figure 11. 
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Figure 12. Load voltages and currents behavior 

 
The Figure 12 shows the load current and voltage, it 

can be clearly seen that the load current depends just of 
the load variations, the load voltage is well controlled 
and established to its reference value and is insensitive to 
the variation of the wind speed or connection and 
disconnection of batteries, its frequency is fixed to 50Hz 
whatever the variation speed of the turbine, we can to 
say the term, variable speed system and constant 
frequency (VSCF). 

VI. CONCLUSION 
 

In this paper, a dynamic behavior of autonomous and 
variable speed wind energy conversion system with 
storage battery based on squirrel-cage asynchronous 
generator was studied, an analytical model of the 
asynchronous generator allowed us to directly extract the 
control laws has been presented, a vector control by the 
rotor field orientation was used, this strategy allows to 
maintain the DC bus voltage at a constant value however 
the speed of the wind and the abrupt variation of the 
load,  in addition, this control makes it possible to adjust 
the rotor field separately from the electromagnetic 
torque adjustment and to maintain it at its nominal value, 
in order to guarantee a stable supply of the asynchronous 
generator by the reactive power. And on the other hand, 
and to protect the storage system and the asynchronous 
generator, an optimization and power management 
algorithm has been proposed to determine the limits of 
use and validity of the MPPT technique. The simulation 
results show that the proposed control system adds high 
performance dynamic flexibility and behavior to the 
conventional stand-alone wind conversion system, and is 
very robust with respect to wind speed or load 
variations. The strategy proposed in this paper is very 
relevant for a stand-alone wind energy conversion 
system based on a squirrel cage asynchronous generator. 

APPENDIX 
 

 Parameters of the asynchronous machine [12]: 
 𝑃𝑃𝑇𝑇= 5.5 kW, 𝑈𝑈𝑇𝑇= 220/380 V, 𝐼𝐼𝑇𝑇= 23.8/13.7 A, 50 Hz, 𝑅𝑅𝐷𝐷= 1.07131 Ω, 𝑅𝑅𝑟𝑟= 1.29511 Ω, p = 4, Ω𝑇𝑇= 690 rpm,  
J = 0.230 kg·𝜇𝜇2, 𝐾𝐾𝑓𝑓= 0.0025 N·m/𝑟𝑟𝑡𝑡𝑑𝑑𝐷𝐷−1. 
 
Parameters of the turbine [12]: 
 𝐺𝐺 = 3.1425, 𝑅𝑅 = 3.24 𝑀𝑀, 𝜆𝜆𝑂𝑂𝑝𝑝𝑡𝑡 = 10.4, 𝐶𝐶𝑝𝑝𝜇𝜇𝑡𝑡𝑥𝑥 = 0.44 
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Figure.1. (a): Structure of a single-layer organic cell, 
(b): energy band diagram. φ : work function of electrodes, 
χ : electronic affinity, IP : ionization potential, Eg : optical 

gap of the organic material. 
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Abstract— Polymer solar cells have attracted much attention 

during the last years due to their lower fabrication cost and 

possibility of using flexible substrates. Various parameters 

contribute to the stability of the performances of organic solar 

cells: the configuration or the structure of the cells, the 

materials used in their elaboration such as the active layer and 

the electrode contact. In this work we discuss the different 

structures of organic solar cells and the role of the interface 

layer used as hole transport layer or electron transport layer. 

Then the important processes which might limit the power 

conversion efficiency of organic photovoltaic devices are 

discussed.  The fabrication method of organic solar cells is 

presented. Organic solar cells are sensitive to moisture, oxygen, 

and light. A solution to improve performance and protect cells 

from degradation is proposed.  

I. INTRODUCTION  

Polymer solar cells have attracted much attention during 
the last years due to their lower fabrication cost and 
possibility of using flexible substrates [1]. However, their 
efficiency is usually less than 5%. The active layer 
morphology related to blending preparation and annealing 
[2], is one of the most important factors affecting solar cell 
efficiency. Organic solar cells undergo many degradation 
pathways during their lifetime [3]. Efficiency loss is due to 
light, oxygen and water. The exposure to oxygen leads to 
enhanced charge carrier concentration and a decreased 
charge carrier mobility. A lower mobility leads to a higher 
extraction time for the charge carriers and therefore to an 
enhanced bimolecular recombination probability which 
results in decreased FF. The open circuit voltage is slightly 
increased because the Langving recombination rate is lower 
when the mobility decreased. The higher charge carrier 
densities reduce the internal field and therefore increase the 
open circuit voltage. Thermal annealing improves cell 
efficiency [4]. 

Various parameters contribute to the stability of the 
performances of organic solar cells. The configuration or the 
structure of the cells, the materials used in their elaboration 
such as the active layer the electrode contact and the 

interfacial materials [5]. The current density depends in 
temperature, the mobility of carrier charges, and substrate 
type. Thermal annealing reduces interface defect, and 
increases crystallinity which improves the mobility of 
carriers then improves photocurrent. Several factors 
contribute to increase the series resistances when the device 
is left in ambient conditions such as reduction of mobility, 
metal corrosion at the contact or changes in the contact 
barrier and charge space regions. 

Generally, there are six main important processes which 
might limit the power conversion efficiency of organic 
photovoltaic devices: light absorption in the film, free charge 
carrier generation, charge transport to the opposite electrodes 
and extraction by the electrodes, carrier recombination, 
architecture dimension, design of the device, and annealing 
temperature of the active layer or the final device. 

In this work, the different structures and configurations 
of organic solar cells are presented.  

II. DIFFERENT STRCTURES OF ORGANIC PHOTOVOLTAIC 

CELLS 

A.  Single layer structure 

Figure 1 shows a simplified diagram of single layer cell. 
This type of cell has been described as Shottky because a 
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Figure. 2. (a) Structure of a two-layer photovoltaic cell, 
(b) its energy band diagram with the different conversion 

steps: (1) absorption of a photon followed by the formation 
of an excitons, (2) diffusion of the excitons, (3) collection 

of charges by the electrodes. 

  

Figure.3. (a) Structure of BHJ solar cell, (b) charge 
photogeneration mechanisms in a D/A interface in a BHJ 

cell, (c) energy band diagram of the structure. 

layer of organic material is sandwiched between two 
asymmetric electrodes. One with ohmic contact and the other 
with a rectifier contact. In general, Schottky cells are in the 
form of ITO/organic semiconductor/metal. The dissociation 
of the photogenerated carriers takes place at the interface of 
the semiconductor and the metal electrode. A transparent 
electrode (ITO, SnO2, ZnO…) is deposited on a transparent 
substrate such as glass or plastic. For the cathode, a metal 
such as aluminum is deposited on the active layer. The single 
layer ITO/polymer/Al structure is shown in figure 1-a, the 
energy band diagram is shown in figure 1-b.  

The open circuit voltage is given by the difference 
between the output work function of the electrodes: 

                                              (1) 

 

B. Planar heterojunction (two-layer structure) 

The structure of the cell is shown in figure 2.a, is very 
similar to that of the conventional inorganic cell (homo-
junction p-n). The electric field, which prevails in the active 

zone at the interface donor/acceptor (D-A), leads to an 
effective dissociation of the photogenerated electron-hole 
pairs. Figure 1.b represents the energy band diagram of a 
two-layer structure of the ITO/donor/acceptor/Al type, ITO 
is the cathode and Al is the anode of the planar 
heterojunction. 

C. Bulk heterojunction (BHJ) solar cells 

The active zone in two-layer organic cells is limited to a 
diffusion length around the D-A interface (around 10 nm). 
Only excitons created at a distance less than or equal to this 
length can reach the interface to dissociate, which limits the 
generation of free charges, and thus limits the efficiency of 
the cells. the idea of a bulk heterojunction is to mix the two 
donor and acceptor materials to form interpenetrated 
network as shown in figure 3. Each D-A interface in the 
volume of the active layer is within a distance of the 
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Figure. 4. Structure of an organic photovoltaic solar 
cells. (a) conventional, (b) inverted. 

excitons diffusion length. In addition, the donor and the 
acceptor must form a continuous network to allow the 
separated charges to have a percolation path to the 
electrodes. The notion of electron-hole pair separation at the 
D-A interface is similar to that of planar heterojunctions, but 
the active zone where separation occurs is greatly increased, 
making this heterojunction more effective in terms of 
dissociation of excitons, generation of free charges, and thus 
cell efficiency. The yields of cells based on 
polymer:fullerene blends has increased steadily. The use of 
P3HT polymer donor has allowed a great advance in the 
performance of P3HT:PCBM based cells. performance 
depends essentially on the morphology of the composite 
layer, which should ideally have accepting donor domains 
of the order of the excitons diffusion length (about 10 nm), 
with the existence of percolation paths between each 
domain of the same nature to allow charges to be 
transported to the electrodes. Therefore, the experimental 
conditions, solvent nature, Polymer:PCBM ratio, annealing 
step are important details. Parameters such as the speed of 
spin spreading and the time between each step of the 
manufacturing protocol also contribute to changing the 
nature of the morphology of the mixture. This make it 
difficult to obtain fully reproducible results. 

D. Conventional and inverted structure 

The inverted structure of photovoltaic cell can be 
manufactured either on glass or on flexible substrates coated 
with transparent semiconductors (TCO). The inverted term is 
used to refer to the direction of the opposite displacement of 
charges with respect to the direct structure. The inverted 
structure offers several advantages over the standard 
structure. It shows a better stability of the device in relation 
to atmospheric conditions by the use of cathodes with low 
work function. The inverted structure created good ohmic 
contacts with the active layer, which improve cell 
performance. ITO is used as an anode an anode in the 
conventional structure and as a cathode in the inverted 
structure. Figure 4 shows the structure of an organic solar 
cells as function of polarity.  

- Interfacial materials 

The interfacial layers were integrated into the organic 
devices to select the charges extracted from the active layer 
and to collect them at the electrodes according to their 
polarity. These interface layers are called electron transport 
layer (ETL) if they were at the interface of the cathode and 
hole transport layers (HTL) if they were at the interface with 
the anode.  The interface materials in organic solar cells 
allow electrons and holes to be transported to the electrodes. 
The creation of an electron-hole pair occurs from a photon 
absorbed by the active layer. At the donor/acceptor interface 
of the active layer, the electron-hole pair dissociates to form 
two distinct charges? The electron is transported to the 
cathode and the hole is transported to the anode via the donor 
material.  

The interface that is formed between the active layer and 
the electrodes is essential to obtain high performance and 
stable devices. The main function of the interface materials 
are as follows: 

- Adjust the energy barrier between the active layer 
and the electrodes; 

- Determine the polarity of the photovoltaic device; 

- Limit physico-chemical reactions between the active 
layer and the electrodes; 

- Transport the electrons and holes to the respective 
electrodes; 

- Act as an optical spacer. 

There are many types of interface materials such 
inorganic metal oxides, metal salts and small molecules. The 
metal oxides used as an electron transport layer in solar cells 
must be stable in air but especially as transparent as possible 
because they are on the side of the transparent electrode in 
the inverted configuration of the devices. The main oxides 
used are ZnO, TiOx, SnO2 and Nb2O5. The production of 
nanoparticles of dispersed oxides in a solvent makes It 
possible to manufacture devices with low annealing 
temperatures not exceeding 120°C. Doping of the interfacial 
layers increases conductivity and therefore increases cell 
performance. 

PEDOT:PSS or poly(3,4-ethylene dioxythiophene) 
polystyrene sulfonate is the most commonly used polymer in 
organic solar cells. the doping of the PEDOT by the PSS 
improves conductivity and solubility in protics solvent. 
Generally used in standard structure due to high work 
function and good alignment of the HOMO band of the 
donor polymer P3HT, PEDOT:PSS educes the roughness of 
the ITO electrode and modifies the work function of the ITO 
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electrode, providing an ohmic contact between the active 
layer and the ITO. In the standard configuration, the acidic 
and hydrophobic nature of the PSS greatly degrades the 
surface of the electrode modifying the ITO/PEDOT:PSS 
interface and the contamination of the PEDOT:PSS by 
indium reduces the lifetime of the organic cell. In order to 
increase the performance of the devices, studies have been 
carried out on the plasmonic effect. The introduction of 
metallic nanoparticles such silver or gold into the hole 
transport layer increase photon absorption by the active 
layer. The etching of ITO by the PEDOT/PSS results in the 
diffusion of indium to the active layer which limits the use of 
this polymer in standard structure. Another approach is to 
invert the interface layers, where the hole transport layer acts 
as the electron layer and vice versa. With this new 
configuration the upper electrode is a non-corrosive metal 
with a high work function that increases the stability of the 
cells. the main materials used to transport holes based on 
metal oxides are WO3, MoO3, V2O5, and nickel oxide NiO. 
WO3 plays an important role because it is considered less 
toxic than MoO3. 

E. Tandem structure 

Improvement can still be made by stacking the cells on 
top of each other. The objective is to absorb most of the 
solar spectrum while limiting losses by thermalization. 
From an electrical point of view, the overall current of the 
tandem cell will be determined by the sub cell delivering the 
lowest photocurrent. The serial connection of two sub cells 
requires an interfaciales zone (interconnection) of electron-
hole recombination to ensure the continuity the electrical 
circuit, the simple way being to deposit a thin metal layer at 
the interface of the two sub cells such as AgNWs (silver 
nanowires) [6]. Table one shows comparison of the 
performance of single-layer photovoltaic cells with tandem 
cells formed by interconnections between two single cells. 
the PCE of tandem cells is up to 9%. 

TABLE I.  TABLE COMPARISON OF THE PERFORMANCE OF SINGLE-
CELL PHOTOVOLTAIC AND CELLS FORMED BY INTERCONECTIONS 
BETWEEN TWO SINGLE CELLS (TANDEM) [6]. 

 
Type of cells 

VOC 

(V) 

JSC  
m(A) 

PCE 

(%) 

O
n

ly
 o

n
e 

ce
ll

 

ITO/ZnO/P3HT:ICBA/MoO3/Ag 0.80 11.5 5.5 
AgNWs/ZnO/P3HT:ICBA/MoO3/Ag 0.77 11.4 4.8 
ITO/ZnO/PTB7:PC71BM/MoO3/Ag 0.70 17 6.9 

AgNWs/ZnO/PTB7:PC71BM/MoO3/Ag 0.71 16.8 6.8 

T
a

n
d

em
 ITO/ZnO/P3HT:ICBA/AgNWs/ZnO/ 

PTB7:PC71BM/MoO3/Ag 
1.48 11.01 9.90 

AgNWs/ZnO/P3HT:ICBA/ 
AgNWs/ZnO/PTB7:PC71BM/MoO3/Ag 

1.47 11.23 9.24 

III. FABRICATION OF INVERTED BULK HETEROJUNCTION 

SOLAR CELLS 

The inverted BHJ solar cell is based on a blend of Poly(3-
hexylthiophene-2,5-diyl) (P3HT) and [6,6]-Phenyl C61 
butyric acid methyl ester (PCBM). The glass substrate 

covered by transparent electrode of indium tin oxide (ITO) 
with sheet resistance of 7Ω/square was ultrasonically 
cleaned in acetone, ethanol and isopropanol for 10 min 
respectively, then treated by UV ozone for 10 min 
afterwards, nanoparticles of zinc oxide (ZnO∼40 nm thick) 
was spin coated on the substrate in order to form an electron 
transport layer. Having been dried at 130 °C for 15 min a 
film (∼200 nm thick) of the blend of P3HT:PCBM with a 
weight ratio of (1:0.8) in 1–2 dichlorobenzene was further 
spin coated on ZnO. This active layer was covered with 
Poly(3,4-ethylenedioxythiophene)- poly(styrene sulfonate) 
PEDOT (F010) (∼40 nm thick), this layer is used as a hole 
transport layer. Finally, an Ag electrode was evaporated at 
10−6 mbar (100 nm thick) through a shadow mask delimiting 
a 0.18 cm2 solar cell area. The cells are annealed at 110 °C 
for 30 min in the glove box. The J(V) characteristics of the 
cells are measured in the glove box. A power conversion 
efficiency (PCE) of 3.08%, open circuit voltage (VOC) of 
0.56V, short current density (JSC) of 10.59 mA/cm² and fill 
factor (FF) of 50% are achieved 

IV. RECENT PROGRESS IN ORGANIC SOLAR CELLS 

The efficiency of inverted organic solar cells is improved 
by employing luminescence down-shifting layers based on 
tetrazine (NITZ) mixed in a matrix of polymer (polystyrene 
or PMMA) [7]. This verified by IPCE characterization 
showing enhanced performance at UV wavelengths. NITZ 
layers can be easily integrated on top of an encapsulating 
material like a UV blocking layer to improve performances 
and to avoid degradation of the photovoltaic cell.  

 The doping of metal oxides is an expedient technique for 
controlling the electronic band gap configurations of the 
electron buffer layer (EBL) in inverted organic solar cells 
for better performance [8]. The doping enhanced the 
interfacial electrical properties in terms of conductivity and 
carrier density. Higher yield of 7% is achieved for solar 
cells using PTB7 as donor and ICBA as acceptor. Utilizing 
quaternary strategy for simultaneous optimization of donor 
and acceptor phases is a feasible way to realize high 
efficient organic solar cells [9]. Cathode interface layer 
(CIL) enhances the solar cells device performance. The 
devices with dual CIL showed the higher electron 
mobility which matches with the higher fill factor and 
improved current density. The dual CIL exhibited excellent 
impact on enhancing the photovoltaic properties of OSCs 
and PSCs along with long-term stability [10]. The highest 
power conversion efficiency (PCE) of 8.11% was achieved 
in ternary solar cells with 30 wt% N2200-F content, mainly 
due to the improved short-circuit current density (Jsc) and 
fill factor (FF). Further studies showed that the 
improved Jsc could attribute to the complementary 
absorption of the two acceptors and the enhanced FF was 
originated from the higher hole mobility and the fine-tuned 
morphology in the ternary system. The combination of 
fullerene and non-fullerene acceptors in ternary organic 
solar cells is a promising approach to achieve high-
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performance organic solar cells [11]. Non-fullerene (NF) 
acceptors with superior optoelectronic properties, tunable 
morphology, and absorption characteristics have 
demonstrated higher PCE of over 14% in single junction 
and over 17% in tandem OSCs incorporating NF OSCs 
which is relatively higher than conventional fullerene-based 
counterparts [12]. 

To protect cells from degradation an encapsulation is 
required. The choice of encapsulating materials is also an 
important factor in improving the performance of the cells. 
the use of down conversion principle limits the degradation 
and the ageing of cells because unconverted light heats the 
cell, causing the degradation of the photovoltaic device.  

The use of transparent plastic substrates such as PET and 
PEN instead of rigid substrates made of glass/ITO for the 
production of flexible cells in which all materials are 
organic.  

V. CONCLUSION 

There are two different architectures for organic solar 
cells: standard and inverted. They differ according to the 
role of the lower electrode as a cathode or an anode. In the 
standard structure the holes go towards the ITO electrode 
while in the reverse structure the holes go towards the ITO 
electrode.  

Interface materials are located between the active layer 
and the electrodes. The advantages of these layers is the 
alignment of energy levels between the active layer, the 
electrodes and these interface materials in order to facilitate 
transport of charges to the electrodes and to minimize 
recombination. 

The fabrication method of organic solar cells is presented. 
Organic solar cells of the structure 
ITO/ZnO(Np)/P3HT:PCBM/PEDOT(F010) are realized. The 
achieved power conversion efficiency is 3.08%.    

Organic solar cells using indium free electrodes presents a 
higher efficiency than when an ITO electrode is used. 
Alternative materials are proposed such as AgNWs and 
multilayer electrodes such as ZnO/Ag/ZnO. These electrodes 
are easy to fabricate using spin coating device. 

 Organic solar cells are sensitive to moisture, oxygen, and 
light. To improve performance and protect cells from ageing 
and degradation, an encapsulation of the cells is required. 
The addition of a fluorescent layer on the front of the cell 

should improve performance by converting part of the light 
spectrum into energy absorbed by the active layer. The 
fluorescence materials used in matrix of polymer can be used 
as encapsulation of the cells.  
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Abstract— This document proposes a new hourly power 

management strategy for an autonomous renewable energy 

system. The latter, consists of photovoltaic solar generator as 

the main energy source and two energy storage systems: a 

hydrogen subsystem and a battery. The evaluation of the 

energy management system was simulated in a MATLAB-

Simulink environment with real conditions over a typical 

period of one thousand hours for the installation area located 

in the North of Algeria. The management method is based on 

the technical-economic aspect and the cost/life cycle of each 

component. The simulation results show that the proposed 

management method is able to provide the energy required by 

the loads, while favoring the cheapest components according to 

the exchanged power. 

I. INTRODUCTION 

Solar energy is now widely used because it is free, 
abundant and non-polluting [1]. The main problem with 
generation facilities depends on the intermittent nature of 
renewable resources (e. g. sun and wind), which results in a 
power generation curve that generally does not match the 
load curve. In order to reduce the gap between the 
production curve and the demand curve, as well as the 
sudden variations in production, many solutions have been 
proposed such as the use of a backup generator set or a 
conventional battery storage system. 

In stand-alone applications, solar batteries and hydrogen 
systems are the most common energy storage systems 
[2,3,4]. In references [5,6], a battery and a super capacitor 
were used. This configuration improves the dynamic 
response of the system, but reduces the energy storage 
capacity compared to the hydrogen system, which consists of 
a fuel cell (FC), electrolyzer (EZ) and hydrogen tank. The 
hydrogen system can stabilize the flow of energy from 
renewable sources if power management is adequate. 

A lot of research has been done on energy management 
for stand-alone applications [7–11]. In [9], three energy 
management strategies (EMS) for a photovoltaic 

(PV)/wind/FC/battery hybrid system have been proposed, the 
main decision factors in EMS are the power supplied by 
renewable energy sources and the state of charge (SOC) of 
the batteries. In [10], three autonomous hybrid systems 
(PV/Battery, PV/FC, PV/FC, PV/FC/Battery) using different 
energy storage technologies were presented, the energy 
management strategy is based on the energy balance 
throughout the year and a link between maximum efficiency 
and minimum system cost was implemented. An energy 
management method for a PV/FC/battery hybrid system 
based on the cost of the battery and FC has been developed 
by [11], the strategy is to reduce the number of starts of the 
FC and battery by introducing measurement and timing 
elements into the conventional strategy. These strategies are 
based either on the technical or the economic aspect. 

In this work, the PV source is connected to a storage 
subsystem composed of a fuel cell, electrolyzer, hydrogen 
tank and batteries. A control strategy based on operating 
modes and combining technical and economic aspects while 
respecting the cost/life function of the components is 
proposed in order to optimize the profitability and energy 
efficiency of the system. 

The structure of the paper is as follows: after an 
introduction, section 2 briefly describes the mathematical 
models used for each subsystem. Section 3 presents the 
proposed management approach for the hybrid system and a 
flowchart provides details on implementation. Section 4 
presents the simulated results and evaluate performances of 
the proposed power management strategy (PMS) against 
some criteria. 

II. SYSTEM DESCRIPTION AND MODELING 

The studied hybrid system is depicted in Fig. 1, it 
contains the PV generator, batteries, PEM fuel cell, water 
electrolyzer, a hydrogen tank, and the power electronic 
converters interconnected to a DC bus to supply the AC 
load. 
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Figure 1.  Configuration of the hybrid system under stud.

A. PV Model 

Insolation data are converted into power output from the 
PV array using the following equation [12]: 

( ) ( ). .P t E t APV PV=   (1) 

 

Where E(t) is the insolation data at time t (kW/m²), A is 
the area of a PV panel (m²), and pv is the overall efficiency 
of the PV panels and the DC/DC converter. 

The v-i characteristic of a solar cell is highly nonlinear 
and is given in [13]. 

B. Fuel Cell Model 

Various fuel cell types are available today and a great 
effort is concentrated in their modelling concerning 
equivalent electrical operation [12]. A brief presentation of 
the proton exchange membrane fuel cell (PEMFC) modelling 
is made in this section. 

The output voltage VFC of a single cell can be defined in 
Eq. (2) 

FC Nernst act ohm conV E V V V= − − −  (2) 

Where ENernst is the thermodynamic potential of the cell 
and it represents its reversible voltage; Vact is the voltage 
drop due to the activation of the anode and of the cathode; 
Vohm is the ohmic voltage drop and Vcon represents the 

voltage drop resulting from the concentration or mass 
transportation of the reacting gases [15, 16].  

C. Electrolyzer Model 

In this work, the hydrogen production rate of the 
electrolyzer is calculated from Faraday’s law. According to 
this law, the hydrogen production rate of the electrolyzer 
cells is directly proportional to the electrical current in the 
equivalent electrolyzer circuit [17]. The hydrogen produced 
in the electrolyzer, nH2(mol/s) is given in Eq. (3) [17]. 

2

. .

2.
F c e

H
n n i

n
F

=
 

(3) 

Where nc is the number of cells in series; ie (A) is the 
electrolyzer current (C/mol), F is the Faraday constant; and 
nf is the Faraday efficiency. Faraday efficiency is the ratio 
between the actual and the theoretical maximum amount of 
hydrogen produced in the electrolyzer, which can be 
expressed by Eq. (4). 

2

0,09 75,5
96,5.expF

e e

n
i i

 
 = −    

(4) 

D. Hydrogen tank model 

Hydrogen energy produced by the electrolyzer provides 
another option for storing solar energy in excess of demand. 
Equation (5) and Eq. (6) give the method of transforming the 
capacity unit mol of hydrogen tanks to the unit kWh and 
liter. The mole mass of hydrogen gas is 2 (g/mol) [18].  
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Where Etank (Mtank, Vtank) is the size of hydrogen tanks in 
units of kWh (mol, liter), Ttank is the temperature of the 
hydrogen tanks (°K), Ptank is the pressure of the hydrogen 
tanks (atm), R is the gas constant (0.08211 atm/mol/K) and 
LHV (-33 kWh/kg) is the low heat value of the hydrogen.  

E. Battery Model 

In this work, the battery is used as an auxiliary generator 
to improve the flexibility, speed and life time of the PEM 
FC. The model of the battery can be expressed in Eq. (7), 
[19]. 

( ). arg . arg. .b b dish b ch bE P P n dt= −  
(7) 

Where Pbdischarging represents battery power when it is 
discharging, Pbcharging represents battery power when it is 
charging and ƞb is the battery efficiency. 

The battery SOC can be written as follows: Eq. (8) [19,20]. 

( )
.

% 100 1
bati dt

SOC
Q

 
 = −
 
 


 

(8) 

Where Q (Ah) is the maximum battery capacity, and ibat 

is the battery current. 

F. Optimal sizing system 

In our case, we used the loss of power supply probability 
(LPSP), this sizing method has been studied in [21]. 

This method determines the optimal number of hydrogen 
storage tanks and PV module status based on two 
optimization criteria namely: reliability, which is based on 
the concept of the loss of power supply probability and the 
cost of the system [21, 22, 23]. 

III. POWER MANAGEMENT STRATEGY  

This strategy, presents a control scheme based on 
technical-economic operating modes, as shown in Fig. 2. It 
determines the appropriate operation mode, taking into 
account the excess of renewable power P, battery SOC, 
hydrogen tank level, and the costs of cycling the energy of 
battery, FC and electrolyzer. This strategy is described as 
follows using four operating modes: 

A. Mode I 

The power generated by the PV system (PPV) is given 
priority to satisfy the power demand (PLoad) compared to the 
one provided by the fuel cell or battery bank. 

The total power generated by the PV system is greater 
than the load (PPV > PLoad or P > 0), the surplus power will be 

compared to the charge power limits (Pch
lim), P > Pch

lim, two 
cases may occur: 

If then level of hydrogen storage tank (L,H2) is greater or 
equal to level max of hydrogen storage (L,H2max = 100%), 
the power surplus will be stored in battery bank taking into 
account the instantaneous maximum power of the battery 
(Pch

Bat,,max ) and its soc. 

If L,H2 < L,H2max the power surplus will be stored in 
favour of hydrogen storage taking into account the 
instantaneous maximum power of the electrolyser (PEZ

max )  
and L,H2. If P > PEZ

max and SOC < SOCmax (SOCmax = 
100%) the power surplus will be stored in battery bank. If P 
< PEZ

min the battery will discharge to recover the power 
surplus that is the minimale power electrolyzer (PEZ

min). In 
this case: 

PEZ – PEZ
min, P - PEZ

min. 

B. Mode II 

If PPV > PLoad or P > 0, the surplus power will be 
compared to the charge power limits, and this power 
generated by the system is lower than the charge power 
limits (P < Pch

lim), two cases may occur: 

If soc < socmax, the power surplus will be stored in battery 
bank taking into account the instantaneous maximum power 
of the battery (Pch

Bat,max) and the soc of the battery bank, If 
Pch

Bat,max > P and L,H2 < L,H2max, the power surplus will be 
stored in battery bank taking and hydrogen storage tank. 

If SOC ≥ SOCmax, the power surplus will be stored in 
favour hydrogen storage taking into account PEZ

max, PEZ
min 

and L,H2. If P < PEZ
min the battery will discharge to recover 

the power surplus that is lower power electrolyzer min 
(PEZ

min). In this case: PEZ – PEZ
min, Pbat - P - PEZ

min. 

C. Mode III 

The total power generated by the PV system is lower 
than the load (P < 0), the necessary power to satisfy the load 
is provided by the lead-acid accumulator or the fuel cell. 

Total power generated by the system is lower than the 
discharge power limits (Plim

dis), the deficit will be filled by 
favouring the batteries, taking into account their SOC. If  
SOC ≤ SOCmax (SOCmin = 40%), the necessary power to 
satisfy the load is provided by the fuel cell taking into 
account L,H2. 

D. Mode IV 

Total power generated P > Plim
dis, the deficit will be filled 

by favouring the fuel cell, taking into account L,H2. If 
L,H2< L,H2min (L,H2min = 2%), the necessary power to 
satisfy the load is provided by the battery bank until 
soc≤socmin. 

IV. UTILIZATION COST OPTIMIZATION CONTROL 

The cost of delivering or absorbing a certain quantity of 
energy through the RES can be optimized by using the 
charge and discharge power limits. The charge power limit is 

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 130

E
E
IC
'1
9



 
Figure 2.  Proposed power management system algorithm.

defined as the power from which is cheaper to use the 
electrolyzer than the battery to store the available net power. 
Analogously, the discharge power limit represents the power 
from which is cheaper to use the FC than the battery to 
deliver the required power. Otherwise, as previously 
mentioned, the battery utilization cost depends on the power, 
whereas the utilization costs of the FC and electrolyzer are 
always independent from the power. 

 The charge and discharge power limits are calculated in 
Eq. (9,10) [22]: 

lim lim
,min

. .
;

yearh
EZ bat

ch ch EZ
bat

C E SPWF
P P P

NPC
= 

 
(9) 

lim . .yearh
FC bat

dis
bat

C E SPWF
P

NPC
=

 
(10) 

Where: Ebat
year is the total energy that the battery can 

deliver in a year, NPCbat is the net present cost of the battery, 
SPWF is the series present worth factor, Ch

EZ and Ch
FC are 

the electrolyzer and fuel cell utilization cost respectively [21] 
expressed in Eq. (11) and Eq. (12). 

( )
,

OM
EZ EZh

EZ year
EZ hour

NPC NCP SPWF
C

N

+
=

 

(11) 

 

( )
,

OM
FC FCh

FC year
FC hour

NPC NCP SPWF
C

N

+
=

 

(12) 

Where: NPCEZ is the net present cost of the electrolyzer, 
NPCEZ

OM and NPCFC
OM are the net present cost of operation 

and maintenance of the electrolyzer and fuel cell 
respectively, Nyear

EZ,hour and Nyear
FC,hour are the number of 

working hours of the electrolyzer and fuel cell respectively 
during a year. 

V. SIMULATION RESULTS 

The EMS based on utilization cost proposed for the 
stand-alone hybrid system was tested for the load profile 
presented in Fig. 3 and using real weather data (solar 
irradiance), as shown in Fig. 4. 

Table I. presents the component characteristics of the 
stand-alone power system. 

TABLE I.  COMPONENT CHARACTERISTICS 

 
PV 

system 
Battery 
Bank 

PEM 
fuel cell 

PEM 
electrolyzer 

H2 

Storage 

tank 

Power 17 kWP 11.7kWh 3 kWP 3 kWP 5.4 kW 
Efficiency 14.5% 85% 50% 76% 99.98% 
Cost 13175 § 700 § 11570 § 7895 § 3780 § 

The evolution of powers during the simulation are 
presented in Fig. 5 and Fig. 6. Figure 7 and Fig. 8 show the 
hydrogen level in the tank and the battery SOC respectively, 
during the performed simulation. In the majority of cases, it 
is found that the hydrogen level and battery SOC exceeds 
40%. 

Figure. 9, show the hydrogen inventory in the system, 
during the simulated time period for the PMS. Figure 10 
show the hydrogen energy storage, battery bank and hybrid 
system effeciency. 

The results demonstrated that the designed hybrid system 
assures reliable electricity supply for the stand-alone 
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application under study in this work. However, although 
the configuration under study in this work is technically 
feasible, it is not the best option from the economic point of 
view. Further research in hydrogen technology is still 

needed to develop low-cost and highly efficiency hydrogen 
devices, which make this technology more competitive. 

Figure 11. presents the main components cost of the 
hybrid system during lifetime cycle. 
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Figure 3.  Profile of consumption. 
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Figure 4.  Solar irradiance. 
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Figure 5.  Power sent to electrolyzer and produced by fuel cell. 
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Figure 6.  PV produced, deficit and surplus power. 
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Figure 7.  Hydrogen tank level (%). 
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Figure 8.  Battery SOC (%). 
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Figure 9.  Hydrogen inventory. 
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Figure 10.  Hybrid system, hydrogen storage and battery bank efficiency. 
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Figure 11.  main components cost of the hybrid system during lifetime 

cycle. 

VI. CONCLUSION 

This paper presents and evaluated a new hourly EMS for 
a stand-alone renewable energy system, composed by PV 
panels renewable energy sources, battery bank and hydrogen 
system (FC, electrolyzer and tank) as energy storage system. 
The management strategy determines the power to be 
exchanged between the components of the hybrid system and 
uses as the main decision variable, the net power, the charge 
and discharge power limit, as well as the maximum and 
minimum levels of battery and hydrogen. 

The simulation results clearly show that, for a load of 30 
kWh/day, and a sunlight profile adopted at the site 
implantation, the demand is largely satisfied as indicated by 
the hydrogen level, the battery SOC and the overall 
efficiency of the system, which is around 40%. 
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Abstract— One of the major challenges concerning grid 

integration of a photovoltaic system is the harmonics it 

generates. To minimize their impact on power quality, the 

control strategy adopted is crucial. For such system the most 

widely used controller is the PI controller based on the 

synchronous reference frame. These controllers are simple but 

have major drawbacks. Amongst them is the Feedforward 

voltage term. It makes it vulnerable to the grid disturbances 

which in turns lower the power quality. 

This paper proposes a simple improvement to the PI 

controller. By filtering the voltage signal in Feedforward, its 

impact is reduced and the controller performs better in terms 

of harmonics.  

First, an overview of the systems main components is 

presented. Then, the validity of the proposed method is proved 

through simulations on Simulink-Matlab. The Fast Fourier 

Transformation is used for power quality assessment. A 

comparison to the PI controller and to the PR controller is 

made. The results obtained clearly show the validity of the 

proposed strategy. 

I. INTRODUCTION  

The rapid increase in energy consumption and the 
growing global warming phenomena cause the necessity of 
urgent search for alternative energy sources [1]. Among 
these sources, solar photovoltaic technology plays a vital 
role.  

The Photovoltaic industry has grown more than 40% per 
year since last decades due to rapid decrease in PV 
technology cost [2].  

Nowadays, the concern in photovoltaic energy focuses on 
interconnection with the grid. Generally, such system mainly 
consists of a boost DC/DC converter, a DC/AC inverter and 
a passive filter to attenuate current harmonics caused by 
switching frequency [3 4]. The DC/AC inverter can be 
considered as the core of the whole system because of its 

important role in grid connected operations [3]. However, its 
interaction with the grid produces power quality implications 
such as harmonic generation [5].  

The quality of the current supplied by the inverter is 
significantly affected by the current controller, and therefore 
it is important that the controller provides a high quality 
sinusoidal output with minimal distortion to avoid creating 
harmonics [6]. 

In the literature, the conventional current controller is 
designed in the Synchronous Reference Frame (SRF) of the 
fundamental component (dq-frame) and uses two 
Proportional-Integral (PI) controllers in order to generate the 
reference signal [7]. Another controller that is gaining 
popularity is the Proportional Resonance (PR). This 
controller designed in stationary reference frame (αβ) 
performs better then the PI controller and have fewer 
drawbacks [8]. 

One major drawback in PI controllers is that the grid 
voltage is Fed-forward. This has a negative impact due to the 
presence of background harmonics [9]. 

In this paper a simple filtering technique is used to reduce 
the negative impact of the feed-forward term in PI 
controllers. The main focus concerns the harmonics injected 
to the grid. 

The strategy proposed is compared to the classical PI 
controller and to the PR controller in terms of Total Current 
Harmonic Distortion. The simulations are carried out in 
Simulink Matlab to assess the effectiveness of the proposed 
strategy. 

II. SYSTEM'S STRUCTURE 

Photovoltaic is the technology that converts solar energy 
into electricity [10]. The system under consideration 
represents a two-stage topology of the grid-tied PV system. 
The PV array converts solar irradiation into electrical energy. 

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 134

E
E
IC
'1
9

mailto:walid.rahmouni@univ-usto.dz


The DC-DC boost converter with a Maximum Power Point 
Tracker (MPPT) optimizes the PV output. A DC-link 
capacitor enhances the DC output voltage stability, and 
therefore, reduces the effect of fluctuation on the AC output 
[11]. A two-level three-phase inverter transfers the generated 
PV power from the boost converter to the main grid through 
a passive filter [12]. 

A. Photovoltaic array 

A PV array is mainly constituted of PV cells, which 
converts the sunlight falling on it directly into electricity by 
photovoltaic effect [13]. The simplest equivalent circuit of a 
solar cell is a current source in parallel with a diode. The 
output of the current source is directly proportional to the 
light falling on the cell [14]. 

The single diode model of PV cell is shown in fig 1. 

The mathematical model of the PV cell can be presented 
by the following equations [15 16] 

 Ipv =  IPH − Id − Ish  (1) 

When supposing the parallel shunt resistor Rsh is not 
infinite, the shunt current Ish can be calculated as follows: 

 Ish =
Vd

Rsh
=

Vpv +Ipv  Rs

Rsh
 (2) 

The Shockley diode equation is: 

 Id = Isat �exp �Vpv +�Ipv Rs �
A UT

� − 1� (3) 

The expression of the current supplied by the cell Ipv is 
then defined by: 

 Ipv =  IPH − Isat �exp�Vpv +�Ipv Rs�
A UT

� − 1� − Vpv +(Ipv Rs )

Rsh
 (4) 

Knowing that : 
Isat : Diode Current (A); 
Iph : The photo-generated current; 
Rs: The series resistor; 
Rsh :The shunt resistor; 
UT: The thermal potential; 
A : Ideality factor; 

 
Figure 1.  Equivalent model of a photovoltaic cell 
 

B. DC/DC  – Boost converter  

The power output of the Solar PV module varies with 
solar irradiation and solar cell temperature [13]. 

To extract the maximum power from the panel, a DC-DC 
converter is used. It is the interface that allows adaptation 
between the PV panel and the load or the grid [16]. The 
topology of a DC-DC boost converter is shown in Fig 2. 

The most commonly used MPPT technique is the Perturb 
and Observe algorithm (P&O), due to its ease of 
implementation in its basic form [14]. Its flow chart is given 
in Fig 3. 

C. DC/AC- Inverter 

An inverter is a power electronic device, which generates 
a sinusoidal AC output with controllable frequency and 
magnitude from a DC input. The inverter in the grid-tied PV 
system acts as an interface between energy sources and the 
utility grid [11]. In our work a voltage source inverter (VSI) 
is used, its general structure is shown in Fig 4.  

 
Figure 2.  DC-DC boost converter 

 
Figure 3.  Flowchart of P&O algorithm 
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Figure 4.  Three phase Voltage Source Inverter 

The power circuit of the three-phase inverter consists of 
six bidirectional switches to connect the three-phase grid 
through a passive filter. The two switches of each inverter 
leg must operate in a complementary mode to avoid the short 
circuit of the DC-Link [12]. 

The switch is controlled by a PWM generator in order to 
obtain the same waveform as the reference signal. The PWM 
signal is obtained by comparing a triangular signal (carrier) 
to the reference signal obtained from the controller [17]. 

III. THE CONTROL STRUCTURE 

The control strategy applied to the grid-tide converter 
consists mainly of two cascaded loops. Usually, there is a 
fast internal current loop, which regulates the grid current, 
and an external voltage loop, which controls the DC-link 
voltage [18]. The DC-link voltage control aims at balancing 
the active power flow in the system [19].The synchronization 
of the system with the grid is done by a Phase-Locked Loop 
(PLL) [20]. 

A. PI controller 

Current control strategy using proportional integral (PI) 
controller is normally based on “dq” control structure as it is 
superior in DC variable control. This control transforms the 
grid voltage and current in the “abc” natural frame into a 
“dq” reference frame as shown in (5) [21]. In this way, Id 
and Iq, respectively are regulated by the controller. 

 �dq
0
� =

2

3 ⎣⎢⎢⎢
⎡ cos⁡(θ) cos⁡(θ − 2π

3
) cos⁡(θ +

2π
3

)−sin⁡(θ) −sin⁡(θ − 2π
3

) −sin⁡(θ +
2π
3

)
1

2

1

2

1

2 ⎦⎥⎥⎥
⎤ �ab

c
� (5) 

The matrix transfer function of the controller can be 
written as  

 GPI
(dq )

(s) = �Kp +
K i

s
0

0 Kp +
K i

s

� (6) 

For improving the performance of the controller, cross-
coupling terms and voltage feed-forward are usually used 
[18].The controller is depicted in Fig 5. 

 
Figure 5.  PI Controller model for grid tied inverter 

B. PR controller 

The Proportional-Resonant (PR) controller uses an “abc-
αβ” module to transform the grid currents in the natural 
“abc” frame into a stationary reference “αβ” frame [21]. This 
can be achieved by Clark transformation [22]  

 �αβ� =
2

3
�1 − 1

2
− 1

2

0 �3

2
−�3

2

� �a
b
c
� (6) 

The controller matrix in the stationary reference frame is 
given by 

 GPR
(αβ )

(s) = �Kp +
K i s

s²+ω²
0

0 Kp +
K i s

s²+ω²

� (7) 

A PR controller is able to track sinusoidal reference 
signals and reject the disturbance within the system in high 
performance. At the fundamental frequency, the PR 
controller produces an infinite gain; therefore, the steady 
state error can be eliminated [5]. 

The proportional gain basically determines the dynamics 
of the system in terms of bandwidth phase and gain margin. 
For harmonic compensation, it determines the order of 
harmonics that can be regulated without violating the 
stability limit [9]. The controller is shown in fig 6. 

C. Noise filtering 

A drawback of using feedback is that measurement noise 
is injected into the system [23].Most of the measured 
converters’ signals are affected by switching noise and other 
disturbances [24]. Filtering reduces their effects and 
eliminates the undesired control activity [23]. 

 
Figure 6.  PR Controller model for grid tied inverter 
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The PI controller used in the grid tied PV system gets its 
control variables directly from measurement of the grid 
voltage and current values. They are subject to the effect of 
noises coming from the grid. To reduce this effect on the 
controllers’ performance, filtering techniques will be used. 

A filter may be chosen in several different ways. It has 
normally a low-pass character. It must have the property 
Fr(0) = 1 to ensure that the process output equals the set-
point in steady state. 

In this work a simple first order filter structure is adopted 
as suggested in [25]. Equation (8) refers to its transfer 
function and its Bode plot is given in Fig 7. 

 Fy =
1

1+sTf
 (8) 

One way to determine the filter time constant T f is to 
design ideal controllers and to add the filter afterwards. An 
iterative procedure also known as trial and error will be used 
[24]. Controllers with different filter constants will be 
designed and the value of T f will be chosen as a trade-off 
between robustness and noise attenuation [23]. 

Fig 8 shows a random system's step response without 
filter and with filters of different time constants T f. 

 
Figure 7.  Bode plot of a first order filter 

 
Figure 8.  Random noise signal filtered 

IV. SIMULATIONS 

Numerical simulations using MATLAB-Simulink 
environment are carried out to confirm the performances of 
the proposed strategy. A Soltech 1Sth-215-P solar array is 
chosen for this task. Its data are borrowed from [26]. The 
module is made of 60 cells in series and provides 213.15W 
of nominal maximum power. The system is designed to 
deliver 8.5Kw to the grid at unity power factor. The systems 
specifications are given in table 1.  

The proposed strategy is implemented by filtering the 
feedforward voltage signal of a PI controller. The results 
obtained are compared to a PI controller and a PR controller 
in terms of Total Harmonic Distortion through FFT (Fast 
Fourier Transformation) calculations on steady state. 

Fig. 9 presents the three phase current waveforms of the 
system using the PI controller with filtered FeedForward 
signal compared to the PI and PR controllers. 

Figs. 10 to 12 show the Fast Fourier Transformation for 
the system using the PI controller, the PI controller with 
filtered feedforward and the PR controller respectively. 

In Fig. 13 a comparison between the Total current 
harmonic distortions of each system is presented. 

When comparing the current waveforms it can be seen 
that the PI controller generates the most distorted signal. The 
PR controller performs better, with a cleaner signal. The 
proposed strategy reduces the distortion and gets the PI 
controller closer to the clean sinusoidal waveform. 

The Fast Fourier Transformation shows that the 
harmonics generated by the PR controller have lower 
magnitude compared to the PI controller. Also, it can be seen 
that the proposed strategy greatly lowers the 5th, 7th and 9th 
harmonics when compared to the PI controller. 

TABLE I.  STUDIED SYSTEM SPECIFICATIONS 

Pv array 
Open circuit voltage  (Voc) 

Optimum operating voltage  (Vmpp) 
Short circuit current (Ioc) 

Optimum operating current  (IMpp) 
Maximum power (Pmpp) 

Number of cells connected in series (N s) 
Number of panels connected in series (N ss) 

Number of panels connected in parallel (Npp) 

 
36.3 [V] 
29.0 [V] 
7.84  [A] 
7.35 [A] 

213.15 [W] 
60  
10  
5  

Boost converter 
Inductance (Lb) 

Input capacitor (Cb) 
Output capacitor (Cdc) 

 
0.250 [mH] 

564 [µF] 
200 [µF] 

LCL filter 
Input inductance (L i) 
Filter Capacitor  (C f) 
Damping resistor (Rd) 

Grid-side inductance (Lg) 

 
1.69 [mH] 
16.56 [µF] 
2.05 [Ω] 
0.001 [H] 

Simulation  
Switching frequency (f s) 

Grid frequency (fg) 
Simulation time-step (t) 

 
5 [KHz] 
50 [Hz] 
1e-6 [s] 
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Figure 9.  Current waveform of the photovoltaic system a) PI with 

feedforward filter, b) PI controller, c) PR controller  

 
Figure 10.  Fast Fourier Transform for the system with PI controller 

 
Figure 11.  Fast Fourier Transform for the system with filtered PI controller 

 
Figure 12.  Fast Fourier Transform for the system with PR controller 

 
Figure 13.  THD comparison for filtered PI controller compared to the PI 

and PR controllers  

In terms of Total Harmonic Distortion, the proposed 
strategy clearly performs better with the lowest THD. It is 
23.5% lower compared to the PI controller. The PR 
controller’s THD is only 14.6% lower. 

V. CONCLUSION 

This paper proposes a simple strategy to improve the 
harmonic performances of PI controllers. The strategy takes 
advantage of filtering techniques to reduce the impact of grid 
noises and disturbances in the voltage signal in Feedforward. 
First, an overview of a photovoltaic system and its control 
schemes were presented. The PI controllers, the PR 
controllers and the noise filtering technique were discussed.  

The viability of the proposed strategy was investigated 
through Simulations on Matlab Simulink by comparison to 
the PI and PR controllers. The Fast Fourier Transformation 
gave informations about the harmonics generated by the 
system for each case. The feed-forward injects the grid 
voltage directly to the controllers output and so injects the 
grid harmonics to the reference signal. Filtering this signal 
improved the overall performances of the controller. 

The proposed strategy is suitable for grid tied 
photovoltaic systems. It has the advantage of being simple 
and easy to implement. It offers a high improvement in terms 
of harmonic reduction. Further studies are necessary for 
assessing its viability on more complex power systems while 
taking into account the dynamics of the solar source. 
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Abstract—In the presence of partial shading, the 

characteristic curves of a PV module have several 

peaks, which makes the tracking of the maximum 

power point more difficult. Traditional algorithms fail 

to locate correctly the global maximum among multiple 

local peaks under such conditions. Therefore, to 

overcome this problem, reliable algorithms must be 

implemented to improve the efficiency of the PV 

module and consequently increase the efficiency of the 

whole PV system. To achieve our goal, we designed two 

intelligent MPPT algorithms using an Artificial Neural 

Network (ANN) and Adaptive Neural Inference 

System (ANFIS). The effectiveness of the two proposed 

methods is investigated for 4S configuration under 

partial shading conditions for various shading 

scenarios. The results show that both proposed 

methods can track the global MPP efficiently within 

very short convergence time and negligible oscillation 

at GMPP. The comparison carried out between the 

neural network and neuro-fuzzy controllers shows a 

superiority of the neuro-fuzzy controller compared to 

the neural controller in term of convergence speed. The 

proposed technique can be also applied to any PV 

configuration type and or size.

I. INTRODUCTION
Solar photovoltaic (PV) energy is one of the most 

important renewable energy generations that directly 

produce electric energy from solar irradiance. 

Despite its range of advantages, partial shading 

significantly decreases the overall PV system 

performance. It may occur due to multiple reasons, 

such as dirt and dust, clouds, trees and buildings… 

etc. [1, 2].

When a partial shading occurs, multiple maximum 

power points can arise on the characteristics curve of 

the PV array caused by the use of bypass diodes that 
avoid the hotspot effect. The appearance of these 

multiple peaks makes the extraction of the maximum 

power point under these conditions a hard task, 

which requires the development of reliable and more 

efficient tracking methods able to locate the true

maximum among the other local maxima to increase 

the efficiency of the PV field [2].  

From literature, a variety of recent GMPPT methods 

for maximum power point tracking under partial 

shading based on optimization algorithm, hybrid 

algorithm, mathematical model and other GMPPT 

have been developed [3] and can be found from 

literature reviews in Refs [3–9].
Other new methods have been also proposed in 

literature such as a modified cat swarm optimization 

(MCSO) [10], improved chicken swarm 

optimization (ICSO) [11], improved gravitational 

search algorithm (IGSA) [12], modified artificial 

wolf pack (MAWP) [13], modified artificial whale 

optimization algorithm (MAKWO) [14], improved 

differential evolution algorithm (IDE) [15], hybrid 

grey wolf optimization (GWO) and Beta method 

(GWO-Beta) [16], a hybrid particle swarm 

optimization and artificial neural network (PSO-
ANN) [17], a genetic algorithm (GA) and the firefly 

algorithm (FA) [GA-FA) [18], monte carlo (SMC) 

filtering assisted by the prediction of MPP via an 

artificial neural network (ANN) (SMC-ANN) [19], 

enhanced bayesian function [20], power-increment 

algorithm [21], bypass diode scanning algorithm

[22], method based on the maximum power 

delivered by the series and parallel configuration of 

PV cells [23] and modified particle velocity based 

PSO technique (MPV-PSO) [24]…etc.
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Despite, the emergence of various optimization 

algorithms and different techniques to deal with 

problem of GMPP tracking under partial shading, 

soft computing methods based on artificial 

intelligence are still widely used in PV system 

application for their multiple benefits.

Soft computing methods based on artificial 

intelligence (AI) concepts such as artificial neural 

network (ANN), fuzzy logic control (FLC) and their 

hybrids have been employed to extract of global 

MPP from partial shaded PV system [2]. 
Artificial neural network has taken special attention 

because of its ability to use non-linear models, 

ability to learn and generalize from examples, no 

necessity of knowledge of rules, universal 

approximation that allow for solving complicated 

control problems.

Adaptive Neuro-Fuzzy Inference System (ANFIS) is

a hybrid intelligent approach, which combines ANN 

with Fuzzy system. The ANFIS takes advantage of 

the learning capability of neural networks and allows 

for automatic generation of adequate rules (with 
respect to input and output data), 

The main aim of this paper is to design efficient 

MPPT controllers for PV system under partial 

shading conditions. To achieve our goal, we propose 

two intelligent approaches, namely: the Artificial 

Neural Network and Neuro-Fuzzy (ANFIS)

networks.  

The main advantage of the proposed controller is the 

improvement of performances compared to other 

methods published in literature. In addition, the 

proposed intelligent MPP controllers can be applied 

for any PV configuration type or size.
This paper is organized as follow: The PV module

modelling and partial shading effect on PV array 

characteristic are presented in section 2 and 3

respectively. Section 4 describes the proposed neural 

and neuro-fuzzy MPPT controllers. Simulation 

results of proposed GMPPT methods performed 

under different shading scenario are discussed and 

compared in section 5. Finally, a conclusion is given 

in section 6.

II. MODELING OF PV MODULE

To study the effects of shading on the electrical 

characteristic of solar cells, we must take into 
account the whole of its characteristic, whatever its 

mode of operating. The phenomenon referred to the 

"bishop effect" takes into account the breakdown 

voltage in the expression of the characteristic (I-V) 

of a photovoltaic cell [1, 25, 26]. The electrical 

behavior of the PV cell over the whole voltage range 

can be expressed by Eq. (1).

This model is represented by equivalent circuit 

shown in Fig.1.

Fig.1. Equivalent circuit of photovoltaic cell.

Where Iph: is the photon current, Is1 and Is2: are 

inverse saturation currents of the first and second 

diode respectively. m1 et m2: are the ideality factors

of the diode D1 and D2 respectively, Vt: is the 
junction thermal voltage, Rs and Rp: are series and 

parallel resistances respectively, Vb: is the 

breakdown voltage, a and n are constants.

III. PARTIAL SHADING EFFECT ON PV 

MODULE CHARACTERISTICS

A typical PV module is connected in series to form 

a string. When the PV module is subjected to the 

shading, the exposed part of the solar cell due to 

shading will no longer generate power and the 

module become as a load. The shaded module 
current will force the output current of the whole 

string. In extreme cases, the shaded modules will 

generate excess heat due to reverse current flow. The 

excessive heat generated in certain part of PV 

modules leads to creation of the hot spots. In order 

to overcome this problem bypass diodes are 

connected in parallel with group of PV cells. The 

bypass diode will bypass the cell current subjected to 

shading and protect the module failure due to hot 

spots [2].  
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Fig.2. Characteristics curves obtained under STC 

and partial shading conditions.

(a) P-V. ( b) I–V

Module current versus voltage (I–V) and power 

versus voltage (P–V) characteristics curves are 

shown in Fig.2 obtained by using Matlab/Simulink. 

These curves are obtained at standard test condition 

(STC) (under the irradiation of 1000 W/m2 and 

temperature of 25°C) and under partial shading 
conditions for following irradiance levels: 6 cells are 

exposed to an irradiance of 400 W/m2, 10 cells are 

exposed to 600 W/m2, 10 cells are exposed to 800 

W/m2 and 10 cells are exposed to an irradiance of 

1000 W/m2. The following parameters are used: m1

= 1, Is1 = 1.26x10-9 A, m2 = 2, Is2 =2.53x10-6A, Rs

=1x10-3 Ω, Rp =1000Ω; Iph=3.798A. Bishop’s term: 

Vb = -15V, a = 2 x10-3, n = 3. [27].

The maximum power points obtained under standard 

and partial shading conditions are shown in Table 1.

Table I Maximum power points obtained under 

standard and partial shading conditions.

Condition

Maximum power point

Voltage

(V)

Current 

(A)

Power 

(W)

STC

Partial 

shading

17.23

14.90

3.59

2.23

61.78

33.16

Under partial shading conditions, the P–V 
characteristic exhibits multiple peaks power and the 

maximum output power is 33.16 W. 

IV. INTELLIGENT GMPPT CONTRLLERS 

DESIGN

In this section, the designed MPPT controllers are 

described. To achieve this, the databases should be 

created in order to learn the neural and neuro-fuzzy 

models. The data bases witch include input-output 

parameters are taken from a simulation of 4S PV 

configuration for various partial shading scenarios.

A. The proposed neural network based GMPPT 

For our application, the first used MPPT controller
is a multilayer perceptron. It has two inputs and one 

output corresponding to the parameters: Voltage (V), 

current (I) and power (P) respectively, the number of 

hidden neurons selected for this model is 6, with 

sigmoid transfer function. The output layer has a 

linear activation function. Fig.3 shows the structure 

of the proposed neural network.

Fig.3. Architecture of the proposed ANN controller.

During the learning phase, each output neuron 

compares its computed activation to the desired 
value to determine the associated error and adjusts 

thereafter the synaptic weights to minimize the 

squared error. For the learning phase, we applied the 

method of Levenberg Marquardt. Fig.4 shows the 

evolution of the learning error during training of the 

neural network based on the iterations number.
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Fig.4. Evaluation of the squared error based on the 

number of iterations.

The generated neural network structure is shown in 

Fig.5.

Fig.5. The generated neural network structure.

B. The proposed neuro-fuzzy based GMPPT 

The ANFIS network has five layers with two inputs 

(voltage and current) and one output (series 

configuration power). Each input parameter has 5

membership functions “Gaussian” which are learned 

by ANFIS method. Fuzzy rules is constructed by the 

ANFIS network from a given input-output data set 

with appropriate membership functions. The 

parameters of membership function’s shape are 

adjusted during learning process. Consequently, 25

fuzzy rules are generated to produce output power 

for each input set. The ANFIS network employs the 
hybrid learning algorithm to identify membership 

function parameters, which combines the least 

squares method and back propagation gradient 

descent method with maximum number of iteration 

equal to 2500 (epochs). Figs.6 and 7 show the 

training error and the generated ANFIS network 

structure from Matlab respectively.

Fig.6. The training error.

Fig.7. Structure of ANFIS network.

V. SIMULATION RESULTS AND DISCUSSION

To verify the effectiveness of the proposed 

intelligent controllers, a photovoltaic system is 
simulated using Matlab/Simulink environment. 

Fig.8 shows the overall PV system integrated with 

the intelligent controllers. Four PV modules were 

used, each PV module comprises 36 PV cells 

connected in series and protected by bypass diode. 

The used sampling period is equal to 0.0001s, and 

the switching frequency is selected equal to 20 kHz.

The buck-boost parameters values are: L=5.6mH, 

C1= C2 = 3.5 mF, RL = 60 Ω. 

To test the effectiveness of the proposed controllers, 

we will consider the following shading scenarios 
shown in Fig.9.
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Fig.8. Simulink model of the overall PV system integrated with MPPT for 4S configuration.

Fig.9. A string of four panels in series (4S) with different scenarios:

(a): Scenario SP2 (weak shading). (b): Scenario SP3 (weak shading). (c): Scenario SP4 (strong shading). (d): 
Scenario SP5 (strong shading).

Table 2 shows different patterns for PV array 

connected in series configuration for various

considered scenarios. 

Table II Uniform irradiance and different partial 

shading patterns for 4S configuration (W/m2).

Pattern

(W/m2)

Scenario

SP1 SP2 SP3 SP4 SP5

GPV1

GPV2

GPV3

GPV4

1000

1000

1000

1000

500

1000

1000

1000

700

700

1000

1000

1000

500

500

600

1000

600

800

400

The (P-V) and (I-V) characteristics under standard 

and partial shading conditions for different scenarios 

are shown in Fig.10.
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Fig.10. Simulated characteristics for 4S 

configuration for different scenarios.
(a) P–V. (b) I–V

Table 3 shows the obtained global maximum powers 

points for PV array connected in series configuration 

for all considered scenarios. 

Table III Simulation results of a PV module under 

standard conditions.

Scenario

Maximum power point

Voltage

(V)

Current

(A)

Power 

(W)

SP1

SP2

SP3

SP4

SP5

68.99

51.67

70.59

69.55

53.61

3.58

3.59

2.57

1.84

2.23

247.21

185.40

181.71

127.62

119.40

a. Scenario SP1 (without shading):

The MPPT curve under standard conditions
(scenario SP1) illustrated in Fig.10 employing ANN 

and ANFIS are depicted in Fig.11. Since there exists 

a single peak at 247.21 W, reaching peak in this case 

is a simple task for both methods. From the results, 

it can be seen that ANN method takes 0.038s to 

converge whereas ANFIS method reaches to a global 

peak within 0.0392s.

Fig.11. Power tracking curve of 4S PV 

configuration under standard condition (scenario 

SP1).

b. Scenario SP2 (Weak shading): 

The power curve corresponding to the scenario SP2

(weak shading) illustrated in Fig.10 is shown in 

Fig.12.a. In this case, ANFIS converges to GMPP of 

185.4W in less than 0.033s while ANN takes 0.08s 

to converge at GMPP.  

c. Scenario SP3 (Weak shading): 

The power curve that corresponds to the scenario SP3

(weak shading) illustrated in Fig.10 is shown in 

Fig.12.b. In this case, ANN and ANFIS controllers 

take 0.032s to converge to GMPP. 

d. Scenario SP4 (Strong Shading): 

In this case, more number of panels is exposed to 

different irradiances. This condition is realized in 

scenario SP3 shown in Fig.10. The shade in this case 

has led to have three different peaks with two local 
maximum power points occurring (LMPP) at 

61.78W, 78.1W and one GMPP at 127.62W.  The 

power curve corresponding to this case is illustrated 

in Fig.12.c. The graphs indicate that both ANFIS and 

ANN methods are able to track GMPP and 

successfully reach GMPP in less than 0.045s. 

e. Scenario SP5 (Strong Shading): 

This case is realized in scenario SP5 shown in Fig.10.  

The  shade  in  this  case  has  led  to  have  four  

different peaks  with  three  LMPP  occurring  at  

61.8W,  103.17W,  108.1W  and  one GMPP  at  
119.4W.  The power corresponding to this case is 

illustrated in Fig.12.d. 

From  Fig.12.d,  it  is  clear  that  ANFIS algorithm 

tracks  a power  of  118.8 W  while  the ANN  tracks 

119.9W. In this case, the ANN controller tracks 

more power than ANFIS controller. However, the 

time taken by the ANFIS to reach GMPP is shorter 

than ANN controller.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0

50

100

150

200

250

Time (s)

P
o

w
e

r 
(W

)

Neuro-Fuzzy

Neural Network

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 145

E
E
IC
'1
9



EEIC’2019 University of Bejaia

7

Fig.12. Power tracking curve of 4S PV

configuration under partial shading for different

scenarios: (a) SP2. (b)SP3. (a) SP4. (b)SP5.

It is clear, that the both ANFIS and ANN methods 

can track accurately the real maximum power within 

very short time under uniform and partially shaded 

conditions for all tested cases. The average 

efficiency of tracking for each controller is around 

99.90%. Generally, the convergence time of ANFIS 

is better than that in ANN.

Hence, by examining the simulation results, it is 

evident that the ANN and ANFIS algorithms are able 
to extract the maximum available power. Both 

methods succeed to locate the MPP with the same 

efficiency under various conditions (with slight 

difference). However, the proposed ANFIS method 

presents a shorter convergence speed compared to 

the ANN method.

V. CONCLUSION

Maximum power point tracking (MPPT) process 

play a vital role in efficiency improvement of 

photovoltaic (PV) systems. It is mainly used to 
extract maximum possible power of the PV modules 

under both uniform and partial shaded conditions.

In this paper, two intelligent algorithms are 

presented and applied to extract the global maximum 

power from the partially shaded PV system: these 

algorithms are ANN and ANFIS networks. A 

Simulink/SimPower model of PV array comprising 

four modules connected in series is built. Different 

shading patterns are used and tested. The obtained 

results from each MPPT algorithm are compared and 

discussed. The obtained results from ANFIS and 
ANN are closely matched to those obtained from the 

Simulink/SimPower model. Generally, the 

convergence time of ANFIS controller in almost 

studied cases is better than that in ANN controller. 

The proposed intelligent controllers can be 

implemented for any array configuration type or

size. 

The performances of the proposed MPPT controllers 

for various scenarios are listed in Table 4.

Table IV Comparison between the ANN and the ANFIS based MPPT algorithms for different scenarios.

Pattern 

n°

Ideal output

Power (W)

Output power

obtained (W)

Accuracy (%) Tracking speed (s)

ANN  ANFIS ANN   ANFIS ANN    ANFIS

SP1

SP2

SP3

SP4

SP5

247.21

185.4

181.71

127.62

119.4

247.17

185.4

181.6

127

119.4

247.20

185.4

181.6

127.40

118.8

99.98

100

99.94

99.51

100

100

100

99.94

99.83

99.50

0.038

0.08

0.032

0.050

0.18

0.0392

0.033

0.032

0.045

0.044
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Abstract: In this paper, a new control system for power 

compensation, voltage regulation and transient stability 

enhancement have been studied and discussed for wind 

conversion systems based on variable-speed doubly fed 

induction generators (DFIGs) under severe low voltage 

conditions. Calculations and simulations show the 

effectiveness of the STATCOM in providing the voltage 

regulation and increased transient stability. 

Keywords: Statcom, Transient stability, DFIG, Reactive 

power compensation, Voltage regulation. 

1 INTRODUCTION 

     A static compensator (STATCOM) is a member of 
the flexible alternating current transmission system 
(FACTS) devices. It is a power-electronics-based 
regulating device which is composed of a voltage source 
converter and connected to AC current distribution 
networks. The voltage source is created from a DC super 
capacitor. The STATCOM   exchange reactive power with 
the power network and usually installed in the electric 
networks with poor power factor or poor voltage 
regulation in order to improve the voltage stability [1]. 

     The penetration of wind generation in the power 
network is the leading source of renewable energy in the 
power industry, Wind farms totalling hundreds, even 
thousands, of MW are now being considered [2-5]. The 
high penetration of wind renewable energy in the power 
systems, accuracy in predicting power system state under 
various conditions is really important. The reactive 
compensation has been used extensively in the power 
industry to provide voltage regulation, improve transient 
stability and aid in power system oscillation damping [6-
10]. Marge capacitors and inductors have been replaced by 
static compensators (STATCOM) and recently, the 
development of the power electronic switches; 
STATCOMs are replacing more and more the SVCs for 
the same rating.  

In this paper, the impact of STATCOM on stability of 
power system with connected wind turbine is studied. For 
this investigation, stability and voltage regulation are 
discussed. This work clarifies some important roles and 
concerns about power system quality improvement using 
the STATCOM. 

2 CONVERSION SYSTEM PRESENTATION 

The studied system is presented in Figure, where a 
wind turbine (20 MW) is connected to a local power grid 
via a power transformer (69 kV).  

A studied system consists of integration of both wind 
energy system and the STATCOM based on three levels 
inverter in power system network. The wind turbine besed 
on a Doubly-Fed Induction Generator (DFIG) and a back-
to-back PWM converter modelled by voltage sources. The 
stator winding of a DFIG is directly connected to the grid 
and the rotor one is fed at variable frequency through the 
back-to-back converter. The controlled DFIG allows 
extracting maximum energy from the wind for different 
speeds. 

 

Figure 1 Studied Conversion System 

3 DFIG MODEL AND CONTROL 

The DFIG model in a dq0 reference frame is given by 
the following equations [5]: 

( )

( )

sd s sd sd s sq

sq s sq sq s sd

rd r rd rd s rq

rq r rd rq s rd

d
V R I

dt
d

V R I
dt
d

V R I
dt
d

V R I
dt

φ ω φ

φ ω φ

φ ω ω φ

φ ω ω φ


= + −


 = + −

 = + − −


 = + − −


                                 (1) 
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sd s sd m rd

sq s sq m rq

rd r rd m sd

rq r rq m sq

L I L I

L I L I

L I L I

L I L I

φ
φ

φ
φ

= +
 = +
 = +
 = +

                                                  (2) 

The electromagnetic torque is given by   

( )e m rd sq rd sd

e r

C PL I I I I

d
C C J F

dt

= −



− = Ω + Ω


                                        (3) 

where ,sd sqΦ Φ , ,sd sqV V  are respectively the stator flux 

and voltage  components, ,rd rqΦ Φ , ,rd rqV V  are respectively 

rotor flux and voltage components, ,s rR R are stator and 

rotor resistances, ,s rL L are stator and rotor inductances, mL  
is the mutual inductance ɷs, ɷ are the stator and the rotor 
pulsations,  f is the friction coefficient,  Cr is the load 
torque, J is total inertia, P is number of pole pairs and Ω is 
mechanical speed.  

Direct Power Control (DPC) strategy is used in this 
work to control a DFIG, it's principle is the same with the 
principle of a DTC technique where the directly controlled 
variables are torque and flux, the unique difference in the 
DPC is that the controlled variables are the stator active 
and reactive powers. 

In this strategy, the direct flux component is aligned 
with the stator flux vector [1][5][11] as follows:. 

, and 0,sd s sqφ φ φ= =                            (4) 

To simplify, we neglect the phase stator resistances, 
the stator voltages will be: 

0, and ,sd sq s s sV V V ω φ= = ≅                                        (5) 

By taking Eq.4 and Eq.5 into account in the DFIG 
model, we find the following equations giving a new 
generator model: 

2 2

2 2

( ) ( )

( ) ( )

m rd m
rd r rd r s r rq

s s

rqm m m s
rq r rq r s r rd

s s s

L dI L
V R I L g L I

L dt L

dIL L L V
V R I L g L I g

L dt L L

ω

ω


= + − − −



 = + − − − +


(6) 

2

1 1

1 1 1
( )

rd
rd s rq rd

r r

rq m
rq s rd rq

r s s r r

dI
I g I V

dt T L

dI L
I g I V

dt T L T L L

ω
σ σ

ω
σ σ


= − + +



 = − + + +


             (7) 

Where 
2

; ; 1s mr

r s s r

L LL
Tr Ts

R R L L
σ= = = − , σ is leakage factor, , 

g is the slip. TS and  TR are stator and rotor  time-constant 
The conventional DPC of a  DFIG based on PID is shown 
in Figure 2. 

 

Figure 2 The conventional DPC of a DFIG based on PID 

4  REACTIVE COMPENSATION PRINCIPLES  

The principle and the benefits of the reactive power 
compensation benefits will be investigated in this paper. 
For self-commutated system, reactive compensation can 
be consederated as the connection of an ideal voltage 
source, either in shunt, by injecting reactive current or in 
series, in order to control directly the line current, ic 
[1][12].  

In this work, the case of a shunt compensation is 
considered where the injected voltage is connected to the 
system via a coupling transformer. The connection of the 
Statcom is usually made at approximately the midpoint of 
the transmission line but connection near the load is also 
possible [3]. 

5 STATCOM MODELLING  

    The three-level inverter structure possesses the 
advantage that it has the same waveform quality as a two-
level inverter converter operating at twice the switching 
frequency [12]. The three level voltage source converters 
differ from conventional voltage source converters in that 
it has four self-com mutated switches in each leg instead 
of the traditional as in fig. 3. 

 

Figure 3    The three-level PWM signals of a three-levels converter 

Table.1 gives the corresponding voltages to each 
control signal: 

TABLE   1   INVERTER OUTPUT VOLTAGE 

SU1 SU2 SL1 SL2 Vout 

0 0 1 1 -Vd/2 

0 1 1 0 0 

1 1 0 0 Vd/2 
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6 STACOM MODELLING AND CONTROL   

The reactive power control is divided into two parts [1-
2][4][11][13]:  

1- Generating the reactive power reference by the 
voltage regulation. 

2- Generating the converter output voltage magnitude 
by the Power oscillation damping and the reactive 
current control. 

The principle of reactive current control is based on the 
two-bus system detailed in (Fig.4), where Vst is the 
fundamental component of the STATCOM voltage, VPCC 
is the voltage at the PCC, and X is the leakage inductance 
of the coupling transformer.  

 

Figure.4. Two-bus system representing the fundamental components 
of STATCOM system 

The two following equations give the active and 
reactive power flowing from the PCC to the STATCOM  

2

2

sin( )

cos( )

PCC st

PCC PCC st

V V
P

X

V V V
Q

X

δ

δ


=




− =

                      (8) 

By assuming the angle, δ, between the two voltages 
small in Eq.8, we find: 

( )

PCC st

PCC PCC st

V V
P

X

V V V
Q

X

δ


≅



− ≅

                               (9) 

We can now see how the reactive current can be 
controlled easily by adjusting the relative voltage of the 
fundamental component of the Vst. In addition, this has 
shown that introducing a phase shift between the two 
voltages allows real power to flow and thus can be used to 
regulate the dc bus voltage. Derivation of the state space 
model of the real and reactive components of the current 
can then be used to determine the controller gains (Fig.5). 

 

Figure 5     Reactive current control  

The fundamental component of the current, I1 can be 
divided into two components, denoted id and iq, 
respectively corresponding to that in phase with the VPCC 
and that in quadrature to the voltage. The state-space 
representation of the system is given by: 

0

0

1 1

0

d d std PCC

q q stq

R
i i V Vd L
i i VRdt L L

L

ω

ω

− 
        
 = + −       −             −  

           (10) 

Where, R is the lumped losses, L is the leakage 
inductance, and ω0 is the nominal system frequency. d and 
q denote respectively the components in phase with and 
quadrature to the VPCC space vector. we can denote that 
there is no quadrature component of VPCC.  

The regulation of the direct bus voltage is done by 
imposing a small phase shift between VPCC and the 
STATCOM voltage. This phase shift is the output of a PI 
block that controls an error between the Vdc and its 
reference value. The sum of the obtained phase shift and 
the adjusted PLL angle is used in the STATCOM voltage 
transformation to phase quantities (Fig.6).  

 
Figure 6   Dc bus control  

 The transfer function of Eq.11 gives a linear relation 
between a change in the dc voltage a phase shift: 

2
0 0

2 3 2 2 2 2 2 2
0

( ) 3

( ) 2 ( 3 ) 3
dc dcV s m LV

s CL s RLCs L C R C m L m R

ω
δ ω

∆
=

∆ + + + + +
      (11) 

Where: Vdco is the nominal DC voltage and m is the 
modulation index. 

Reactive Compensator control 

The voltage regulation control uses a droop 
characteristic in order to find the reference voltage. The 
benefits of this characteristic consist of promote stable 
operation, prevent the compensator from operating always 
at its limits and lend itself to sharing of compensation 
between different reactive power sources.  

Fig.7 shows the droop characteristic where the set 
point is 1.0 pu with   the droop which allows the reference 
voltage to varying. 
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Figure 7 Statcom strategy control 

 
The reactive power control is based on a PI 

compensator that generates the reference reactive current 
based on the error between the ac system reference and the 
magnitude of the positive sequence component. The droop 
characteristic produces the reference voltage based upon 
the amount of reactive compensation provided and varies 
from its nominal value to the upper and lower limit which 
is set by the slope of the line. The Δω signal can be added 
to the voltage reference in order to realize an increase in 
the damping of the power system oscillations. The reactive 
compensation control block is given in detail here: 

 
Figure 8 reactive current control 

The simulation block diagram of the control strategy is 
depicted in Figure 9. The required quantities values for 
compensation are calculated using three phase supply 
voltages and line currents. It controls the output voltage of  

STATCOM. The reference sinusoidal signal is 
produced by the PLL circuit using line to line supply 
voltages. Reference sinusoidal voltage will have a same 
phase shift with the corresponding supply voltage. The 
phase shift controls the real power flow to balance the 
converter. 

    Power losses and dc link capacitor voltages 
regulation is made using PI controllers as shown in the 
scheme (Figure 9). The obtained phase shift amount to 
reference voltage, the swapping algorithm is also applied 
to balance DC bus voltages. and then, STATCOM control 
signals are obtained by a PWM strategy. 

 

Figure 9 Statcom strategy control 

 

7 SIMULATION RESULTS 

In this section, a comparison between the different 
quantities of the studied system during faulty conditions 
are presented and discussed, these simulation results of 
different quantities are  

obtained and compared with and without STATCOM 
super capacitor with a wind turbine model. Active and 
reactive power, voltages and currents are calculated at 

different buses. The simulation results are given in Figures 
10 to 19. 

 
Figure 10  Wind speed profile 
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Figure 11   DFIG Stator output voltage during three phase fault 

 
Figure 12   DFIG RMS output voltage during three phase fault 

 
Figure 13   DFIG injected active power during three phase fault 

 
Figure 14   DFIG injected reactive power during three phase fault 

 
Figure 15   Bus1 RMS output voltage during three phase fault 

 
Figure 16   Bus2  RMS output voltage during three phase fault 

 
Figure 17   STATCOM Id and  Iq currents  during three phase fault 

 
Figure.18   STATCOM injected current during three phase fault 

 
Figure 19   Active and reactive power injected by the STATCOM during 

three phase fault 

 

Figures 11 to 14 show that the  DFIG behaviour has 
been improved especially during fault with a contribution 
of the STATCOM, where we notice an improvement the 
voltage RMS of about 25% without STATCOM to 2.4% 
with a STATCOM contribution. We notice from Fig.13 
and Fig.14 that the active and reactive powers follow their 
references. It can be observed that, STATCOM can 
mitigate the voltage dip and current surges in the DFIG 
and different buses connected to PCC voltage (Fig.15 and 
Fig.16). 

The STATCOM power correspends directly to the 
injected current to the grid (Fig.17 to Fig.19), the principle 
is that during the first and second fault stages, the 
STATCOM detects the new voltage amplitude and 
generates the necessary reactive power to maintain the 
voltage closed to the reference value. Fig.19 shows how 
the reactive power is injected by STATCOM and the 
active power is maintained zero.  

8 CONCLUSION 

By analyzing the obtained simulation results, we can 
conclude that STATCOMs improve the connection of 
wind convresion systems to the grid by helping the wind 
generator to ride through low voltage conditions.  

Finally, we can improve the power quality and the 
transient stability by optimizing the parameters of the 
STATCOM such as increasing capacity and critical 
clearing time. 
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Abstract— This paper presents an improved direct torque 

control (DTC) based on fuzzy logic switching table of induction 

motor (IM) for photovoltaic pumping application. 

Conventional DTC provides high performances comparing to 

the field oriented control but its major drawback is the high 

torque and flux ripples generated by the hysteresis 

comparators. To overcome this problem, fuzzy switching table 

is used to replace the hysteresis controllers and the 

conventional switching tables. Using Fuzzy direct torque 

control (FDTC), the inputs (torque error, flux error and stator 

flux angle) can divide into more subsections instead of 

hysteresis controllers state’s (0 and 1), which result in optimal 

selection of the voltage space vector.  Simulation was 

performed in MATLAB/SIMULINK to validate the 

effectiveness of the proposed FDTC, the results show a 

significant reduction in torque and flux ripples and in current 

total harmonic distortion. 

Keywords: PV energy, Induction motor (IM), Direct torque control 

(DTC); Fuzzy Direct Torque control (FDTC);  

I. INTRODUCTION  

The increasing of the world energy demand encourage a 
lot of investments in renewable energy solutions. One of the 
most used renewable energy is photovoltaic energy. This 
latter is clear, free, and abundant, has less environmental 
impact and proved to be an economical renewable energy 
source in many applications. The most used application is 
for water pumping. However, the PV pumping system 
efficiency is still low; then, maximum power point tracking 
(MPPT) control must be introduced in order to maximize 
the efficiency of the photovoltaic array. Also, several 
authors were interested in the control of the photovoltaic 
pumping system in order to improve performance of such 
system [1,2] 

Direct Torque Control (DTC) of induction motors is 
proposed as a new fast response technique, robust and 
efficient control technique [3,4]. Good dynamic 
performances has made DTC popular and widely used in  
industrial applications [5,6]. The conventional DTC 
(CDTC) suffers from disadvantages related to the high 
torque and flux ripples due to the hysteresis controllers 
especially at low speed [3,6], that generate mechanical 
vibrations and undesirable acoustic noise, and therefore, 
deteriorates the induction motor performances [7]. The 

variable switching frequency causes switching losses and 
current distortions [7]. 

Several solutions were proposed in many papers to 
improve the CDTC. Some authors propose improvements 
by using multi level inverters [8], but this solution results in 
high switching losses and increases cost [9,10]. Other 
researcher propose improvement by using Space Vector 
Modulation (SVM) control [11] that needs several motor 
parameters and increases the complexity system control [9]. 
Application of AI techniques like Fuzzy logic controller in 
electrical drives gained great attention in recent years [3-9]. 
In Ref[3], the fuzzy logic controller proved a significant 
reduction in torque and flux undulations.  

In this paper, direct torque control based on fuzzy logic 
witching table of the induction motor is used to improve the 
performances of the photovoltaic umping system. The 
proposed control design doesn’t depend on accurate 
mathematical model of the system [5]. Through the 
simulation results, performances improvement are shown, 
significant reduction in torque / flux ripples and current 
THD. 

II. PV PUMPING SYSTEM MODELLING  

A. Modelling of PV array and MPPT Control 

Diverse models of PV array were presented in the 
literature. [1,2]. Those models vary according to the 
calculation method, the used parameters and precision. The 
model taken in this paper is developed in [1], the 
photovoltaic current Ipv is given by the following equation: 

]}1)[exp(1.{ 3
21 −−= K

pvscpv VKKII
         (1)                         

Where, K1= 0.01175 is determined experimentally and 
the coefficients K2 and K3 are defined as: 
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Where Vmpp and Impp are PV voltage and current at 
maximum operation, Voc is the open circuit voltage and Isc 
the short circuit current.     

The photovoltaic parameters (Vpv and Ipv) change, when 
environmental conditions (G and T) varie, according to the 
following equations:                                                  

pvscocpvnewpv IRTVV ∆−∆−= β,                        (4)                                             
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+= α   (5)    

Where:  ΔTc the temperature variation, αsc and βoc are 
respectively Ipv and Vpv temperature coefficients and Rs the 
cell resistance. 

The PV characteristics Ppv(Vpv) are presented in Fig.1 
for different levels of irradiance, the non-linear nature of the 
PV array is shown from those characteristics. Then, an 
MPPT control must be introduced to force the PV generator 
to always delivers the maximum available power. Fuzzy 
logic control (FLC) is used in this paper for MPPT purpose 
[1,2]. 
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Figure 1. PV array characteristics  PPV (VPV). 

 

B. Fuzzy logic MPPT controller 

The fuzzy MPPT controller (FLC) has better advantages 
over conventional methods; it is robust, adaptive and 
doesn’t need exact mathematical models of the system [1], 
but to have a good control, experience of designer is 
required to choose fuzzy parameters [4]. The fuzzy logic 
MPPT controller measures the PV array voltage, current and 
calculates PV power, then perturbs the operating voltage 
with either positive or negative increment (ΔVpv,ref) in a 
small or respectively large way in the direction which makes 
possible to increase the power Ppv. The fuzzy logic MPPT 

controller structure is shown in Fig. 2. The MPPT fuzzy 
logic controller consists of three main modules: the 
fuzzification process, the inference and the defuzzification 
process. The inputs variables are (ΔPpv and ΔVpv) and 
output is (ΔVpv,ref). Those variables are triangular and have 
seven fuzzy subsets. The membership functions values are 
assigned to the linguistic variables ( BN (Big Negative), 
MN (Medium Negative), SN (Small Negative), Z (Zero), SP 
(Small Positive), MP (Medium Positive), and BP (Big 
Positive)).The control rules are indicated in Table.1. The 
fuzzy inference used is Mamdani's method based on min-
max decision and a centre of gravity is used for 
defuzzifizcation [1,2]. 
 

 
Figure 2.  Fuzzy MPPT controller structure. 

TABLE 1. FUZZY CONTROLLER RULE FUZZY [2]. 

 
 

 
Figure 3. Photovoltaic power waveform with zoom. 

 

The result of Fig.3 shows that the fuzzy MPPT controller 
(FLC) gives us a fast response since it reaches its optimal 
value at 0.027 s compared to (P&O) methods which 
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required 0.25s to track the maximup of power and presents a 
lot of oscillations at steady state.  

B. Induction machine modeling 

The mathematical dynamic model of the IM in the stator 
frame is described by eq. (6).  

















−−++=

+++++=

++=

++=

αα
β

β

ββ
α

α

β
ββ

α
αα

ωω

ωω

rrs
s

rrr

rrs
s

rrr

r
ssss

r
ssss

iLMi
dt

di
Mi

dt

d
LR

iLMi
dt

di
Mi

dt

d
LR

dt

di
Mi

dt

d
LRV

dt

di
Mi

dt

d
LRV

)(0

)(0

)(

)(

  (6) 

 
Where Vsα, Vsβ, isα, isβ, are α-β axis stator voltage and 
current respectively, irα and irβ are the rotor’s currents along 
the α-β axis. Ω  is the machine speed (pΩ=ω), Rs, Rr, Ls, Lr, 
M and p are respectively, stator and rotor main resistances, 
inductances, magnetizing inductance and pair pole number 
of the IM [11]. 
The electromagnetic torque developed by IM is function 
on the stator flux and currents and given by [3]: 
 

)..(
2

3
αββα ϕϕ sssse iipT −=                     (7) 

 
The mechanical speed equation is given by the following 
Equation:  

re TTf
dt

d
J −=Ω+

Ω
..                          (8) 

The opposed resistive torque Tr of the centrifugal pump is 
given by: 

Tr = Kr Ω2                                                            (9) 

 
Where: J, f  and T r are respectively the moment of inertia, 

the viscous friction coefficient and (
3
n

r
n

P
K =

Ω
) deponds on 

the nominal power and speed of the induction motor. 
 

III. CONVENTIONAL DIRECT TORQUE CONTROL (DTC) 

The direct torque control (DTC) of induction machines 
is initially proposed in 1985 by Takahashi and Depenbrock 
and after developed by Noguchi (1998) [11]; Its goal is the 
elimination of the PWM modulation block and internal 
current control loop by replacing them with a switching 
table. Using torque and rotor flux informations, the motor 
electromagnetic torque and rotor flux is controlled by 
selecting the optimal inverter switching states [6]. The bloc 
diagram of conventional DTC induction motor is shown in 
Fig. 4.  

Using the inverter voltage vector (inverter’s switching 
states) and the DC voltage, the stator voltage space vector 

components in the stationary reference frame (α,β) are 
calculated as follow [4]: 
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The (α,β) components of stator current space vector are 
calculated as follow: 
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Figure.4: Block diagram of conventional direct torque control. 

 
The stator flux vector is estimated from the 

measurements 
of the voltages and currents of the IM [7,9].  
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Then, the magnitude of the stator flux is calculated by [4]: 

22
βα ϕϕϕ sss +=                             (13) 

The switching table inputs are the errors between the 
reference and the estimated values of the stator 
flux and electromagnetic torque provided by respectively 
two and three levels hysteresis comparators. The torque and 
flux errors are defined as: 
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The selected sector is based upon the stator flux angle 

(θs) by dividing flux in (α, β) plane into six sectors of 600 
each [1]. The stator flux angle is calculated as follow [3]: 
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The sectors can be numerically determined by the following 
equation:   

3
)1(

3
)2(

πθπ
−〈〈− nn n                              (16) 

Where n the number of sector, n=1,2 ,...,6. 
 
Finally, an appropriate inverter voltage vector is selected 
from the switching table (Table 1) according to the outputs 
of the comparators and the stator flux sector.  
 

Table 1. The switching table of CDTC [9] 
θs θ1 θ2 θ3 θ4 θ5 θ6 Δφs ΔTe 

1 

1 V2 V3 V4 V5 V6 V1 
0 V7 V0 V7 V0 V7 V0 
-1 V6 V1 V2 V4 V4 V5 

0 

1 V3 V4 V5 V6 V1 V2 

0 V0 V7 V0 V7 V0 V7 

-1 V5 V6 V1 V2 V3 V4 

 
The selected voltage vector will be applied to the 

induction motor in order to control the rotor flux and torque 
and to maintain the rotor flux vector extremity in a circular 
trajectory [9]. The switching table (Table.1), includes eight 
vectors : V0(000), V1(100), V2(110), V3(010), V4(011), 
V5(001), V6(101), V7(111). Where V1 to V6 are the active 
vectors and V0,V7 the zero voltage ones. 

IV. DTC BASED ON FUZZY LOGIC (FDTC) 

To improve the PV pumping system performances and 
to minimize flux and electromagnetic torque ripples, 
intelligent controllers based on fuzzy logic are used. Those 
controllers’ design doesn’t depend on accurate mathematical 
model of the system and they can handle non linearity of 
arbitrary complexity [5]. 

The conventional DTC drawback can be minimized 
by replacing the hysteresis comparators and switching table 
by fuzzy inference system. In this system, flux error, torque 
error and flux angle are considered as inputs of fuzzy logic 
controller [7].Using Fuzzy logic DTC controller (FDPC) we 
can divide the flux error and the torque error into more 
subsections instead of two states (0, 1) of the hysteresis 
controller [5]. Then, the generated switching vector will be 
based on the different levels of flux and torque errors 

and the sector that is selected. The block diagram of the 
fuzzy inference system is shown in Fig.5.  

The stator flux error input is characterized by three 
linguistic variables: negative (N), zero (Z) and positive (P) . 
The torque error, need to be minimized, is depicted by five 
linguistic variables: positive large (PL), positive small (PS), 
zero (Z), negative small (NS) and negative large (NL). The 
stator flux angle position (θs) is divided into six 12 sectors 
each of 300 and represented by twelve fuzzy sets (θ1-θ12) 
distributed between 00 and 3600. Each control rule can be 
formulated as follows:  

If ΔTe is X i & Δφs is Y i & θs is θ i then V is V i. 

Where X i, Y i and θ i are the fuzzy sets of ΔTe, Δφs and θs. 
The rule table of the proposed strategy is indicated in 
Table.2, it consists on 144 rules [3, 9]. The fuzzy inference 
is carried out by Mamdani’s method and the maximum 
criterion is used for defuzzification. The outputs is applied 
to switches Sa, Sb and Sc [3]. 

 

θ1 θ12 θ6 

θs 
0 

30 180 
360 

Vi 

N Z P 
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∆φ 

NL Z PL 

μ∆Te 
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μθs 

V7 

0 1 

μ Vi 
V1 V2 V3 V4 V5 V6 V0 

2     3    4     5      6     7 

Fuzzy Inference 

 

Figure .5 : Inputs and output variables of fuzzy inference system. 

 
Table 2. Fuzzy rule base of FDTC [3] 

 

V. SIMILATION RESULTS AND DISCUTION  

The PV pumping system is composed of (11) photovoltaic 
array of 110W connected in parallel. The bloc diagram of 
fig.4 associated to fig.5 are used to verify the performance 
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of the proposed fuzzy direct torque control of the induction 
motor with FLC optimization. The reference speed is 
variable with the variation of the PV power obtained from 
the fuzzy MPPT algorithm. The flux and Vdc reference 

values are Φ ref  = 0.8Wb and Vdc = 570V. In order to test 
the robustness of the proposed algorithm, conventional DTC 
and proposed FDTC techniques were developed and tested 
using Matlab/Simulink, the IM parameters are given in [8]. 
Initially, the irradiance level is fixed to 1000W/m², change 
to 700W/m² at t=2sec then returns to its initial value at 
t=4sec, while the temperature is fixed to 25°C intill t=6sec 
where it varies to 15 °C and come back to its initial value at 
t=8sec. The motor is started on load with pump resistive 
torque. The speed response of the IM controlled with the 
Fyzzy direct torque control (FDTC) tracks perfectly its 
reference value abtained from the PV power (fig.6) as 
shown in fig.7. Torque response for both control strategies 
(DTC and FDTC) is shown in figs. 8 and 9, comparing 
curves illustrates clearly a significant reduction in torque 
ripples using fuzzy logic controller, as shown in figure 10. 
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Figure.6: PV power with Fuzzy MPPT. 
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Figure.7: Motor speed with the proposed FDTC. 
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Figure .8: Motor Torque with conventional DTC. 
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Figure .9: Motor Torque with the proposed FDTC. 
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Figure .10: Motor Torque zoom for both control strategies 
 (a) CDTC and (b)FDTC. 
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Figure .11: Stator flux response with Conventional DTC.  
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Figure .12: Stator flux response with the proposed FDTC. 
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Figure .13: Zoom in stator flux (a)CDTC and (b)FDTC. 
 

Figs. 11 and 12, show the stator flux magnitude response for 
the conventional technique and the improved one, the 
estimated stator flux tracks closely its reference value, the 
zooms of those figures show that the FDTC gives us a better 
response with less ripples (fig.13). 

As we ca seen in Figs.14 and 15, the stator flux 
trajectory is kept circular for both control techniques, 
smooth trajectory is observed using the proposed FDTC 
compared to conventional DTC. The stator current 
waveform for (DTC and FDTC) is sinusoidal is sinusoidal 
(fig.16) with a THD respectively of 2.49 % and 0.65 % . 
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Figure .14: Stator flux trajectory of CDTC.  
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Figure .15: Stator flux trajectory of FDTC. 

 

VI. CONCLUSION 

 
This paper has presented fuzzy direct torque control of IM 
for PV pumping application.  The optimal operation of the 
system was insured by fuzzy logic MPPT controller in order 
to speed-up the procedure of reaching the accurate 
maximum PV power.  The proposed FDTC technique is 
based on replacing the hysteresis controllers and the look-up 

table by a fuzzy switchin table. Simulation has been 
performed under Matlab/Simulink to compare the proposed 
FDTC with the conventionnal DTC. The obtained results 
illustrate clearly a considerable reduction in torque ripples, 
consequently fewer problems for the motor (mechanical 
vibration and heating), and smooth flux trajectory. The 
harmonics in stator current are significantly reduced; a THD 
of 0.65 % is obtained using fuzzy direct torque control.  
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Figure .16: Zoom of stator current waveform.  
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Abstract—This paper presents a new proposed energy 

management strategy (EMS) based on the using of photovoltaic 

solar panels as a secondary source for a Fuel Cell Electric 

Vehicle (FCEV). This solution is considered as a very attractive 

option for electric vehicles. The design phase, as well as the 

determination of the electrical topology, was achieved to meet 

driving conditions. The carried out simulations show the 

effectiveness contribution of solar PV panels to better 

management of hydrogen consumption for different driving 

cycles. Indeed, the results show that the hybridization allows a 

significant improvement of the economy of hydrogen thanks to 

the new EMS proposed as well as the contribution of the solar 

PV panels, especially during prolonged stops of the vehicle. In 

addition, the results show the relevance of the new EMS with 

better management of fuel cell in cold starting, and the fast and 

strong accelerating phases by prioritizing battery bank. The 

conclusion is that the hybridization of the FCEV with the PV 

solar panels and using a smart EMS could be a promising 

solution for the electrification of transport. 

Keywords—Hybrid electric vehicle, energy management 

strategy, fuel cell, photovoltaic source, vehicle acceleration, high 

power demand, Battery SOC. 

I. INTRODUCTION 

Demand for oil has increased significantly, leading to a 
limitation of fossil fuel resources. The transportation sector is 
ranked first in terms of oil consumption over the last decade. 
The rate of this consumption is increasing faster than any 
other sector. Zero-Carbon transport is feasible with 
Hydrogen and electricity, which will constitute in the near 
future the two main fuels. In order to contribute to a 
significant reduction in greenhouse gas emissions, it is 
necessary to reduce the consumption of oil by combining 
biofuels and rechargeable hybrid electric vehicles (PHEV). It 
is important to favor certain types of fuels used in power 
plants to generate electricity, depending on the region. In the 
long run, to achieve societal goals in a meaningful way, 
100% electric vehicles powered by fuel cells or batteries will 
be the best solution.[1]. 

In an FCEV, the power distribution between the FC 
system and the other energy sources must fulfill the power 
demand regardless of various operating constraints. The 
control strategy makes it possible to define this power 
distribution appropriately. Energy management and 

optimization strategies can be classified into two categories: 
off-line optimization strategies and real-time energy 
management strategies. Offline optimization strategies are 
based on a priori knowledge of operating conditions and pre-
established driving cycles. These strategies have an 
important advantage. They allow evaluating the quality of 
the strategies of management in real-time since they 
determine the minimum hydrogen consumption achievable in 
real-time.[2]. 

This work proposes a new energy management strategy 
in a Hybrid Electric Vehicle (HEV), combining a solar 
photovoltaic (PV) panels and a fuel cell. This strategy is 
based on the continuous monitoring of the state of charge 
(SOC) of the Battery. We brought an efficient solution to the 
problem of energy autonomy in a hybrid vehicle. Moreover, 
we have improved the hydrogen consumption, especially 
during stops. Thus, this work contributes to improving the 
overall performance of hybrid vehicles. This strategy is very 
easy to use and has advantages in terms of memory and 
computing time requirements. We have developed an 
algorithm to reduce the consumption of hydrogen while 
maintaining a level of SOC determined in advance. The 
strong point of this method is the improvement of the 
lifespan of the FC and its dynamics. 

II. HYBRID VEHICLE SYSTEM MODELING 

AND THE PROPOSED ENERGY MANAGEMENT STRATEGY 

A. Hybrid Electric Vehicle Model with Photovoltaic/F.Cell 

We will model and simulate the various components of 
the used system to validate this work. Fig. 1 gives a 
schematic diagram of the complete system. It consists of two 
energy sources: a fuel cell and solar PV panels. First, the fuel 
cell is a proton exchange member fuel cell (PEMFC) that is 
connected to the DC bus via a DC-DC boost converter. The 
battery bank is directly connected to the dc-bus to maintain 
its voltage within the desired range. 
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Fig. 1. General Hybrid Electric Vehicle Diagram with FC/Photovoltaic 

The system also contains a three-phase permanent 
magnet synchronous machine (PMSM), powered by a three-
phase inverter in order to interface dc and ac and allowing a 
bidirectional power flow. Fig. 2 also shows the various 
control blocks as well as the optimal block. The needed 
power during a road trip is calculated as a function of the 
speed and the electromagnetic torque of the electric motor. 
The power of the fuel cell is calculated in the block of energy 
management. The reference current of the FC is deduced 
using a command based on the set point on the power of the 
latter. The obtained current is then compared with the 
measured value to control the boost converter using a 
proportional-integral regulator (PI). The reference current is 
also used to define both hydrogen and oxygen consumption 
and regulate their flow rates. Fig. 2 shows the overall 
Simulink schema of the dynamic model of the system. The 
MATLAB / Simulink environment and its 
SimPowerSystems and SimDriveline toolboxes are used to 
carry out the electrical model as well as the mechanical 
model of the hybrid vehicle. It consists of three blocks: the 
block of the mechanical part of the vehicle, the block of the 
electrical part containing the electrical machine, power 
converters and the energy sources (the fuel cell and the solar 
PV panels) and the last one represents the part of the 
management of energy. In the following paragraphs, we will 
detail the contents of each block. 

 

 

Fig. 2. Overall Simulink scheme of the dynamic model of the proposed 
system 

a. Dynamic model of vehicle 

The MATLAB / Simulink SimDrive toolkit provides the 
mechanical model of the electricvehicle as a block. Fig. 
3shows the dynamic model of the vehicle under SimDrive. 
The vehicle is considered to be a solid point when it moves 
and is subjected to forces along the longitudinal axis: the 
pulling force F t is caused by the action of the two drive 
wheels, the friction force due to the Froll advancement, the 
effort of the aerodynamic resistance Faero and the resistance 
Fslope. Resistance forces are given by the equations contained 
in [3]. 

The parameters of the HEV model are given in Table I. 

b. Dynamic model of the fuel cell 

The FC is an electrochemical device that generates 
electrical energy and heat through a chemical reaction. 

Electrical energy is produced without emission of gas. 
Moreover, FC has high efficiency and good 
performance.Fuel cells operate at high power, which favors 
their use in the automotive field and in the distribution of 
energy. The fuel cell is capable of converting hydrogen 
directly into electrical energy without using polluting 
combustion and can operate at low temperatures. Its voltage 
varies as a function of the load and is given byequation (1) 
[4]. The FC is the secondary energy source for the vehicle. 

Its cell voltage and total power are defined by the following 
equations[5]: 

Fig. 3. Dynamic model of the vehicle under SimDrive 

 𝑉𝑉𝐹𝐹𝐶𝐶 =  𝑇𝑇0𝑉𝑉𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙  (1) 

 𝑉𝑉𝐹𝐹𝐶𝐶 ,𝑐𝑐𝑒𝑒𝑙𝑙𝑙𝑙 =  𝐸𝐸𝑇𝑇𝑒𝑒𝑟𝑟𝑛𝑛𝐷𝐷𝑡𝑡 − 𝑈𝑈𝑡𝑡𝑐𝑐𝑡𝑡 − 𝑈𝑈𝑂𝑂ℎ𝜇𝜇 − 𝑈𝑈𝑐𝑐𝑂𝑂𝑛𝑛𝑐𝑐  (2) 

The different losses in the FC can be expressed as 
follows: 

 𝑈𝑈𝑂𝑂ℎ𝜇𝜇 =  𝑅𝑅𝐹𝐹𝐶𝐶𝐼𝐼𝐹𝐹𝐶𝐶  (3) 

 𝑈𝑈𝑡𝑡𝑐𝑐𝑡𝑡 =  𝑏𝑏1 + 𝑏𝑏2𝑇𝑇𝐹𝐹𝐶𝐶 ln(𝐼𝐼 5,2 10−3) (4) 

 𝑈𝑈𝑡𝑡𝑐𝑐𝑡𝑡 =  𝐵𝐵𝐹𝐹𝐶𝐶 ln(0,0136 𝐼𝐼𝐹𝐹𝐶𝐶) (5) 

The voltage generated by the thermodynamics of the 
electrochemical reactions is given by the Nernst equation, 
having as expression according to [6]. 

The parameters of the FC model are given inTable II. 

 

c. Model of solar PV system 

For an operating voltage (equal to Vmpp) in the solar cells, 
given on the power/voltage curve, there will be a case of 
maximum power, which is considered a disadvantage when 
using solar photovoltaic cells. In the fast-response 
autonomous control of a solar panel, the processing of its 
power by the electronic interface will be able to provide 
significant benefits. For the simulation of the photovoltaic 
generator, it is essential to develop a mathematical model. 
[7]. 

The equivalent circuit of a solar cell is shown in Fig. 4. 
Where IPV and VPV are respectively the current and the 
voltage of the photovoltaic generator. The photocurrent of 
the cell is noted Iph. Rsh and Rs are the intrinsic shunts and 
series resistances of the cell. In order to simplify the electric 
model, we will neglect the terms given by Rsh and Rs given 
their great difference in terms of numerical value. The 
current-voltage characteristic function of the photovoltaic 
generator is given by[7]: 
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Fig. 4. PV Cell 

The parameters of the PV model are given in Table III. 

Fig. 5. P-V characteristics of PV system under various irradiances [8] 

d. Model of the electric machine (PMSM) 

The chosen electric machine in this work is a permanent 
magnets synchronous machine. 

Table IV contains the parameters of the electrical 
machine used in this research work. 

e. Model of batteries 

The construction of this dynamic model will be based on 
the technical sheets of the batteries, where the parameters 
will be obtained in a practical and simple way. This model is 
applicable in charge and discharge regime. [9] 𝑉𝑉𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐸𝐸0 − 𝐾𝐾 𝑄𝑄𝑄𝑄−𝑑𝑑𝑡𝑡 . 𝑑𝑑𝑡𝑡 − 𝑅𝑅. 𝑑𝑑 + 𝐴𝐴𝑒𝑒𝑥𝑥𝑝𝑝(−𝐵𝐵 . 𝑑𝑑𝑡𝑡) −  𝐾𝐾 𝑄𝑄𝑄𝑄−𝑑𝑑𝑡𝑡  . 𝑑𝑑∗   (7) 

Where: 𝐾𝐾 𝑄𝑄𝑄𝑄−𝑑𝑑𝑡𝑡 . 𝑑𝑑𝑡𝑡 : Polarization voltage 𝐾𝐾 𝑄𝑄𝑄𝑄−𝑑𝑑𝑡𝑡  . 𝑑𝑑∗ : Polarization resistance 

Vbatt  = battery voltage (V) 
E0 = battery constant voltage (V) 
K = polarization constant (V/(Ah)) or polarization 
resistance (Ω) 
Q= battery capacity (Ah) 
i t = actual battery charge (Ah) 
A = exponential zone amplitude (V) 
B = exponential zone time constant inverse (Ah)−1 
R = internal resistance (Ω) 
i= battery current (A) 
i*= filtered current (A) 
The parameters of the Battery model are given in Table V. 
 

III. PROPOSED ENERGY MANAGEMENT 

STRATEGY 

This article deals with energy management in an HEV. 
The proposed method consists in finding the best distribution 
of the power between the solar PV panels and the FC. The 
main objective is to minimize hydrogen consumption by 
prioritizing solar PV energy during HEV shutdown phases. 
The problems encountered in this work reside in the design 
of this method were in the work of dimensioning of the 
elements of the system as well as the respect of a state of 
charge of the battery, which must vary within the desired 
range. The energy management strategy must thus respond 
toinstantaneous power demand. An optimal solution is 
proposed.Many optimization strategies have been developed, 
with some improvements. The performance of each strategy 

is analyzed according to several criteria such as hydrogen 
consumption, the state of charge of the Battery and the 
overall efficiency of the system. 

Fig. 6. Flowchart explaining the method of energy management of the 
system 

Several criteria were taken into consideration during the 
study of the energy management strategy, in order to 
judgeperformances and propose improvements. The 
economy ofthe fuel is taken care of according to the SOC of 
the bank ofthe battery and delimiting it to a range defined 
previously. 
 

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 163

E
E
IC
'1
9



 

 

 Drive  

Power 

Battery 

Recharge  

Power 

 

Power limit 
02 to 100 kw 

+ 

- 

power / 

current 

method 

Fuel Cell 

Current 

Reference 

PI Controller

1

Duty cycle

1

0.0001s+1

Transfer Fcn

1

1.5/3s+1

Fuel cell current
limit

ifc

iref
Ec

2
Mesured Fuel 
Cell Current

1
Desired Fuel
 Cell Current

 

 
 

 

 

 

 

 

  

 

 

 

 

 

 

 

Set Duty 

Sense Vnew , Inew 

δ  = Δδ + δ Pnew = Vnew * Inew 

Vold = Vnew , Pold  = Pnew 

δ  = Δδ - δ 

Vold = Vnew , Pold  = Pnew 

Start 

Pnew > Pold Vnew > Vold 

Vnew > Vold 

Yes 

No 

No 

No 

Yes 

Fig. 7. Energy Management System 

A.  control of the fuel cell 

The main role of the fuel cell is to maintain the state 
ofcharge (SOC) of the battery in a previously chosen range. 
For this purpose, the fuel cell will contribute to increasing 
the autonomy of the vehicle and will increase the life of the 
battery by reducing the factors due to aging. FC control and 
its principle are illustrated inFig. 8. 
 

Fig. 8. Diagram illustrating the control of the fuel cell 

B.  control of the solar pv Panels 

Maximum power point tracking (MPPTs) algorithm is, 
therefore, employed to reach the power peak regardless the 
variation of solar irradiance. An MPPT consists basically to 
control dc–dc boost converter by adjusting continuously its 
duty cycle [6].Several algorithms were proposed in the 
literature for an optimal adjustment of the duty cycle, and the 
most popular technique is the real-time realization of the 
gradient following method termed Perturb and Observe P&O 
algorithm and used extensively for the MPPT, which is 
shown in Fig. 9. 

Fig. 9. Flowchart of P&O Method. [6] 

C.  Control of the electric motor 

In order to respond effectively to the road cycle having 
different constraints during the simulation, control is 
designed for this purpose. A reference torque of the engine 
is generated using two nested loops. It is shown in Fig. 10, a 
reduction in the acceleration of the vehicle by an external 
loop, also another internal is responsible for controlling the 
reference torque of the engine. 

 

Fig. 10. Diagram illustrating the determination of the reference torque of 
the motor 

 

IV. SIMULATION RESULTS AND DISCUSSION 

In this article, a numerical simulation was carried out by 
using Matlab/Simulink environment in order to show the 
performance or the proposed EMS for HEV applications. 

The last figure represents the objective of this work 
where the stopping phase of the vehicle (zero speed) is tested 
to recharge the battery by the photovoltaic source, noting the 
good precision of the control designed. System control is 
effective. 

Fig. 11gives us information on the comparison between 
the two vehicle speeds: reference and measured. On is 
especially concerned with the time range between 50 and 
250 [S], depending on the requested power (Fig.12).  

Figures 13and14show the powers of the fuel cell, and the 
photovoltaic source. From these two figures, we note the 
good sizing of these two sources depending on the battery 
life and the speed profile requested. The battery intervenes 
during the acceleration phase, while the photovoltaic source 
recharges the battery continuously, in particular during the 
stopping phase of the vehicle. 

In the region from 50 to 250 [s] the battery is not 
charged, we notice the state of the battery that has remained 
constant. This region is the most important in our study 
where the photovoltaic source intervenes alone. We notice 
well the decrease of the SOC of the battery when it 
intervenes. The results in Fig. 15, shows a charging region of 
the battery despite the vehicle is stopped, where the state has 
gone from 41,28 % to almost 42,20 % in 3 minutes and 20 
seconds only. There is an evolution of the state of charge 
with the power supply of the photovoltaic panel. This 
confirms an interest in the proposed strategy. 
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In Fig. 16, 17, we found the fixed values of the voltage 
and current in the sizing phase of the fuel cell.It can be seen 
that during a strong acceleration of the vehicle, the 
photovoltaic source provides additional energy to the battery 
(see Fig. 19), which leads to an increase in autonomy of the 
latter. Another advantage is the hydrogen saving of the fuel 
cell.In this Fig. 19, the battery is discharged during phases of 
high powerdemands (vehicle acceleration, period from 5 to 
15 (S). The battery starts to charge in all other phases 
exceptionally stop phase, resulting in increasing its 

autonomy.Fig. 19illustrated the states of recharging and 
discharging of the battery according to the different phases of 
the vehicle, where the contribution of the photovoltaic source 
is put to contribution, the results are satisfactory, in particular 
during prolonged stops of the vehicle. This will increase 
battery life, minimize hydrogen consumption, and increase 
fuel cell and battery life. 

Fig 11. Comparison between the two speeds of the vehicle: reference 
and measured 

Fig. 12. The requested power 

Fig. 13. The power of the fuel cell 

Fig. 14. The power of the Photovoltaic System 

 

 

 

 

 

Fig. 15. State of the charge (SOC) of the Battery without and with the PV Source 

Fig. 16. Fuel cell’s voltage 

Fig. 17. Fuel cell's current 

Fig. 18. Power of Battery 

Fig. 19. Phases of charging the Battery in the System 

 

 

 

 

 

TABLE I.  PARAMETERS OF THE HEV MODEL 

Parameters 
Vehicle 

Symbol Values Units 

Vehicle total mass Mv 3500 Kg 

Rolling resistance force constant f r 0,01 S2/m2 

Air density Ρ 1,20 Kg.m3 

Frontal surface area of the vehicle A 2,711 m2 

Tire radius  Rw 0,25 M 

TABLE II.  PARAMETERS OF THE FC MODEL 

Parameters 
Fuel Cell 

Symbol Values Units 

Nbr of cells series in the stack N0 400 - 

Nominal Current In 285 A 

Nominal Voltage Vn 300 V 

Fuel cell resistance RFC 0,1757 Ohm 

Operating temperature TFC 95 C° 

Nominal power Pnominal Pnominal 85 kW 

Maximal power Pmaximal Pmaximal 100,0224 kW 

TABLE III.  PARAMETERS OF THE PV MODEL 

Parameters 
Photovoltaic 

Symbol Values Units 

Open circuit voltage  Voc 66 V 

Electrical series resistance R s 2,2 Ω 

Maximum power PPV,max 1260,15 W 

Temperature  T° 25 C° 

Irradiance G 400 W/m2 
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TABLE IV.  PARAMETERS OF THE ELECTRICAL MACHINE 

Parameters 
PMSM 

 

Values 
Units 

Flux induced by magnets 0,07111 Wb 

Stator phase resistance 0,0083 Ω 

Number of poles pairs  4 - 

Inductance Ld 0,00017 H 

Inductance Lq 0,00029 H 

Maximal speed  12500 rpm 

Maximal power 100 kW 

TABLE V.  PARAMETERS OF THE FC MODEL 

Parameters 
Battery 

Symbol Values Units 

Battery constant voltage Eo 312,0125 V 

Internal resistance R 0,20719 Ohms 

PolarizationResistance K 0,11696  

V. CONCLUSION 

Energy management of multiple sources has been 
proposed as a solution for a hybrid energy system using 
renewable energy from solar cells, fuel cells with energy 
storage device. A PV source can improve the storage device 
according to the characteristics of the vehicle requests and 
the main sources by providing an optimal solution, in order 
to respond to changes in the phases of the vehicle.In this 
article, a strategy is presented, aimed at improving energy 
management in a fuel cell hybrid vehicle. During the 
essential stages of the vehicle phases, the PV source provides 
the energy balance needed during these periods. The 
contribution of the photovoltaic source is demonstrated, 
which is particularly important in the context of the study of 
the availability of the battery, in terms of vehicle autonomy 
and the life of the fuel cell, adding an optimum energy 
storage level, improving the supply of quality and efficiency. 

Simplicity in control, where we have exploited the 
advantages of control by the integration of the PI regulators, 
as well as the modeling of the PV source, constitutes the 
major advantage of this technique presented. We gained in 
terms of space, cost, at the level of the energy management 
block. Without forgetting, a considerable gain for hydrogen 
consumed, given the limitation of the solicitation of the fuel 
cell.The validation of the MPPT model of the PV source, 
while verifying the supply and storage phases, demonstrated 
the excellent performance of the entire system and validated 
the principle of the proposed energy management, while 
respecting the compatibility of connections with other 
subsystems such as the battery, the fuel cell, as well as the 
dynamic model of the vehicle. 
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Abstract—The partial shading condition (PSC) is considered an 

unavoidable problem in the PV system, which the power-

voltage (P-V) characteristic shown numerous local maximum 

peak (LMPs) and one global maximum peak (GMP). The 

conventional maximum power point tracking (MPPT) methods 

fail to track the GMP, which effect the efficiency of the PV 

system. Hence, in this paper theGrey Wolf Optimizer (GWO) 

based MPPT algorithmis proposed to track the GMP under 

PSC. The proposedGWO algorithmis performed in 

MATLAB/Simulink in comparison to the PSO and P&O 

techniques under different PSC patterns. The obtained results 

have clearly shown the superiority of the proposed GWO 

algorithm overall in terms of efficiency and tracking time.  

keywords—Partial Shading Condition PSC, Grey Wolf 

Optimization (GWO)algorithm, Maximum Power Point 

Tracking (MPPT), PV system 

I. INTRODUCTION  

    The photovoltaic generation systems(PVGS) technology 
have known a significant development due to several pros 
such as: clean, low cost maintenance, noiseless and the solar 
energy is available in all the earth planet. Additionally, to 
reduce the greenhouse effect [1]. However, there are some 

cons such as, low efficiency of the PV arrays, 7 −
19%[2], depending at environmental conditions, 
temperature and solar irradiance, that effect the efficiency of 
the PVGS. Therefore, the maximum power point tracking 
(MPPT)must be presented in the PV system to ensure the 
extraction of the maximum power yields from the PV 
panel[3]. 
    Many traditional MPPT techniques have been proposed in 
the literature to track the maximum power point MPP, 
which include Hill climbing (HL), Perturbation and 
Observation (P&O), Incremental Conductance (INC), 
Fractional Short Circuit (FSC), Fractional Open Circuit 
(FOC) and Ripple Correlation Control (RCC) [4]. These 
MPPT techniques are suitable in uniform irradiance where 

the P-V curve consists of a single peak. However, when the 
PV arrays subjected to no uniform irradiation known as 
partially shaded condition (PSC) the P-V curve exhibits 
multiple peaks, one global maximum peak (GMP) and 
several local maximum peaks (LMPs), all the 
aforementioned techniques fail to track the GMP 
[5],whicheffect the PV system efficiency. 
Recently, several MPPT based on meta-heuristic algorithms 
are employed in the literature as an alternative methods to 
track the GMP, such as Ant Colony Optimization [6], 
Artificial Bee Colony (ABC) [7], Simulated Annealing (SA) 
[8], Whale Optimization Algorithm (WOA) [9], Flower 
Pollination Algorithm (FPA) [10], Particle Swarm 
Optimization (PSO) [11], which is the most widely used in 
the literature due to the capability to address the PSC and 
own simple structure, but take long time to track the GMP, 
power oscillation and may trap into the LMP. Therefore, 
many modified PSO have been proposed, such as  
Deterministic PSO (DPSO) [12], an improved PSO[13], 
Leader PSO (LPSO) [14]. This modification smoothly 
improved the performances but still lagging and depends on 
tuning parameters.  
      In this paper,a  new method based on Grey Wolf 
Optimizer (GWO) algorithm [15]is proposed for MPPT of 
PV systems to mitigate the PSC. This algorithm is inspired 
by mimic the grey wolves’ hunting mechanism of the prey, 
which has less parameters for tuning compared to other 
meta-heuristic algorithms, which make it a suitable solution 
to track efficiently the GMP under PSC. The performances 
of the proposed method are proven through simulation by 
MATLAB/Simulink under different partial shading patterns 
in comparison to the PSO and the P&O algorithms in the 
same conditions. The results have shown the effectiveness 
and superiority of the proposed algorithm which takes a few 
iterations to track the GMP. 
 The remainder of this paper is organized as follows: 
Section II describes the modeling of the PV system under 
partial shading conditions, an overview of the proposed 
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algorithm is described in section III. The simulation results 
and discussion are presented in section IV. Finally, the 
conclusion is presented in section V.  

II. CHARACTERISTICS OF THE PV SYSTEM UNDER PSC 

A. Modeling of PV cell 

     The single diode modelapproach is considered in this 
study to modulate and simulate the PV cell [16], as 
illustrated in Fig.1. By applying the KCL the output current 

(𝐼𝐼𝑃𝑃𝑉𝑉 ) of a PV module is described as: 
 𝐼𝐼𝑃𝑃𝑉𝑉 = 𝐼𝐼𝑃𝑃ℎ − 𝐼𝐼𝑂𝑂  �𝑒𝑒��𝑉𝑉𝑝𝑝𝑎𝑎 +𝑅𝑅𝐷𝐷𝐼𝐼𝑃𝑃𝑎𝑎 �𝑞𝑞𝐴𝐴𝑛𝑛𝑘𝑘𝑇𝑇 � − 1�− �𝑉𝑉𝑝𝑝𝑎𝑎 +

𝑅𝑅𝑆𝑆𝐼𝐼𝑃𝑃𝑎𝑎𝑅𝑅𝐷𝐷ℎ �                                        (1) 

 
 
Where,  𝐼𝐼𝑃𝑃ℎ  represents the photovoltaic current,𝐼𝐼𝑂𝑂 is the cell  
reverse saturation current,𝑉𝑉𝑝𝑝𝑎𝑎 is the output cell voltage, 𝐴𝐴 is 
the diode  ideality factor, 𝑅𝑅𝑆𝑆 and 𝑅𝑅𝐷𝐷ℎ  are equivalent series 
and shunt resistance, 𝑞𝑞 is the electron charge, 𝑘𝑘 is the 
Boltzmann’s constant, 𝑇𝑇 is module temperature (in kelvin), 𝑛𝑛 is the number of the series cells. 
 

 
 

Figure 1. Equivalent Single diode model of PV cell. 
 

B. Effect of PSC over the PV array  

     Typically, the PV modules connected in series to elevate 
the voltage and parallel to increase the current in order to 
match the load energy demanded. Practically the PV array 
installation will not be subjected to the same level of 
irradiation which create PSC (due to clouds, trees, 
buildings…etc.) [17]. In this study, a string of three panels 
connected in series is considered as shown in Fig.2. The 
bypass diode connected in parallel with each module to 
prevent the hot spotdue to the mismatch between modules. 
the parameters of the panel used are given in table I. from 
fig.2 three different PSC patterns, pattern (1), pattern (2), 
pattern (3) are considered. Under PSC the P-V curve exhibits 
multiple local peaks LMPs and singleglobal peak GMP due 
to the conduction of the bypass diode[18], which the GMP is 
located in different area of the search space, middle, left 
extremity and the right extremity. 

 

 

 
TABLE I. Parameter of PV module of Shell Solar SQ80 at STC  

Parameters Values 

Maximum power                𝑃𝑃𝜇𝜇𝑝𝑝𝑝𝑝  80 𝑊𝑊 

Short Circuit Current         𝐼𝐼𝐷𝐷𝑐𝑐  4.848 𝐴𝐴 
Open Circuit Voltage         𝑉𝑉𝑂𝑂𝑐𝑐  21.8 𝑉𝑉 
Maximum Power Current  𝐼𝐼𝜇𝜇𝜇𝜇𝑝𝑝  4.579 𝐴𝐴 
Maximum Power Voltage  𝑉𝑉𝜇𝜇𝑝𝑝𝑝𝑝  17.5 𝑉𝑉 

 
 

 

 
 
Figure 2. P-V curves of under different PSC. (a) patter-1, (b) pattern-2, (c) 

pattern-3 
 

III. GWO  AND ITS APPLICATION IN MPPT   

A. Overview of  GWO algorithm  

The Grey Wolf Optimizer (GWO) is considered as new 
meta-heuristic algorithm proposed by Mirjalili and al [19], 
this algorithm is inspired by emulate the leadership hierarchy 
and hunting prey technic of grey wolves in wildlife. Mostly, 
the grey wolves prefer to live in pack with a particular 
dominant hierarchy as depicted in fig.4. where, the pyramid 
leader hierarchy has four levels such as: the leaders wolves 
called alpha (α), and the subleaders called beta (β), and delta 
(δ), and the remains called omega (ω). There are there main 
steps for deign the GWO algorithm namely chasing, 
encircling and attack. The mathematical model of encircling 
the prey can be formulated by the following equation: 
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𝐸𝐸�⃗ = �𝐶𝐶. 𝑋⃗𝑋𝑝𝑝(𝑡𝑡) − 𝑋⃗𝑋(𝑡𝑡)�              (2) 

 𝑋⃗𝑋𝑝𝑝(𝑡𝑡 + 1) =  𝑋⃗𝑋𝑝𝑝(𝑡𝑡) − 𝐴𝐴.𝐷𝐷��⃗   (3) 
  
Where A, C and D represent the coefficient vectors, t 
represent the current iteration, Xp denotes the position of 
the prey, and X represent the position of a grey wolf. The 
vectors A and C can be estimated as follows:   

 
 

Figure 4. Hierarchy of Grey wolves 

 𝐴𝐴 =  2𝑡⃗𝑡. 𝑟𝑟1 − 𝑡⃗𝑡             (4) 
 𝐶𝐶 =  2. 𝑟𝑟2             (5) 

 
Where the coefficient a linearly decreases during the course 
of iteration from 2 to 0 and r1, r2 are random numbers in 
[0,1]. 

B. GWO algorithm based MPPT  

The optimization problem of MPPT in the PV system can be 
expressed as follows: 
 𝑃𝑃(𝑑𝑑𝑘𝑘+1𝑑𝑑)  >  𝑃𝑃(𝑑𝑑𝑘𝑘 𝑑𝑑)              (6) 
 

dmin < 𝑑𝑑𝑑𝑑 < 𝑑𝑑𝜇𝜇𝑡𝑡𝑥𝑥              (7) 
 
The objective function is maximizing the power generated 
from the PV array, considering the duty cycle (d) as the 
decision variable and the 𝑑𝑑𝜇𝜇𝑑𝑑𝑛𝑛R and 𝑑𝑑𝜇𝜇𝑡𝑡𝑥𝑥Rare the limits of 
the duty cycle. The main steps of design the GWO based 
MPPT algorithm are:  

Step1) initialization parameters:send three duty cycle 
(0.1,0.5,0.9), 0.1 ≤  𝑑𝑑𝑑𝑑 ≤  0.9 to cover all the search space 
[0,1]. 

Step2) fitness evaluation:evaluate the value of the power 
corresponding to each duty cycle 𝑑𝑑𝑑𝑑R, the duty cycle 
corresponds to the best fitness value considered as the best 
solution 𝑑𝑑𝑑𝑑, 𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡. 
Step3) update the particle solutions: adjust the position of 
the grey wolves which are the duty cycles dRi as follow: 
 𝑑𝑑𝑑𝑑 (𝑘𝑘 + 1) =  𝑑𝑑(𝑘𝑘) − 𝐴𝐴.𝐷𝐷             (8) 

Step4)repeat steps 2 and 3 until all the particles achieve the 

global maximum solution. 

Step5) Re-initialization:if the deviation of the output power 
and the optimal power satisfies the condition (9) 
 �𝑃𝑃𝑃𝑃𝑉𝑉 ,𝑇𝑇𝑒𝑒𝑤𝑤 − 𝑃𝑃𝑃𝑃𝑉𝑉 ,𝑂𝑂𝑙𝑙𝑑𝑑𝑃𝑃𝑃𝑃𝑉𝑉 ,𝑂𝑂𝑙𝑙𝑑𝑑 � > ∆𝑃𝑃 

            (9) 

 
The ∆P is set 0.01. 
 
The flowchart of the GWO algorithm for MPPT is depicted 
in fig.4. 
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Figure.4. Flowchart of GWO 
 

 
 

 
Figure 5. Block diagram of PV system with MPPT 

 

IV. RESULTS AND DISCUSSION 

     To evaluate the effectiveness of the proposed GWO 
based MPPT algorithm, the PV system simulation of 3S PV 
panels configuration as depicted in Fig.5 is done. The PV 
array is subjected to three different PSC patterns namely 
pattern-1, pattern-2, and pattern-3 as shown in Fig.2, which 
the GMP is located in different area of the search space, in 
the left extremity for the first pattern, in the middle for the 
second pattern and in the right extremity for the third 
pattern. The proposed algorithm is compared with the PSO 
and the P&O algorithms under the same conditions, the 
results of the power waveforms of all the algorithms under 
differentPSC are shown in Fig.5,6,7. 

TABLE II. SIMULATION PERFORMANCES OF DIFFERENT PSC 

 

 

patterns 

Simulation results 

Power(w) 
at GMP 

Method 
Power 
(W) 

Tracking 
time  (s) 

Oscillati
on 

 
 

 

Pattern 
(1) 

𝟔𝟔𝟔𝟔.𝟔𝟔𝟔𝟔𝟑𝟑 

GWO 65.675 2.7 Low 

PSO 65.663 3.1 Medium 

P&O 65 0.06 High 

 

 

Pattern 
(2) 𝟔𝟔𝟔𝟔.𝟗𝟗𝟗𝟗𝟑𝟑 

GWO 85.954 1.3 Low 

PSO 85.905 3 Medium 

P&O 70 0.05 High 

 

 

Pattern 
(3) 𝟒𝟒𝟒𝟒𝟑𝟑.𝟎𝟎𝟒𝟒𝟔𝟔 

GWO 112.985 2.7 Low 

PSO 112.968 3.2 Medium 

P&O 112 0.015 High 
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In addition, the numerical results are summarized in Table 
II. 
It can be seen clearly from the results that the proposed 
method and the PSO reached the GMP in all the PSC 
patterns with different tracking time, which the GWO 
algorithm has taken an average of 1.1s where the PSO 
algorithm has taken an average of 2s, while the P&O 
trapped into LMP in pattern-2, moreover produce huge 
oscillation in the steady-state, it’s noticeable that the 
proposed GWO algorithm is superior to the PSO and the 
P&O methods.  
 

 
(a) 

 
(b) 

 
(c) 

 

Figure.5. Results of power waveforms of pattern-1, 
 (a) P&O, (b) PSO, (c) GWO 

 

 
(a) 

 
(b) 

 
(c) 

 
Figure 6. Results of power waveforms of pattern-2, 

 (a) P&O, (b) PSO, (c) GWO 

 

V. CONCLUSION  

      In this paper, the GWO based MPPT algorithm has been 
proposedto track the GMP, in order to evaluate the 
performance of the GWO method, simulation has been 
conducted and compared with the PSO and P&O methods 
under different PSCs. The proposed GWO method has 
mitigated the PSC problem effectively with short tracking 
time, all the results clearly show the superiority and the 
reliability of the proposed method against the P&O and the 
PSO methods. The future work is to make more 
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improvement at the position update formula that affected 
directly by the convergence factor a, and the experimental 
validation will carry out. 
 

 
(a) 

 
(b) 

 
(c) 

 
Figure 7. Results of power waveforms of pattern-3,                    

(a) P&O, (b) PSO, (c) GWO 
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Abstract—The work we have presented in this paper is the 

modeling, simulation and optoelectronic characterization of 

photovoltaic cells based on germanium nanowires and 
microcrystalline silicon substrate in order to achieve high 

efficiency and low cost solar cells. The main objective is to 

improve the conversion efficiency of this type of solar cells by 

integration of germanium nanowires. The hydrogenated 

amorphous silicon-germanium films, to be used as low band gap 

absorber material in thin film solar cells. This was achieved 

through modeling and simulation using Tcad-Silvaco Athena, 

advanced virtual wafer-fabrication tool. A model Silvaco-Tcad 

Athena was created using actual solar cell parameters (such as 

layer thicknesses, doping levels and material properties) 

documented in various papers to optimize parameters in order to 

make a compromise between amelioration conversion efficiency 

and lowest cost of manufacture. 

Keywords-silicon; germanium; thin films; optimization; 

nanowires. 

I. INTRODUCTION  

Fortunately there exist many alternative forms of energy 
production that are both clean and renewable. They are clean 
means no pollutant and renewable, means not dependent on 
substances. Such renewable energy sources include solar (both 
photovoltaics and solar thermal), wind, hydro, geothermal, 
tidal, and biofuels [1]. Due to the enormous potential of solar 
energy it may well become a significant contributor for clean 
and renewable electricity in the future [2]. 

Solar cells convert sunlight directly into electricity using 
the photovoltaic effect. They are a promising technology for 
satisfying current and future energy demands in a sustainable 
and environmentally friendly way [3]. The main focus of this 
paper was to study the effect of dwindling of the compounds 

for fabricate solar cells. To make solar cells competitive fossil 
fuels and achieve the stated goals many improvements in cost 
and efficiency must progress [2]. 

Photovoltaic power generation has been receiving 
considerable attention as one of the most promising energy 
generation alternatives. It can hold the world electricity 
consumptions. The photovoltaic market which is powerfully 
dominated by crystalline silicon technology [4], which 
accounts for about 86% (53% multicrystalline (mc) and 33% 
monocrystalline cells) of the global cell production [5], has 
been growing strongly over the past few years. Scientists are 
pushed to develop quicker some methods and technologies by 
the growth, at the same time, achieving both an improvement 
in efficiency and a reduction in the production costs of 
photovoltaic cells [6]. New PV technologies with cheaper 
manufacturing cost compared to traditional silicon crystalline 
based modules are available in the international market these 
days such as; amorphous silicon (a-Si), Cadmium Telluride 
(CdTe) and Copper Indium Selenium (CIS) [4]. 

Another way of photovoltaic appeared after the dominant 
technology of crystalline Silicon, which is replaced by another 
more absorbent material. These second generation photovoltaic 
cells or say thin film reduce the massive amount of silicon used 
and improve their conversion efficiency by the testimony of the 
effective amount [7].  

Semiconductor nanowires have recently emerged as a new 
class of materials with significant potential to reveal new 
fundamental physics and to propel new applications in 
quantum electronic and optoelectronic devices. Semiconductor 
nanowires show exceptional promise as nanostructured 
materials for exploring physics in reduced dimensions and in 
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complex geometries, as well as in one-dimensional nanowire 
devices.  

Nanowires have significant regarding relaxation problem 
properties, transmission and electronic optical confinement. 
Due to their controllable morphology (length, density and 
diameter) and their light trapping effect, nanowires have 
attracted the attention and considered good candidates for many 
applications [8]. Their integration in devices meets the 
miniaturization of physical exigencies, quantum confinement 
and helps improve the performance of devices. 

The nanowires structure is full cylindrical, has a length 
generally on the order of a few microns and its diameter is 
submicron. The ratio length/diameter is 25 (~5µm/200 nm) 
[9]. The methods of making nanowires vary depending on the 
types of nanowires and according to the robustness and 
depletion of various tools available [10]. 

II. MATERIALS AND METHODS 

The simulation software Athena of Tcad-Silvaco provides 
general possibilities for the simulation of processes used in the 
semiconductor industry, such as diffusion, oxidation, ion 
implantation, etching, lithography, deposition processes. It 
allows fast and accurate simulations of all manufacturing steps 
used in optoelectronics and power components. 

Figure 1 shows the solar cell under study; is hetero-
structure based on using of silicon nanowires on an oriented 
microcrystalline silicon substrate (111) and thin films of 
amorphous silicon. A microphah solar cell with the following 
structure was used in the simulation: 

SiO2 (30 nm) /ZnO: Al (20 nm)/n-a-SiGe:H (10 nm)/ i-a-
SiGe:H(10 nm)/p-μc-NWs-Ge:H(L=2.5μm-D=100 nm)/p-μc-
Si:H (2.5 μm) /Al (1 μm). 

 
Figure 1. Schematic of Germanium nanowires based Silicon Solar Cell 

A. Substrate preparation 

The main dopants silicon thin-film is boron, p-type and 
arsenic n-type. Other dopants, phosphorus, gallium, aluminum, 
etc., are used occasionally for very specific applications or 
even marginal. In this case, the oriented multi-crystalline 
silicon substrate (111) is p-doped with a low boron 
concentration (Na = 1015 at/cm3) and a logger 5 microns. 

B. Nanowires preparation 

For creation of new nanowire-based structures with new 
properties and functionalities, the most central qualities of 
nanowires are: [11] 

- Degree of confinement including possible quantum 
confinement;  

- Large surface-to-volume ratio intrinsic to nanowires;  

- Length scale defined by the nanowire diameter which 
has dramatic consequences for the excitation and emission 
of electronic states in nanowires;   

- Successful growth of nanowires involves careful 
control of quality, alloy composition, diameter, and 
electronic properties.  

The manufacture of semiconductor nanowires is made by 
several technological ways. Microelectronics is conventionally 

noted two approaches, bottom-up and top-down approach.  

- Bottom-up Approach 

Bottom-up is to assemble individual components such as 
atoms, molecules and aggregates to form more complex 
structures by synthesis (self-assembly). Bottom-up methods, 
involve the chemical synthesis of nanowires whose properties 
can be carefully controlled and tuned during growth [11]. 

- Top-down Approach 

Top-down consist to machine structures in solid substrate 
by lithography techniques and etching. The position of the 
nanowires is well-controlled on the substrate [12]. The 
procedure for making nanowires is as follows: A pattern is 
part of a resin (optical lithography, electronic, near field, or by 
nano-imprint) to form an etching mask. The pattern is then 
transferred by etching into a substrate to form nanostructures. 
Lithography is used as a preliminary step to define, after 
deposition and removal of the resin a hard mask formed from 
a set of pads. The etching substrate results in the production of 
vertical nanowires [13]. Furthermore, the process is 
intrinsically wasteful and there are large challenges to 
overcome before these technologies become high- throughput, 
cost-effective means of nanowire fabrication. [6] 

After the substrate preparation, a multi-crystalline 
Germanium layer p-doped with a high concentration of boron 
(Na=1020 at/cm3) is deposited by epitaxy with length 2.5 
microns on the substrate. An etching is done to eliminate 
undesirable parts, so to have very thin layers of 2.5 µm of 
length and diameter of 100 nm on the substrate. 

C. Hydrogenated Amorphous Silicon Germanium 

After etching of the nanowires on the substrate, an intrinsic 
amorphous silicon thin-film is deposited of 100 nm thickness. 
Then etching is made to remove unwanted part. 

D. Electrodes 

Due to the low conductivity of the a-Si: H compared with c-
Si, the addition of a conductive layer over its all surface is 
essential for current collection. In concern the illuminated face 
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of the cell, the conductive transparent oxide (CTO) collects 
current, plays both the role of the conductive layer and the 
antireflection layer and consequently provides good contact 
with the metal electrodes (Figure 1). In the absence of 
illumination of the back face of the cells, the conductive 
transparent oxide is replaced by a simple metal deposited on 
the amorphous layer [10, 12].  

The Zinc oxide has very interesting electrical properties, its 
electronic structure has been widely studied, that the zinc oxide 
is a direct gap semiconductor at room temperature. The band 
gap of pure ZnO is about 3.37 eV, superior to conventional 
semiconductors, therefore ZnO has a gap about 367 nm which 
is therefore located in the near UV, ZnO is therefore 
transparent in the visible spectrum.  

In addition, the zinc oxide can be doped with a high 
concentration and it is possible to obtain high electrical 
conductivities of the order of 2×10-4 Ω cm-1. These properties 
of transparency in visible light and good electrical conductivity 
are very interesting for applications requiring transparent 
electrodes [11, 13]. 

E. Antireflection Coating 

The use of an antireflection coating (ARC) combined with 
silicon substrate textured, greatly reduces optical losses 
drastically affecting the power output of the solar cell by 
reducing the short-circuit current. Silicon oxide (SiO2) and 
silicon nitride (Si3N4) have complementary properties. Silicon 
oxide with refractive index 1.46, has good transparency in the 
visible, good dielectric properties (Eg~10 eV) and low 
mechanical stress but it is bad barrier to the diffusion of ions 
and dopants, the silicon nitride with 2.02 refractive index, is 
denser and therefore provides a better diffusion barrier. The 
final step is to deposit a thin layer of the oxide silicon with 
thickness of 100 nm and addition of electrodes.  

III. RESULTATS AND DISCUSSION  

The amorphous nature of a-SiGe:H makes it easier to 
achieve conformal growth of thin films on rough or 
nanostructured surfaces than is the case with μc-Si:H. 
Combined with the relatively high deposition rate of hotwire 
chemical vapor deposition (HWCVD) as compared to 
PECVD, HWCVD a-SiGe:H is a feasible option for thin film 
silicon PV on textured light-scattering substrates [14]. The 
recent developments in advanced light-scattering structures 
such as textures created with nano-imprint lithography and 
naturally grown ZnO nanorods, have motivated us to 
investigate whether a-SiGe:H HWCVD can be considered as 
active material for low cost thin film a comparison of a 
conventional and an unconventional method to improve the 
quality of forming electrodes on silicon solar cells [15]. 

The antireflection coating prevents the reflection of rays of 
sunshine and a loss of energy, as well creates a barrier into the 
connection zone, which increases the resistance between the 
electrode layer and the silicon substrate. The thickness of the 
deposited layer has an influence on the structure of the obtained 
electrode layer and resistance value of the resistance electrode 
[16]. 

In solar cells, the minority carrier lifetime, internal quantum 
efficiency and the solar cell efficiency are also affected by 
germanium despite although it is, electrically inactive in the 
silicon lattice [2]. 

Germanium nanowires were incorporated in single junction 
between hydrogenated amorphous Silicon Germanium thin 
films and microcrystalline Silicon substrate for forming 
heterostructure solar cell with an efficiency of 13.23 %. 

The simplest semiconductor junction that is used in solar 
cells for the separation of photogenerated charge carriers is the 
p-n junction, an interface between the p-type region and a n-
type region of the semiconductor. Therefore, the basic 
semiconductor property of a material is the possibility of 
varying its conductivity by doping, must be demonstrated 
before the raw material can be considered a suitable candidate 
for solar cells, this was the case for amorphous silicon. 

Indeed, the interest in germanium stems from the fact that it 
has a high mobility of carriers and a Bohr radius (11 nm) wider 
than that of silicon (by 4.3 nm). The quantum confinement 
effects are all the more important as the radius of the 
nanostructures is smaller than the Bohr radius. Thus, these 
effects are achieved for a nanowire diameter larger for 
germanium than for silicon. 

 

Figure 2.  IV Characteristic of cell obtained after simulation 

The pervious figure (figure 2) represents the characteristic 
IV obtained of the cell after simulation. The value of the open-
circuit voltage is 1.467 V and the short-circuit current value is 
11.69 mA / cm2, giving a form factor of 77.69% and a yield of 
about 13.12%. 

The following figure (Figure 3) presents the IV 
characteristic of the solar cell with and without germanium to 
see the effect of germanium incorporation in the substrate. 
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Figure 3.  IV Characteristic of cell for Si, Ge and SiGe Nanowires 

From the figure above (Figure 3), we also see that the 
maximum short-circuit current and the highest efficiency are 
given by the germanium nanowires. Due to the incorporation 
of germanium in the silicon, the nanowires of SiGe increase 
the current value and approach to germanium value, their 
efficiency reaches 13.14%. 

 

Figure 4.   IV Characteristic of cell for Si, Ge and SiGe substrate 

From the figure above (Figure 4), we also see that the 
values of the short-circuit current and the efficiency are higher 
for germanium substrate compared with the silicon substrate 
and by using the SiGe substrate, the value of the short-circuit 
current is moved a little upwards which gives a slight increase 
in the efficiency value. We therefore come to the conclusion 
that the incorporation of germanium in a silicon substrate 
increases the efficiency of the cell, it reaches 13.17%. 

The same work is done and realized for the amorphous 
layer. Following Figure (Figure 5) shows characteristic IV of 
the cell by varying the material of the amorphous layer.  

 

Figure 5.  IV Characteristic of cell for Si, Ge and SiGe substrate 

From the figure above (Figure 5), we also see that the 
highest short-circuit and efficiency values are given by 
germanium. We therefore conclude that the amorphous 
germanium layer has the highest value of the short-circuit 
current compared with the amorphous silicon layer and by 
introducing the germanium into the silicon the value of the 
short-circuit current -circuit and moved a little upwards, which 
increases their conversion efficiency, it reaches 13.16%. 

 

 

 

 

Figure 6.   IV Characteristic of cell for different diameters of the nanowires 

From the results obtained in the previous figure (Figure 6), 
the highest value of the short-circuit current is obtained for 
nanowires diameter of 120 nm. Typically, when the diameter 
decreases the electrical conductivity also decreases. We 
therefore conclude that for the diameter of nanowires, the best 
efficiency will be obtained when the diameter of nanowires is 
120 nm, it reaches 13.47%. 

Research has proved the existence of a critical size of 
change of direction of nanowires for two families of diameters 
60 and 100 nm [5]. It is estimated at 80 nm on Silicon substrate 
(111). From Figure we see that a remarkable jump in the value 
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of the short-circuit current is obtained at a diameter of 80 nm, 
which has the critical diameter. 

IV. Conclusion 

The aim of our work was to be able to make significant 
improvements to the performance of silicon-based solar cells 
by the inclusion of germanium nanowires on the one hand, and 
on the other hand, by incorporating germanium into the 
amorphous silicon thin film. Our strategy consisted in 
particular of ordering the nanowires of germanium 
perpendicularly to the electrodes in order to improve 
significantly the collection of the photogenerated charges. 
Because of lower bandgap of hydrogenated microcrystalline 
silicon, it constitutes a useful complement to amorphous 
silicon-germanium. Its basic stability light-induced degradation 
made it an attractive for photovoltaic and optoelectronic 
applications. The optimization of the cell parameters is 
therefore a compromise between optimization of the optical 
absorption and the optimization of the collection of carriers. 
Nanowires-based solar cells are good candidates to reduce 
thickness solar cells and cost, due to their high surface-to-
volume ratio permitting to enhance significantly light 
absorption. 
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Abstract— The output power produce in photovoltaic modules 

depends on the temperature of the solar cells and the solar 

radiation. To maximize the efficiency of the system, it is 

indispensable to follow the maximum power point of the 

photovoltaic generator. The main objective of this work is to 

use indirect adaptive control to assure a tracking of a setpoint 

to obtain maximum power, despite the presence of different 

disturbances. This method is simple and robust to variations in 

temperature and irradiance. The simulation results obtained 

with Matlab/Simulink show the efficiency, robustness and 

performance of the control strategy applied to photovoltaic 

systems. 

I. INTRODUCTION 

Due to global concern over climate change and rapid 
increase in electricity demand, renewable energy sources 
play an important role in electric power generation [1]. 
Various renewable sources such as solar energy, wind 
energy, geothermal, are harnessed for electric power 
generation. Solar energy is a good alternative to electricity 
production due to its cleanliness and availability [2, 3]. 
Solar energy is directly converted into electricity by solar 
photovoltaic (PV) module. PV modules have maximum 
power points (MPP) corresponding to the surrounding 
condition such as PV modules temperature, solar irradiance 
and cell area. In order for the PV module to deliver its 
maximum power, Many methods of tracking the maximum 
power point have been developed since the 1970s, starting 
with simple techniques such as MPPT controllers based on 
voltage and current feedback [4], to more powerful 
controllers using algorithms to calculate MPP of GPV, 
among the most used techniques, the method of Disturbance 
and Observation (P&O) and the method of Conductance 
Incrementation (IC) [5, 6, 7, 8]. 

The main objective of this paper is to develop an indirect 
adaptive control technique applied to photovoltaic systems. 
The main idea behind this control strategy is to track  
maximum  power of  photovoltaic  cells, the  most  used, are  

 

detailed, a particular interest is to track the maximum power 
point of the PV array despite the presence of deferent 
disturbances and constraints without the presence of 
oscillations such as other techniques that have already been 
applied, and other advantage such as: robustness and good 
precision. 

 Remainder of the paper is structured as follows: Section 
2 presents the choice of a model; Description of indirect 
adaptive control is shown in section 3; Section 4 devoted to 
the application of indirect adaptive control to the PV 
system; Section 5 is dedicated to the study of robustness. 
Conclusions and perspectives are drawn in the last section.  

II. CHOICE OF A MODEL 

A. Photovoltaic system 

In our study we choose a solar panel type SIEMENS 
SM110-24, whose characteristics are given in Table I. 

TABLE I.  PARAMETERS OF A SIEMENS SM110-24 PHOTOVOLTAIC 
MODULE [9] 

Parameters Values 

Photovoltaic Power (Ppv) 110 W 
Maximum current at PPM (Impp) 3.15 A 
Maximum voltage at PPM (Vmpp) 35 V 
Short circuit current (Icc) 3.45 A 
Open circuit voltage (Vco) 43.5 V 
Temperature coefficient of short circuit current (aoc) 1.4 mA/°C 
Temperature coefficient of open circuit voltage (Boc) -152 mV/°C 
Maximum power (Pmpp) 110 W 

B. Model photovoltaic array 

The model used in this work is represented by an equivalent 
circuit given in Figure 1. This one contains a diode to 
optimize the modeling of some phenomena at the cell level, 
the series resistor ( )sR  which models the ohmic losses and a 

shunt resistor ( )shR which is used to model the losses around 

the junction due to the impurities and on the corners of the 
cell [10-11]. 
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Figure 1. Equivalent circuit of solar cell with one diode 

This model is expressed by the following equations [12]: 

From Figure 1, the equation for the output current can be 
given by: 
    PV ph D shI I I I= − −                                                        (1)                                                                                                                                                                     

• Calculate phI  

The photocurrent phI  is depends on the illumination and the 

panel temperature. 

     1 2 3(1 ( ) ( ))ph s s sref j jrefI P E P E E P T T= + − + −               (2)                                                         

Where refE  is the illuminance under STC conditions. jT the 

jonction temperature of the panel and jrefT the reference  

temperature of the panel (K). 1 2,P P and 3P are  constant 

parameters. 

• Calculate DI  

The current of the diode is given by the equation: 

         

( )
1ph s ph

s j

q V R I

KAN T
D sI I e

 +
 − 
 =                                              (3) 

    3
4

g

j

E

KT
s jI P T e

 −
  
 =                                                        (4) 

With sI  the saturation current (A), q the elementary charge 

(1.6×10-19 C), k the Boltzmann constant (k=1.38*10-23 J/K), 
A the ideality factor of the junction and sR  and shR the 

series and shunt resistances respectively. sN corresponds to 

the total number of cells connected in series and/or in 
parallel. gE the  gap energy (1,76×10-19) and 4P is the 

constant parameter. 

• Calculate shI  

The saturation current is given by the equation 

           sh
sh

sh

V
I

R
=                                                                 (5) 

From equations 2, 3 and 5 we get the overall equation: 

( )1 2 3

( )
1

3
4

1 ( ) ( )

ph s ph

j s j

PV s s sref j jref

q V R IEg

KT kAN T sh
j

sh

I P E P E E P T T

V
P T e e

R

   +−   −   
   

= + − + −

− −
        (6) 

III. INDIRECT ADAPTATIVE CONTROL 

The basic philosophy of this methodology is to estimate 
the parameters of the unknown plant from input-output data 
and, in turn, use these estimates to adjust the parameters of a 
controller such that the transfer function of the controlled 
plant evolves to that of a model [13]. 

Figure 2 shows the bloc diagram for indirect adaptive 
control. 

 
Figure 2. Indirect adaptive control  

A. Process identification  

1. Model of the process [14] 

Considering a mono-variable linear invariant discrete model 
described by: 

           1 1( ) ( ) ( )( ( ) ( ))A z y k B z u k d v k d− −= − + −               (7) 

          1 1
1( ) 1 n

nA z a z a z− − −= + + +                                 (8) 

          1 1
0 1( ) m

mB z b b z b z− − −= + + +                              (9) 

with  d n m= −  
u and y are respectively input and output of the process. 

:v disturbance 

2. Recursive Least Squares Algorithm [14] 

The objective is to minimize a mean square error 
corresponding to the sum of the squares of the gap between 
the output of the process to identify and that of the model 
obtained at each sampling instant. 

           

2

1

1ˆ ˆ( , ) ( ) ( )
2

k
k i T

i

V k y i iθ λ ϕ θ−

=

 = − ∑                    (10) 

where 0 1λ< ≤   is the forgetting factor 
The form of the algorithm (RLS) in general is as follows: 

   ˆ ˆ ˆ( ) ( 1) ( ) ( ) ( ) ( 1)Tk k K k y k k kθ θ ϕ θ = − + − −                (11)                         

   
( 1)

( )
( ) ( 1) ( )T

P k
K k

k P k k

θ

λ ϕ ϕ

−
=

 + − 
                                 (12) 

 
1 ( 1) ( ) ( ) ( 1)

( ) ( 1)
( ) ( 1) ( )

T

T

P k k k P k
P k P k

k P k k

ϕ ϕ
λ λ ϕ ϕ

 − − = − − 
+ −  

          (13) 

1 0ˆ( ) ( 1) ( ) ( ) ( ) ( )

( ) ( )
n

m

y k a y k a k y k n b k u k d

b k u k m d

= − − − − + − +

+ − −

 
(14) 

 1 0,n ma a b bθ =                                                         (15) 
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 [ ]( ) ( 1)... ( ), ( )... ( )T k y k y k n u k d u k m dϕ = − − − − − − −    (16) 

 ˆ( ) ( )Ty k kϕ θ=                                                                 (17) 

B. The RST control  

An RST corrector is synthesized by an algebraic pole 
placement method. The goal is to give the closed loop the 
behavior of a system described by a model transfer function, 
expressed as a rational fraction in 𝑧𝑧-1. Generally, this 
function is of the second order, defined on the basis of 
criteria of the type: damping, static gain, angular frequency, 
overshoot ... etc [14]. 

These criteria generally used to define the denominator 
1( )mA z−  of the transfer function of the model. The choice 

of 1( )mB z− on the other hand can not be completely 

imposed. Since the influence of the zeros of the transfer 
function is less than that of the poles, these constraints will 
not have an excessive effect on the behavior of the system 
[14]. 

This function is in the form 

    
1

1
1

( )
( )

( )

d
m

m
m

z B z
H z

A z

− −
−

−
=                                    (18) 

where dz− is the pure delay of the process. 

1. Structure of RST controller 

The structure of a RST controller is given in the following 

figure where R, S and T are polynomials in 1z− [14] : 

 
Figure 3. RST controller structure 

The general form of the control law is given by: 

    1 1 1( ) ( ) ( ) ( ) ( ) ( )cS z U z T z Y z R z Y z− − −= −                       (19)                                                                                

Where cY  represents the setpoint and Y represents the 

output of the system. 
Where the input ( )U z  can be put in the form: 

            
1 1

1 1

( ) ( )
( ) ( ) ( )

( ) ( )
c

T z R z
U z Y z Y z

S z S z

− −

− −
= −                       (20) 

From Figure 3, the output of the closed-loop process given 
by the according equation 

1 1

1 1

( ) ( )
( ) ( ) ( ) ( )

( ) ( )

B z B z
Y z U z V z W z

A z A z

− −

− −
= + +            (21) 

Where ( )V z  and ( )W z  are disturbances. 

We will take back equations (20) and (21), only the terms 
(𝑧𝑧-1) and (𝑧𝑧) will not be written just to lighten the shape of 
the equations [15] : 
So :   
          cSU TY RY= −                                                       (22) 

          AY BU BV AW= + +                                            (23)                            

By multiplying (22) and (23) by A and R successively, then 
replace (23) in (22) we obtain: 
 

( ) cAS BR U ATY BRV ARW+ = − −  

c
AT BR AR

U Y V W
AS BR AS BR AS BR

= + +
+ + +

                   (24) 

By multiplying this time (22) by 𝐵𝐵, and (23) by S  we'll have  
 

( ) cAS BR Y BTY BSV ASW+ = + +  

c
BT BS AR

Y Y V W
AS BR AS BR AS BR

= + +
+ + +

                   (25) 

                                    

C. Simulation parameters of the PV system used  

 It is very important to define the system parameters 
used, so that we can see its evolution over time, and for this 
the parameters of the system that we will use from now on 
are fixed with respect to the type of the panel used in the 
simulation (see Table I in Section II). 

D. Identification of the process 

Whatever the control approach, it is essential to identify 
the process. This is the most delicate part, where the 
automation engineer should define the excitation signals of 
the process and ensure the quality of the measurements. 

This is why a pseudo random binary sequence (SBPA) is 
commonly used as the excitation signal because the quality 
of the identification is directly related to the richness of the 
input signal. 

Indeed at each pole of the process corresponds to a 
pulsation, if it is not present in the input signal it will 
obviously unreal and this, whatever the method of 
identification used [16]. 

 Parameters of the recursive least squares algorithm: 

The implementation of the recursive least squares 
algorithm presented above is used to approximate the 
process by a second-order model given by the following 
transfer function: 

           
1 21

1 0 1
1 1 2

1 2

( )
( )

( ) 1
d b z b zB z

H z z
A z a z a z

− −−
− −

− − −

+
= =

+ +
 

After several tests during the simulation with different 
values of the parameters of the identification algorithm, it 
was noted that the best result found from the point of view 
of error and convergence of model parameters (See Table II). 
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Figure 5. Illustrative of indirect adaptive control scheme 

TABLE II.  IDENTIFICATION PARAMETERS AND RESULTS 

1. Initialization : 

• 1 1 2( ) 1 0.5 0.5A q q q− − −= + +  

• 1 1 2( ) 0.5 0.5B q q q− − −= +  
2. Parameters of the identification algorithm 

• 6(0) 10 , 0.956.F λ= =  

• The sampling time Te=0.1 sec. 
3. Simulation time 24s 
4. The transfer function of the model 

2

0.00323 0.0007561
( )

0.001064 0.00177

z
H z

z z

+
=

+ −
 

 

The model identified in this case is without delay (d=0), 
hence its transfer function can be given by: 

    
1 1 2

1
1 1 2

( ) 0.00323 0.0007561
( )

( ) 1 0.001064 0.00177
d B z z z

H z z
A z z z

− − −
− −

− − −

+
= =

+ −
 

The parameters of the identified model are given in the 
following figure: 
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Figure 4. The parameters of the identified model 

From Figure 4, the parameters of the identified model 
converge    at a   certain value  so  we  can  say   that     the 
identification step is validated. 

IV. APPLICATION OF INDIRECT ADAPTATIVE CONTROL 

ON THE PV SYSTEM 

The system in this case includes, the identifier by the 
LMS algorithm, the adaptive controller, the process and the 
RST polynomials. The recursive approach with a fixed 
forgetting factor has been adopted to estimate in real time 
the parameters of the system, and to adapt simultaneously 
the parameters of the RST controller, and at each instant t  
the coefficients of the RST regulator polynomials are 
updated. The principle is illustrated in the Figure 5. 

The parameters of identification and RST controller are 
given in the table below. 

TABLE III.  PARAMETERS OF IDENTIFICATION AND RST CONTROLLER 

1. Initialization  

• 1 1 2( ) 1 0.5 0.5A q q q− − −= + +  

• 1 1 2( ) 0.5 0.5B q q q− − −= +  

2. Parameters of the identification algorithm 

• 610 , 0.956, 0 0.1seced et Tα λ= = = =  

3. Simulation time 24s 
4. RST polynomials  

• 1( ) 1 0.33672446714 4.14600796735 005R q e− = − − −    

• 1( ) 98.3401255755 15.4654023733 0.836989869629S q− = −    

• 
1( ) 85.2367329234 1.53426119262 ...

0.00920556715572 1.84111343114 005

T q

e

− = −
− 

 

 

A. Extraction of Pmax, Imax et Vmax 

In order to extract the maximum available power and 
recover the reference signal applied for our control. We 
simulated the open loop panel for an irradiation of 
1000W/m² and a temperature of 25°C. 

After simulation, the following results were obtained: 

Pmax=109.2092w, Imax=3.1204A et Vmax=34.9980V 
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B. Simulation of indirect adaptive control  

The simulation results for an irradiation of 1000W/m² and a 
temperature of 25°C are given in the following figures 
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Figure 6. PV current 
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Figure 7. PV voltage 
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Figure 8. PV power 
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Figure 9. Control signal 
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Figure 10. Control error 

C. Discussion of the results 

According to several tests that we have carried out, we 
note that the system output perfectly follows that of setpoint 

(see Figure 6) with a control error which equals to zero (see 
Figure 10). Figure 8 shows that the maximum power is 
reached. Concerning the control signal, oscillations are 
observed at the beginning of the simulation because of the 
adaptation of the parameters (a1, a2, b0, b1), then the signal 
stabilizes and without any exceeding of the max value of the 
voltage (see Figure 9). 

V. STUDY OF THE ROBUSTNESS OF THIS CONTROL  

In order to test the robustness of the indirect adaptive 
control, we have studied the case of the variation of the 
irradiance and the case of the variation of the temperature. 

 

1. Simulation results for irradiation variation 

In this case we applied to a setpoint corresponding to the 
irradiation given in Figure 11. The temperature is set at 
25°C. The simulation results are shown in the figures below 
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Figure 11. Irradiation variation 
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Figure 12. PV current  
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Figure 13. PV power  

 
2. Simulation results for temperature variation 

In this case we applied to a setpoint corresponding to the 
temperature given in Figure 14. The irradiation is set at 
1000W/m². The simulation results are shown in the figures 
below 
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Figure 14. Temperature variation 
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Figure 15. PV current  
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Figure 16. PV power  

3. Discussion of the results 

From the results obtained, we notice that the output of the 
system perfectly follows that of setpoint despite the 
variation of the irradiation and the temperature (see Figures 
12 and 15), from where the error is almost zero in both cases 
and the desired maximum power is reached with the 
variation of the irradiation and the temperature (see Figures 
13 and 16).  

VI. CONCLUSION AND PERSPECTIVES 

In this article, an advanced control method, namely the 
indirect adaptive control has been developed and applied to 
a photovoltaic system. 

We have come to design a robust control that improves 
system performance despite the presence of various 
disturbances. Several simulations have been done which 
show that the automatic adjustment of the controller 
parameters, the permanent pursuit of the setpoint in order to 
recover the desired maximum power. The results obtained 
show the robustness and the effectiveness of this control 

strategy in improving performance in terms of stability, 
speed and accuracy. 

As perspectives, this work can be improved by adding 
converters, battery and load. The implementation of this 
control on a photovoltaic panel will be very interesting. 
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Abstract-- The photovoltaic energy of a microgrids has shown 

great advantages due to the reliable operation of the distribution 

networks with high flexibility and robustness and also to enable 

efficiency.The purpose of this study is to analyze the economic 

impact of photovoltaic energy generation through a microgrid to 

be installed on the campus of the University of Science and 

Technology (USTO). In this work, hourly solar and temperature 

data provided by the local weather service are used to study the 

distribution and duration of solar radiation on campus. The 

photovoltaic solar energy generated is analyzed taking into 

account economic aspects such as the investment cost in the 

photovoltaic system and the annual energy production cash flow. 

The installed power of the photovoltaic system has been 

calculated and the energy produced estimated. The feasility 

analysis shows an internal rate of return of 5%, a payback year 

of 10,3, and a profitability index of 1,78. 

Keywords --  Hybrid power systems - PV array - Microgrid - 

Renewable energy - Radiation distribution - Grid-connected 

photovoltaic system–Economic analysis 

I. INTRODUCTION 

The production of electricity from fossil resources has 
adverse effects on the environment such as global climate 
change and air pollution. The rising cost of fossil fuels and 
increased consumption of energy resources will play a crucial 
role in the use of clean energy in many parts of the world in 
the near future. Over the past decade, the trend of electricity 
generation from renewable energy has taken the place of 
conventional fossil fuels worldwide. [1] 

Advances in power electronics have also contributed more 
effectively and more reliably to the integration of renewable 
resources into power grids [2]. The cost reduction of 
photovoltaic (PV) technology and related components, such as 
inverters and batteries, and the sharp decline in the cost of 
large wind turbines have made these energy sources more 
attractive in many countries. 

The large-scale development of renewable energy systems 
and their integration to utility grid are considered as the most 
important challenges for the sustainable environment. The 
electric energy industry restructuring and the introduction of 
the concept of a smart grid have also led to new technologies 

(distributed energy resources and decentralized generation) 
become more and more widely adopted [2]. Since the 
industrial and residential sectors are among the largest 
consumers of electrical energy, decentralized electricity 
generation has now become a potential solution for satisfying 
the energy needs locally. In comparison to large-scale wind 
energy, the cost of deploying a PV system is much higher, and 
therefore implying that a larger financial subsidy is needed to 
increase the PV installation capacity by customers [3-5]. 

The use of photovoltaics as a renewable source for reliable 
electricity production has been increasing rapidly for more 
than 30 years thanks to specific national and transnational 
incentive schemes [6]. In addition, PV as the use of renewable 
energy sources is becoming a popular account of the high 
degree of modularity, the lack of additional resources, the 
absence of moving parts and the low cost of maintenance. 
Another advantage of using PV is that as the increasing rate of 
PV use increases, the cost of generating PV electricity 
decreases steadily [7]. Studies have shown that photovoltaic 
systems will be widely used in the future, given the rapidly 
declining cost of photovoltaic systems. [8]. 

An economic analysis must be carried out to evaluate the 
profitability to ensure that the investment cost can be 
recovered throughout the life cycle. More studies on the 
profitability analysis have been carried out. The main factors 
affecting PV deployment are the initial capital cost of the 
system, the feed-in tariff and the capital cost subsidy rate [9]. 

Several works in the field of photovoltaic micro-networks 
have been carried out around the world to analyze their 
economic benefits. Examples of these studies were carried out 
on 1 MWp photovoltaic power plant in Farafenni (Gambia) 
[10]. PV system having an installed capacity of 5 MWp in 
Jordan, and on a photovoltaic plant of 1 MWp in Osmaniye 
[1]. 

II. DIMENSIONING OF PHOTOVOLTAIC SYSTEM AND ESTIMATION 

OF CAMPUS SOLAR POTENTIAL 

The Algerian government has adopted a series of support 
measures for the promotion of renewable energies through the 
establishment of a favorable legal framework and a National 
Fund for Energy Management and Renewable Energies and 
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Cogeneration (FNMEERC) which is supplied annually with 
1% of the oil royalty and the product of certain taxes [11]. 
Highest potential of solar resources in the world are situated in 
Algeria because of its geographical location. The average 
annual solar radiation and the sunshine duration across the 
whole country, are estimated at 5.7 kWh / m2 / day and 2000 
hours per year, this latter can reach 3900 hours (highlands and 
Sahara). The energy received daily on a horizontal surface of 
1m2 is around   5 KWh over most of the national territory, we 
can see the highest regions are the Sahara and the highlands 
and the coastal region to the north have respectively 2263 kwh 
/ m2 / yr and 1700KWh / m2 / yr, this latter is less important 
than the southern regions but remains sufficient to provide 
solar energy. This solar field exceeds 5 billion GWh [12]. 

The support proposed by the government for the promotion 
of solar energy is done through the mechanism of feed-in tariff 
guaranteed (Table I). This system allows solar energy 
producers to profit from tariffs granting them a reasonable 
return on their investment over a 20 year eligibility period. 
During this period, the producer receives, in the first five years 
period, a fixed single purchase tariff which is calculated based 
on an estimated reference potential of 1 500 hours of full 
operation charge. In the second phase, and for the remaining 
duration of the contract, this single tariff can be readjusted, 
according to the real potential of the site [13]. Beyond this 
period, facilities can still operate without benefiting from this 
mechanism. However, the solar energy produced payback will 
be evaluated at the market rate. The additional costs generated 
by these rates will be borne by the FNER as diversification 
costs, the distributor who buys this energy at the guaranteed 
purchase rate is therefore reimbursed for the difference 
between the guaranteed purchase price and a tariff of reference 
which is the average price of conventional electricity [11], 
Solar radiation is influenced not only by the solar position, but 
also by the weather condition. 

The characteristics of solar radiation variation for a 
position are determined by measuring solar radiation in that 
position. Maximum and minimum total solar radiation 
observed in 2015 are shown in Fig. 1. In addition, the highest 
monthly average radiation of 5,0 kWh/m2/day was recorded in 
May 2015, while the lowest monthly average solar radiation 
was 2,45 kWh/m2/day in December 2015.  

As can be seen in Fig. 1, the monthly mean values of 
global solar radiation remain almost constant every month and 
each year. As a result, the total value of solar radiation 
measured based on 2015 was about 1,65 MWh/m2/year for a 
full year. 

Table III shows the monthly measured average radiation 
and the average temperature. Moreover, Oran has a significant 
solar energy potential to produce electricity. To provide the 
specific power at a specified voltage and current, PV modules 
can be collocated to form a PV array. For this purpose, 245 W 
peak PV modules which contain monocrystalline silicon solar 
cells are used [15]. The data acquisition system and software 
tools used in this study can import weather data from a dozen 
different sources as well as personal data. It will allow us to 
size the photovoltaic installation on campus. In this way, it can 
be deduced that the total installed capacity of the solar power 

plant consisting of 1 845 modules and calculated using the 
technical specifications of Table IV is 452 kW. The PV system 
will be installed on the campus buildings roofs. 

These roofs have plane surfaces, the inclination of each 
photovoltaic panels is 36 °, which represents the optimal angle 
for the whole year,the total covered surface is approximately 
3000m2 for a total of 20 roofs. To determine the total 
generation electricity from the PV system accurately, the PV 
module, inverter and external transformer losses are taken into 
consideration. The calculated energy injected into the local 
grid is 604 102 kWh/year in Oran. A basic evening power 
consumption of about 150 kW corresponding to lights and 
devices in standby can be noticed [16,19]. The power 
consumption for a winter day can reach almost 1 000 kW 
unlike a summer day where it reaches to 550 kW. As shown in 
Fig. 2, the daily consumed power over the year presents 
important peaks in the winter from January to March but also 
in the summer during the month of June. A drastic decrease of 
consumption can be observed during the weekend and 
represents the lowest energy consumption. According to Fig. 
2, the maximum power peaks that can be reached is    1 050 
kW in winter period and 700 kW in summer period. The 
minimum power is 150 kW during weekends. 

 
TABLE I.  GUARANTEED  FEED-IN TARIFF PER POWER RANGE AND 

ACCORDING TO THE POTENTIAL IN EURO / KWH 
 

Regulatory 
adjustment 

limit 

 

 

Number of hours of 
operation (kWh / kW / 

year) 

 

Guaranteed feed-in 
tariff (DA/kWh) 

 
Phase I 

 
Phase II 

 
-15% 

1275-1349  

 

 

15.94 

20.08 

1350-1424 18.83 
1425-1499 17.45 

Reference 
potential 

 
1500-1574 

15.94 

 
+15% 

1575-1679 14.43 

1650-1724 13.06 
≥1725 11.80 

 

 
Fig .1. Monthly averages of daily solar radiation throughout 2015. 

 Global radiation, sunshine duration, and temperature as 
measured datas are generally  necessary to produce electricity 
with a photovoltaic power plant in a selected region. 
Therefore, the values of the daily measurement datas at Oran 
city are given in Table II. The table shows that the value of 
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monthly measured average radiation is 125.183 kWh/m2; and 
the value of annual average temperature is 18.75°C.Moreover, 
it is clear that Oran has a significant solar energy potential to 
produce electricity. 

PV modules can be collocated to form a solar array to 
provide the specific power at a specified voltage and current. 
For this purpose we choose a 245W peak PV module, which 
contains monocrystalline silicon solar cells [15]. Pvsyst is a 
software that can import weather data from a dozen different 
sources as well as personal data, it allows a project to be 
studied, dimensioned and simulated. It will allow us to size the 
photovoltaic installation on to campus, In this way we deduce 
that the capacity which can be installed is 452 KW of a power 
plant constituted by 1845 modules calculated with using the 
technical specifications of table III. The PV system will be 
installed on the campus buildings roofs, these roofs have plane 
surfaces, the inclination of each photovoltaic panels is 36 °, 
which represents the optimal angle for the whole year, the total 
covered surface is approximately 3000m2 for a total of 20 
roofs. In this study, it is seen from Figure 3 and 4 that 
measured annual average solar radiation to the horizontal 
surface is 1502 kWh/m2. As shown in Figure 5, for 
determining total generation electricity of a PV system, we 
take into account PV and module loss, inverter loss, and 
external transform. With using the study of Verma and Singhal 
[17], the calculated energy injected into grid is 
604102KWh/year in Oran. 

TABLE II.  THE VALUES OF DAILY AVERAGE MEASUREMENT DATA 

Months 

Daily average 

radiation 
(kWh/m2) 

Daily average 

temperature 
(C°) [14] 

January 2,45311488 10,3 

February 3,14340703 11,4 

March 4,06018611 13,7 

April 4,79475285 18 

May 5,00881897 20,7 

June 4,93664186 22,5 

July 4,8976206 27,3 

August 4,95154414 27,6 

September 4,84672324 23,7 

October 4,32233579 21 

November 3,39003843 15,4 

December 2,58747094 12,8 

TABLE III.  TECHNICAL SPECIfiCATIONS OF A PHOTOVOLTAIC MODULE USED 
[15] 

Module specifications for standard conditions of 1000w/m2 ,25°C 
and AM=1.5 

Rated power (Pmax) 245 W 

Current at Pmax 8.2 A 

Voltage at Pmax 30.1 V 

Short-circuit current 8.7 A 

Open-circuit current 37.7 V 

Coefficient of current (Ki) 0.032 A/C° 

Coefficient of voltage (Kv) -0.32 V/C° 

Number of cells in series (ns) 60 

 

 
Fig .2. Power consumption data for one year 

The campus electrical network combined with the PV 
system is shown in Fig. 3. This network is supplied with 10 
kV from the national grid. Electrical energy is supervised by 
an energy center inside the campus. This electrical energy 
feeds the entire campus consisting of 9 zones and each zone 
contains different loads. Each zone is equipped with a MV/LV 
transformer and several protection circuits (circuit breakers, 
fuses, etc.). The PV generator, which consists of photovoltaic 
panels, will be connected to each zone via a power conversion 
stage (DC/DC and DC/AC). This proposed microgrid 
configuration contributes in the reduction of electricity bill and 
ensures autonomy of supply in certain situations. The PV 
generator consists of a total of 1 845 solar panels. Based on the 
calculations, the electrical energy generated by the PV panels 
will be sufficient to satisfy the electricity needs of all the 
campus facilities and will reduce the energy demand from the 
grid.  

A series of simulation results are presented to illustrate this 
situation. During weekends, the electrical power generated 
from PVs will be sufficient to satisfy the consumption as 
shown in Fig. 4 and 5. Fig 6 and 7 show the electrical energy 
supplied by the PVs during the other days of the week, energy 
will not be enough but the demand from the electric provider 
will be less than without the contribution of the PV especially 
in summer where the consumption is lower than the winter. 

 

Fig .3. general electrical diagram of the microgrid 
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Fig .4. Power consumption and power provided by photovoltaic panels 
for a weekend of February  

 

Fig .5. power consumption and power provided by photovoltaic panels for a 
weekend of August  

 

Fig .6. Power consumption and power provided by photovoltaic panels for a 
day of  February week 

 

Fig .7. Power consumption and power provided by photovoltaic panels for a 
weekday of August on campus 

The energy provided by the photovoltaic panels as well as 
that consumed on campus is plotted for each month as shown 
in Fig. 9. The contribution of this photovoltaic energy will 
reduce the supply of energy by the supplier. From Figure 9 we 
deduce that the photovoltaic production is 938 kWh for the 
whole year and that of the consumption is 2595 kWh. In 
conclusion the contribution of photovoltaic production in our 
case is 36%, it will play a big role in the financial aspect. 

 

Fig .8. Monthly photovoltaic energy production and load demand for each 
monthly 

III.     FINANCIAL ANALYSIS 

 Several methods are used to calculate the return on the 
investment. For determining the economic viability of this 
type of project, the net present value (NPV), the internal rate 
of return (IRR), the payback years (PBY) and the profitability 
index (IP) are the most commonly used method. These 
methods are analyzed in this study. The NPV as an economic 
indicator compares the present value of all cash flows with the 
present value of all cash flows associated with an investment 
project according to equation (1) computed at the discount rate 
[1,5,9,18,19,20]. The positive NPV represents an indicator of a 
potentially feasible project. This is the most accepted standard 
method used in financial evaluations for long-term projects. 

Y y
y 0

y=0
NPV

CF
= - C

(1+r)
∑

            (1) 
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where: C0 – capital investment cost of the photovoltaic 
system, r – annual discount rate, CFy – net cash inflow for 
year y.  

The internal rate of return (IRR) is an indicator which 
should be compared to an interest rate and may invalidate the 
NPV.IRR is solved by setting the NPV to zero, a high IRR 
indicates that the investment opportunity is favorable. Since it 
is higher than the discount rate, the PV project is considered 
satisfactory and interesting. The IRR is given by: 
[1,5,18,19,20].  

Y y
y 0

y=0
0

CF
= - C

(1+IRR)
∑

                          (2) 

It is necessary to first calculate the annual cash flow (CF), 
which is the difference between the cash and the cash out, as 
indicated in the equation (3) [9,18]. 

y y y
= -CF Cashinflow Cashoutflow        (3) 

y

y APSS,Y O&M,y
= ( )× -(1-dr)CF C C         (4) 

where : CAPSS,y – annual power solar saving cost at year y, dr – 
PV performance derating rate, CO&M,y – is the annual cost of 
operation and maintenance at the year y.  

 
The payback years (PBY) can be obtained by equation (5) 

[19,22]:      

C0log(1- .r)
CF1PBY =
1

log( )
1+ r

           (5) 

The profitability index (PI) indicates the amount of profit 
or loss that the project makes in a certain period. It is 
calculated by dividing the NPV value by the initial investment 
and adding 1, as shown in the equation (6) [1,18]. There is a 
break-even point when PI equals 1. When PI equals 2, the 
profit is doubled on the investment. The time of the investment 
assumed for this work is 25 years. 

NPV
PI = +1

Initialinvestment
         (6) 

IV.     RESULTS AND DISCUSSIONS 

Several parameters were considered to calculate the 
economic viability of the 452 kW PV system. These include 
the total investment cost, the fixed operating costs, of 
maintenance, repair and use, the price of guaranteed purchase 
offered by the government and the increase in energy price. So 
the costs of solar PV system that will produce electricity are 
analyzed and evaluated on the basis of Algerian’s regulations. 
The different solar radiation for the whole year 2015 and the 
average annual solar radiation measured at the horizontal 
surface is 1 502 kWh/m2 (Fig. 1). Several parameters were 
considered for the total production of the PV system, the 
energy injected into the electrical network is calculated at 604 
102 kWh/year for the city of Oran. The economic input 
parameters are summarized in Table IV (cost of afflation, 

discount and interest). The different costs used for this solar 
PV system are given in Table V. 

Table V shows that PV panels and their associated 
equipment are the main elements for solar PV investment and 
represents 70,35% or 44 140 404 DA of the total investment 
which is 62 744 000 DA The rest of the investment will be 
distributed among the other equipment which will represent 
29,65% (i.e. 18 603 596 DA) of the total investment. All these 
costs and the different rates given in Tables IV and V were 
used for the economic feasibility analysis of this system. 

A project is considered financially feasible only if the 
corresponding NPV is positive. The NPV determines whether 
the project is generally an acceptable investment or not. 

Based on the savings achieved by the PV contribution, 
Table VI shows the investment cost which represents the 
present value of the expenditures for this year, i.e. 62 744 000 
DA. The NPV is a positive value, that is, 2 485 749,47 DA. 
Since NPV = 0, then the evaluation is feasible. Here, in Fig. 9, 
it is shown that PBY and NPV are 10,3 years and 49 353 
070,43 DA respectively over the lifetime of the PV. 

The development of a PV project would be acceptable if 
IRR is equal to or greater than the required rate of return. the 
calculated IRR value for Oran is 5% higher than the discount 
rate. Thus, the investment considered appears profitable. The 
profitability index (PI) indicates the amount of profit or loss 
that the project makes in a certain period of time. In this case it 
is equal to 1,78 which is greater than the breakeven point 
which is equal to 1.  

 
TABLE IV. VARIOUS RATES USED IN ECONOMIC FEASIBILITY 

Item description value 

Discount rate [23] 3,75% 
Photovoltaic panel yield loss 0,8% 

Initial annual system power production (kWh) 604 011,771 

Project life 25 years 
 

TABLE V. COST AND ECONOMIC ASSUMPTION FOR THE PV POWER PLANT[1]. 
Item description Cost (DA) % of total cost 

Feasibility study 564 696 0,9% 
Devlepoment and Engineering cost 627 440 1,0% 

Solar PV equipment 44 140 404 70,35% 

Other power 
equipment+Miscellaneous 

17 411 460 27,75% 

Total initial cost 62 744 000 100% 
Annual operation and maintenance 1 800 000 Annual 

 

TABLE VI.  SIMULATION RESULTS OF NPV. 

Years Cash flow(DA) Present value of cash flow(DA) NPV (DA) 

0 0 0 -62 744 000 

1 7 750 924,05 7 470 770,17 -55 273 229,83 

2 7 674 516,66 7 129 758,54 -48 143 471,29 

3 7 598 720,52 6 804 185,66 -41 339 285,63 

4 7 523 530,76 6 493 356,98 -34 845 928,65 

5 7 448 942,51 6 196 609,03 -28 649 319,62 

6 7 374 950,97 5 913 308,07 -22 736 011,55 

7 7 301 551,36 5 642 848,72 -17 093 162,83 
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8 7 228 738,95 5 384 652,72 -11 708 510,12 

9 7 156 509,04 4 613 149,54 -7 095 360,58 

10 7 084 856,97 4 902 866,11 -2 192 494,47 

11 7 013 778,11 4 678 243,94 2 485 749,47 

12 6 943 267,89 4 463 819,83 6 949 569,30 

13 6 873 321,75 4 259 134,00 11 208 703,30 

14 6 803 935,17 4 063 747,28 15 272 450,58 

15 6 735 103,69 3 877 240,19 19 149 690,76 

 

 

Fig. 9. NPV for the PV installation. 

V. CONCLUSION 

Photovoltaic solar energy is a clean and reliable source of 
energy. In addition, as market demand and photovoltaic 
system production increase the cost of photovoltaic energy 
technology is gradually decreasing. This study makes a 
comparison between the production of a photovoltaic energy 
and the energy consumption on the university campus of 
USTO. We present economic analysis of the photovoltaic 
generator that is connected to the local electrical network of 
the campus. In this paper we showed that the campus presents 
a high solar potential because of its high measured solar 
radiation. We also determine the total installed solar power. It 
is equal to 452 kW and represents 36% of the total power 
demand. The generated PV energy will mitigate the demand to 
the electricity supplier. 

The average value of the internal rate of return (IRR) has 
been set at 5%, The payback year of this investment (PBY) 
was 10,3 which is good index for returns to cover investment 
costs and the profitability index (PI) is equal to 1,78, which 
shows that the capital budget is more appropriate for this 
profitable investment. 

In our analysis the net present value (NPV) method is a 
very good way to analyze the profitability of an investment. 
This NPV was calculated, it corresponds to positive value of 2 
485 749,47 DA. This economic analysis shows that the solar 
photovoltaic system project at USTO campus can be 
considered as profitable investment with consequent financial 
contribution. 
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Abstract—Solar energy is the kind of renewable power 

generation technologies. It is being widely used, since it is free, 
clean, and its technology is now well mastered. This paper 
presents an application of active power filter (APF) in grid 
connected photovoltaic (PV) system for power quality 
improvement. A new fuzzy direct power control (FDPC) 
technique has been proposed to control the injection of the 
available maximum active power from the PV generator into 
the grid, to compensate reactive power and to reduce the total 
harmonic distortion (THD) of grid current caused by 
connected nonlinear load. In this technique the switching states 
of the inverter are selected from a fuzzy inference system based 
on the errors between the active and reactive powers and their 
reference values and the line voltage vector position. In order 
to demonstrate the performance of the proposed control 
strategy and to study the effectiveness of APF, simulation 
model has been developed using Matlab/ Simulink and Sim 
Power System, under irradiance and load disturbances. 
Simulation results exhibit the effectiveness of the proposed 
system. 

Keywords-PV system; MPPT; Fuzzy Direct Power Control 
(DPC); Active power filter (APF). 

I.  INTRODUCTION 

The increase of world energy demand has seriously 
stimulated the search of new sources of energy since the 
primary sources are on the verge of extinction and causes 
serious environmental pollution[1-2]. Renewable energy 
sources have received much more attention due to the 
advantages such as less environmental impact and offer 
clean and abundant energy [3]. Photovoltaic energy is being 
widely used, since it is free, clean and its technology is now 
well developed [4]. Photovoltaic installations are classified 
according to their operating, namely standalone and grid 
connected PV systems. Standalone application, isolate areas 
are supplied by DC or AC power converters and energy 
storage equipments [5]. The grid connected PV application, 
has nowadays become more popular because of its reliable 
performance and its ability to generate power from clean 
energy resources [6]. Traditionally, grid connected 
converters are designed with controlled converters preceded 
by DC links. Industrial and domestic equipments use more 
and more electronic circuits with a nonlinear behavior 
responsible for grid pollution, they cause power quality 
deterioration and generate harmonics [2]. 

Passive filters were the traditional methods for harmonic 
filtering with advantages such as simplicity, reliability and 
low cost [3]. Nevertheless, in practical applications, they 
present many disadvantages such as large size, resonances 
which are the principal causes of several nuisances, and 
complexity in the power system[6,7]. To overcome the 
shortcomings of passive filters, active power filteris an 
interesting solution to passive ones for current harmonics 
elimination and reactive power compensation and power 
factor correction [3,7] 

The structure of the active power filter (APF) consists 
essentially of two parts, a power and a control part [2]. The 
power part consists of power electronic device. These last 
decade, PWM converters have become the most popular 
electronic devices thanks to their viable advantages: bi-
directional power flow, low harmonic distortion of line 
current [8]. Many researchers have been done on control of 
active power filter supplied by photovoltaic system. 
Voltage-oriented control (VOC), which is a well-known 
method of control provides a good dynamic and static 
performance, however, it presents some disadvantages such 
as coordinate transformation and power decoupling 
operation using internal current control loops [9]. P–Q 
theory, based on the harmonic current identification and 
instantaneous current control loops is used for harmonic 
currents detection and elimination [6]. Direct power control 
(DPC), which is based on “p-q Theory” and proposed by 
Akagi et al in 1983 for other applications, is widely 
used[2,7,9-11].  The DPC has many advantages such as easy 
to implement, quick response and robustness [9-11]. The 
major inconvenience of DPC is located in its variable 
switching frequency which mainly depends on the hysteresis 
bands and the structure of switching table; which introduces 
a wide band of harmonics into the grid line current. This 
problem can be minimized by averting hysteresis 
comparators [12].  

This paper is focused on the studied of a grid connected 
PV-APF system with a new approach, namely Fuzzy direct 
power control (FDPC), in order to inject the maximum 
photovoltaic power into the grid, control the reactive power 
to provide unit power factor and minimize harmonics in grid 
line current. 
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II. DESCRIPTION OF THE CONTROL SYSTEM  

The sytem under study  is presented in Fig.1. It consists 
of a photovoltaic generator connected throughout a 
controlled boost converter and three-phase inverter to a grid 
through inductive filter and non-linear load (uncontrolled 
rectifier and passive elements R, L). For optimal operation 
of the PV array, the DC/DC converter achieves the MPPT 
function using a fuzzy logic controller. Whereas, the 
inverter is utilized to transfer the PV power to the grid, it’s 
controlled using a fuzzy direct power controller in order to 
improve the performance of the injected active power and to 
compensate harmonic currents disturbance and reactive 
power. 

 
 
Figure 1. Block diagram of grid connected PV system with non linear load 

and Active Filter.  

A. Modelling of the PV array 

Different models of photovoltaic array are presented in 
the literature [1,2,4,5]. These models varyaccording to the 
number of parameters used to reproduce their operations, 
the calculation method and precision.The model chosen in 
this paper is a five parametric model (Isc, Voc, imp, Vmpp 
and Rs) of PV array of 110Wc whose electrical parameters 
are given in [4]. The photovoltaic current is calculated as 
follows: 

]}1)[exp(1.{ 3
21 −−= K

pvscpv VKKII
(1)Where, 

K1= 0.01175 is determined experimentally and the 
coefficients K2 and K3 are defined as: 
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Where Vmppand Impp are PV voltage and current at 
maximum operation, Voc is the open circuit voltage and Isc 
the short circuit current. 

The photovoltaic voltage and current change,when 
environmental conditions vary, according to the following 
equations: 

pvscocpvnewpv IRTVV ∆−∆−= β, (4)
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Where:  αscand βocare respectively the current and the 
voltage temperature coefficient, ΔTc the temperature 
variation and Rsthe cell resistance. 

The PV array is simulated using Matlab/Simulink 
software. The Ppv(Vpv) and Ipv(Vpv) characteristics,  for 
different irradiance levels, are presented in Fig.2. From 
those characteristics, the non-linear nature of the PV array 
apparent. An MPPT control must be introduced for 
maximum operation of PV generator. Fuzzy logic control 
(FLC) is used in this paper to optimize the efficiency of PV 
system [4,5]. 

 
Figure 2. PV array characteristics  PPV (VPV) and IPV (VPV). 

 

B. Fuzzy logic MPPT controller 

The fuzzy MPPT controller (FLC)has better advantages 
over conventional methods; it is robust, adaptive and 
doesn’t need exact mathematical models of the system [5], 
but to have a good control, experience of the designer is 
required to choose fuzzy parameters [4]. The 
fuzzylogicMPPT controller measures the PV array voltage 
and currentthen calculates PV power,the operating voltageis 
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perturbed with either positive or negative increment 
(ΔVpv,ref) in a small or respectively large way in the 
direction which makes possible to increase the power 
Ppv.The fuzzy logic MPPT controller structure and the 
control rules are indicated in [4].  

The results of Fig.3 show that the fuzzy MPPT 
controller (FLC) gives a fast response since it reaches its 
optimal value at 0.027 s compared to (P&O) methods which 
required 0.25s. It, also, ensure better steady-state 
performance in that it permitts  toéliminate oscillations 
present with (P&O)  methods. 

 
(a) 

 
(b) 

 
(c) 

Figure3.photovoltaic power waveform, 
(a). Global waveform, (b)Transient state, (c) Steady state. 

C. Active power Filter (APF)  

The structure of the active power filter (APF) consists 
essentially of two parts, power and control part [2,4] The 
power part consists of power electronic device (inverter) 
coupling to an RL filter and a PV generator. The control 
part used fuzzy direct power control (FDPC) to generate the 
optimal switching states of the inverter. The APF goal is to 
compensate harmonic pollution caused by the non linear 
load, and the reactive power flowing in the power grid 
[1,10]. 

D.  Fuzzy direct power control (FDPC) 

The direct power control (DPC) was originally proposed 
by Ohnishi (1991) and after developed by Noguchi (1998) 
[11]. Its goal is the elimination of the PWM modulation 
block and internal current control loops used in indirect 
control methods that are voltage oriented control (VOC) and 
virtual flux oriented control (VFOC). In DPC methods,the 
optimal inverter switching states are selected using the 
errors between the reference and the measured values of the 

active and reactive powers provided by hysteresis 
comparators  and an angular position of the voltage vector. 

The major inconvenience of DPC is located in its 
variable switching frequency which mainly depends on the 
hysteresis bands and the structure of switching table, it 
introduces a wide band of harmonics into the grid current. 
This problem can be minimized by replacing the hysteresis 
comparators and switching table by afuzzy inference 
system.Using Fuzzy logic DPC controller (FDPC), we can 
divide the active and reactive power errors into more 
subsections instead of two states (0, 1) that provides the 
hysteresis controller [12]. Then, the generated switching 
vector will be based on the different levels of power 
errors.The block diagram of the fuzzy inference system is 
shown in Fig.4. 

 

Figure 4. Inputs and output variables of fuzzy inference system. 
 

The fuzzy inference system has three inputs: active 
power error, reactive power error and line voltage vector 
position. The voltage space vector represents the controlled 
output. 

Active and reactive power errors are defined as: 
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The estimations of active and reactive powers are 
obtained using the value of voltage and grid line current 
after Concordia transformation. These are given by the 
following equation: 
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The active power error input is characterized by two 
linguistic variables: negative (N) and positive (P), 
represented by trapezoidal membership function. The 
reactive power error is depicted by three linguistic variables: 
negative (N), zero (Z) and positive (P). 

 
The voltage source vector position (θ) is given by: 
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Figure 5. The global system controlled by FDPC. 

The voltage vector position (θ) is divided into six 06 
sectors and represented by six fuzzy sets (θ1-θ6) represented 
by triangular membership functions distributed between 00 
and 3600. The block diagram of the grid connected PV-APF 
system with fuzzy direct power control is shown in Fig.5.   

The rule table of the proposed strategy is indicated in 
Table.1, it consists of 36 rules [12]. The fuzzy inference is 
carried outby Mamdani’s method and the maximum 
criterion is used for defuzzification. Each control rule can be 
formulated as follows: 

ifΔp is X i&Δq is Y i&θis θ i then V is V i. 

Where X i, Y i and θ i are the fuzzy sets of Δp, Δqand θ. 

The optimal outputs vector from the eight combination 
vectors :V0(000), V1(100), V2(110), V3(010), V4(011), 
V5(001), V6(101), V7(111) are applied to the inverter 
switches Sa, Sb and Sc. Where V1 to V6 are the active 
vectors and V0,V7 the zero voltage ones. 

TABLE I. SWITCHING TABLE OF FDPC [12] 

θ 
θ1 θ2 θ3 θ4 θ5 θ6 Δp Δq 

P 

P V3 V4 V5 V6 V1 V2 
Z V7 V0 V7 V0 V7 V0 
N V5 V6 V1 V2 V3 V4 

N 

P V1 V2 V3 V4 V5 V6 
Z V0 V7 V0 V7 V0 V7 
N V6 V1 V2 V3 V4 V5 

III. SIMULATION RESULTS AND ANALYSIS 

The global system (PV and APF) has been modeled and 
developed using Matlab/Simulink and Sim Power System. 
The study consists to test the proposed FDPC technique 
performances in operations such as the injection of 

theavailable maximum PV power to the grid and/or the load 
and the compensation of harmonic currents disturbance and 
reactive power. The system is composed of PV generator 
made of 4 strings of 5 series connected in parallel. This 
gives a total PV power around 2.2kW. All modules are 
considered identical and work in the same operating 
conditions. The MPPT is controlled using fuzzy logic 
controller (FLC). The main system parameters used in the 
simulation are indicated in [10]. 

To verify the robustness of the proposed FDPC, different 
level of irradiance are applied like shown in  Fig.6. We first 
consider the non linear load disconnected, then we introduce 
it at t=5s.  

The results of Fig.(7-9)show the PV voltage, current and 
powerand indicatesthat the fuzzy logic controller ensures a 
fast response until variations of irradiance. 

 
Figure 6.Solar irradiance. 

 
Figure 7.PV generator voltage. 

 
Figure 8.PV generator current. 

 
Figure 9.PV generator power. 

 
As can be seen from Fig. 10, the DC voltage is well 

controlled to it’s reference value of 212V. It reaches its 
steady state in a short time with negligible oscillations. 
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Figure 10.DC bus voltage. 

 
Figure 11.Waveform of grid active power with (FDPC). 

 
Figure 12.Waveform of grid reactive power with (FDPC). 

 
The grid active and reactive powers responses are shown 

in Figs. 11 and12. The powers are decoupled and are 
following their reference values, where the reactive power 
tends toward zero and remains null even when irradiance 
levels change.During the interval [0  5], the three-phase 
diode rectifier with RL load is disconnected, the PV power 
is totally injected into the grid, which is represented by the 
negative sign of grid active power (the grid is in receiver 
mode). 

 
Figure 13. Waveform of active power: grid, PV and load with zoom.   

At t=5s, the non-linear load is connected, then, the PV 
generator supply the load and injects the remaining energy 
to the grid. During the interval [6 8], the non-linear load 
consumption will be furnished at the same time by the PV 
generator and grid as shown in Figure 13. Pgrid has a 
positive sign (the grid is in generator mode).Figures 14 
show source current, APF current and load current 
waveform with their zooms. 

 
(a) Global waveform of currents 

 
(b) Zoom 1 

 
(c) Zoom 2 

 
(d) Zoom 3 

Figure 14.Currents waveform of: Source, APF and load with zooms.  
 

In the first zoom, the non-linear load is disconnected, the 
produced PV power is injected to the grid, then, the active 
power filter current and grid current are sinusoidal and in 
opposition of phase. When the load is connected, it becomes 
energized by a PV generator and grid (zooms 2) and in 
zoom 3,  the PV generator supplies the load and the power 
rest is sent to the grid. During both the operating modes, the 
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current of the APF compensates load harmonic currents and 
the source line current becomes sinusoidal. 

When (p load=0), the source line current is quasi-
sinusoidal, in opposition of phase to the source phase 
voltage, thatmeans that the grid is receiving powerfrom the 
PV generator. When the load is connected and (Ppv<P load) 
the grid became generator, then, voltage and current are 
synchronized since the PV-APF compensated reactive 
powers of the non-linear load as shown in Fig.15. 

 
 (a) 

 
(b) 

Figure 15.Source voltage and current. 
 

 
Figure 16.The grid current harmonic before filtering. 

 
Figure 17.The grid current harmonic spectrum after filtering. 

 
The THD of line currents is analyzed using fast Fourier 

transform (FFT) as shown in Figs.16-17. Before filtering, 
the total harmonic distortion source current source is equal 
to 27.56% higher than 5% (limit specified by IEEE standard 
519-1992)[10].After introducing the APF, the source current 
becomes sinusoidal with THDi% = 2.39%. 

IV. CONCLUSION 

In this paper, the effectiveness of the proposed FDPC of 
active power filter in the grid connected photovoltaic system 
is demonstrated. The studied system supplies the load and 
injects the rest of photovoltaic energy into the grid, 
compensates reactive power and harmonic currents caused 
by the non-linear load.  An MPPT based fuzzy logic 
controller is applied for photovoltaic power optimization.  
The obtained results, under irradiance and load variation, 
show that the active power filter compensates the non linear 
load harmonics current, the source currents have sinusoidal 
waveform with a THD of 2.39%,  which is less than the 
limit specified by (IEEE standard 519-1992) and in phase or 
opposition of phase to the source phase voltage according to 
the operating mode of the grid (generator or receiver). As 
evident from the simulation results, the grid connected PV 
based APF is effective for power quality improvement. 
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Abstract—Industrial and domestic equipment most often 

has electronic circuits that behave like non-linear loads. 

They are the main cause of harmonic currents in the grid, 

which causes deterioration in power quality, losses and 

malfunctions at the grid and consumers level. In this work, 

an active power filtering (APF) with its control system is 

associated with a grid-connected photovoltaic (PV) system, it 

is processed to improve the quality of energy fed into the 

grid. The proposed system has been verified using 

MATLAB/Simulink and Power System. The results show the 

efficiency of the APF, the total harmonic distortion rate 

(THD) of the source current is reduced to 1.91% and the 

reactive power tends toward zero and remains null even 

when irradiance levels change which guarantees a unit 

power factor. 
Keywords—Photovoltaic energy; Active filter; Quality of 

energy, THD.  

I. INTRODUCTION 

 Photovoltaic energy system is one of the 
inexhaustible power generating technologies available 
today with advantages such as: clean, producing no air 
pollution, waste, or noise that decreases our dependence 
on fossil fuels [1]. Due to its intermittent nature, the 
increasing penetration of PV energy to the grid produce 
different problems like harmonics, which inspire the 
designers to develop power electronics devices with 
different control strategies [2]. 

The growth of development in the field of power 
electronics, and their ease of control, has led to the wide 
use of non-linear loads, such as: chopper, inverter, 
rectifier, etc. The use of these devices is the major cause 
of harmonic disturbances and unbalanced currents injected 
into the electricity grid. Harmonics reduce efficiency and 
power factor, increase losses and cause electromagnetic 
interference with adjacent communication lines and other 
harmful consequences [3]. 

In order to reduce the impact of these harmonics on 
the power supply system, active power filters (APF) are 
installed. The APF injects the compensation current at the 
common connection point to cancel the harmonics and to 
make the source current sinusoidal [4]. 

In this paper, a photovoltaic system connected to the 
grid associated to an active power filtering is proposed, 

where active filter has the task to eliminate disturbances in 
the grid. 

II. DESCRIPTION OF THE STUDIED SYSTEM 

The system studied of Fig.1, consists of a PV 
generator, a boost chopper, an MPPT control, an inverter 
coupled to the grid through a passive filter RL feeding a 
non-linear receiver constituted by a PD3 rectifier bridge 
having as load a resistance in series with an inductance. 

 

 
 

Figure 1. Overview of the grid-connected PV system 

 
A.Modeling of the photovoltaic generator 
 
     The model chosen is a five-parameter model (Isc, Voc, 
Impp, Vmpp and Rs), of the SIEMENS 110Wp type, 
whose electrical parameters are illustrated in Table 1.  
 

Table 1. Parameters of the PV panel SIEMENS SM 110 [5] 
Parameters Values 

Panel power Pmpp 110 W 

Current at the point of maximum power Impp 3.15 A 

Maximum power point voltage Vmpp 35 V 

Short-circuit current Isc 3.45 A 

Open circuit voltage Voc 43.5 V 
 Increment coefficient of the current Isc (αcc) 1.4 

/  Increment coefficient of the voltage Voc (βco) -152 
/ºC  

The expression of the photovoltaic module current is 
given by [3]:   

]}1)[exp(1.{ 3
21 −−= K

pvscpv VKKII
     (1)                     
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Where K1 = 0.01175 and the coefficients K2 and m are 
given by:     

 4
2 m

co

K
K

V
=             (2)   

3

4

mpp

co

K
ln

K
m

V
ln

V

 
 
 =

 
 
 

                 (3) 

 
( )1

3
1

1cc mpp

cc

I K I
K ln

K I

 + −
=  

  
   (4) 

1
4

1

1 K
K ln

K

 +
=  

 
                  (5) 

When the irradiance and temperature vary, the 
parameters in Table 1 change according to the following 
equations: 

 PV c stcT T T∆ = −                                    (6) 

  1pv cc c cc,stc
stc stc

G G
I T I

G G
α

   
∆ = ∆ + −   

   
 (7) 

       pv co c s pvV R I∆ = −β ∆Τ − ∆          (8)  
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Figure 2. P–V characteristics of a PV array for different irradiance. 
 

As shown in Fig. 2, the photovoltaic power varies with 
the irradiance. The photovoltaic voltage needs to be 
adjusted according to the irradiance level to extract the 
maximum photovoltaic power using an MPPT control 
strategy. 

B.The MPPT control 

The MPPT (Maximum Power Point Tracking) control 
is an essential control for optimal operation of the 
photovoltaic system. To increase the efficiency of PV 
array, an MPPT algorithm is applied to the DC/DC 
converter. In this paper the P&O algorithm is used, it is 
adopted for its simplicity and ease of implementation [6]. 

The P&O algorithm is explained in the flowchart of 
Fig. 3, it is based on the perturbation the photovoltaic 
panel voltage with a fixed perturbation step (c) until the 
optimal power is reached as explain in Fig. 4. 

 

Figure 3. Organization chart of the P&O method. 

 

 
Figure 4. Operation of the algorithm (P&O) on the Ppv(Vpv) 

characteristic. 
 

III.   THE ACTIVE POWER FILTER STRUCTURE 

    The parallel active filter consists of a voltage inverter, 
an output filter (Rf-Lf) and a capacitive energy storage 
circuit C which represents the DC bus at the output of the 
photovoltaic generator. Fig. 5 shows the structure of an 
active filter connected in parallel to the grid through a 
passive filter (RS-LS), feeding a non-linear load. 
 

 

Figure 5. Structure of the parallel active filter 
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IV.   DIRECT CURRENT CONTROL 

Its principle is to measure the DC bus voltage (Vdc) 
and compare it with a reference voltage Vdc_ref, then 
regulate it using an IP regulator (Integral-Proportional), 
the output of this regulator produces the current Ic, then 
from Ic the current Ipv is subtracted at the output of the 
DC-DC converter, then it gives the current Iond, which 
will be multiplied by a three-phase sinusoidal signal of 
unit amplitude : (sin (ωt), (sin (ωt- 2𝜋𝜋/3) and (sin (ωt-
4𝜋𝜋/3))) obtained from the grid voltages, thus establishing 
the reference currents Is a,b,c-ref which will be compared to 
the measured currents of the Is a,b,c grid, then applied to the 
input of the hysteresis controllers, which produce the 
inverter control signals at their outputs. The diagram of 
direct current control is shown in Fig. 6.  

 

 
Figure 6. Diagram of direct current control. 

 
The control of the continuous bus is an essential 

procedure for the control of the FAP. The following figure 
shows the regulation block diagram. An (IP) regulator is 
used as a voltage corrector to Vdc. 

 

 
Figure 7. Block diagram of the DC bus control. 

 
The closed loop transfer function is given by: 

 

 
( ) ( )2

p i

p p p

k .k / k
H(p)

p k / k p k .k / k
=

+ +
 (9)

  

This transfer function represents a second-order 
system, its canonical form is written: 

 
2

2 22
n

n n

w
H(p)

p .w p w
=

+ ξ +
        (10) 

 
After identification, the parameters of the IP controller 

are obtained: 
2p nk .k . w= ξ.                (11) 

 2i nk w / .= ξ                (12) 

 

V. SIMULATION RESULTS 

The global power section was programmed by using 
the SimPower Systems modules and setting them with the 
same values as the real components. The simulation 
parameters are given in [7]. 

     In order to study the response of the grid-connected 
photovoltaic system under climate change, variable 
irradiance is applied, with a fixed temperature of 25°C. 
Fig. 8 illustrates the irradiance profile (G) selected for the 
study. 

     The waveform of the output power of the photovoltaic 
generator is shown in Fig. 9, the variations in the power of 
the GPV are in accordance with the applied irradiation 
profile. It is zero in the absence of sunlight and then 
follows the evolution of the irradiance. So the maximum 
power point moves to the new maximum point 
corresponding to each irradiation.  
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Figure 8. Irradiance profile. 
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Figure 9. Photovoltaic power waveform.  

Fig. 10 shows the DC bus voltage Vdc waveform, it 
can be seen that it is well regulated to its reference value, 
even during a variation in irradiance. The disturbances on 
the voltage Vdc appear when there are strong evolutions of 
the irradiance, but it reaches its reference value. 

 
Figure 10. DC bus voltage Vdc. 

Fig. 11 represents active powers. The grid active 
power follows the path imposed by the control, it is clear 
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that the power of the inverter corresponds to the power of 
the GPV. Between (0 s to 5 s) at zero irradiation, the grid 
power equal to the load power means that the grid 
provides all its power to the non-linear load. Between (5 s 
to 20 s) the GPV injects energy into the polluting load and 
the grid at the same time, and from (20s to 24s) the load 
power is higher than that produced by the GPV, the power 
deficit is supplied by the grid.  

In the other hand, the reactive power of the grid is 
cancelled when the FAP is operational Fig. 12, which 
means that it is the active filter that provides the reactive 
power to the load. 
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Figure 11. PV power, grid active power and active filter power. 
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Figure 12. Reactive power waveform. 
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Figure 13. Line current and voltage of a grid phase. 
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Figure 13.a. Zoom1: Grid in generator mode. 
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Figure 13.b. Zoom2: grid in receiver mode. 
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Figure 13.c. Zoom3: grid in generator mode 

The figures (13, 13.a, b and c) represent the current and 
voltage rates of the grid phase as well as their zooms 
during the different operating phases. When the current 
and voltage are in phase, the grid behaves like a generator; 
otherwise (in opposition phase) it becomes a receiver. 

Fig.  14 illustrate the harmonic spectrum of the grid 
current, it has a total harmonic distortion rate THD = 
28.22% and the line source current after filtering has a 
THD of 1.91% which is an acceptable value following the 
standard (IEC-1000) [6]. 

 

 
Figure 14.a. Harmonic spectrum of the load current. 

 
Figure 14.b. Harmonic spectrum of the grid line current. 
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Fig. 15 represents the current rates (I l a, I inv, Igrid), this 
figure determines the evolution of the grid currents as well 
as the currents produced by the GPV and that of the load 
current. 

In the absence of the generated PV power, the source 
current is almost sinusoidal and in phase with the load 
current, the FAP injects currents to compensate the 
harmonic currents caused by the nonlinear load as shown 
in Fig. 15.a. 
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Figure 15. Evolution of the grid current, current produced by the GPV 

and the one of the  
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Figure 15.a: Zoom1  
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Figure 15.b. Zoom2 
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Figure 15.c. Zoom3 

In the case where (PPV > Pch) the source current 
remains almost sinusoidal but in phase opposition to the 
non-linear charge current, Fig. 14.b, the FAP current 
contains the information of the harmonic compensation 
and injection of the LPI current. This phase shift proves 
that the grid receives well the active power from the PV 
source after subtracting the value consumed by the load.  

We see that the grid current becomes in phase with the 
charging current, so the grid switches to generator mode, 
since the power required by the load is higher than the one 
produced by the GPV (PGPV<P load). 

 

VI. CONCLUSION  

In this paper, a grid-connected photovoltaic system 
with active power filtering has been studied, in which a 
direct current control is applied. The obtained simulation 
results were presented, analyzed and proved the 
effectiveness and the robustness of the applied control 
technique.  

The FAP has reduced the effects of disturbances and 
harmonics caused by the nonlinear loads to an acceptable 
value (THD= 1.91%). The results also showed a quasi-
sinusoidal current absorption with an almost unitary 
power factor. 
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Abstract—This paper presents the operation of a stand-alone 

wind energy conversion system using a Dual-Star Induction 

Generator (DSIG) as well as the contribution they can make to 

its application in an energy production chain for dedicated 

operation for isolated sites. The role of stand-alone systems is 

to supply one or more consumers located in an isolated area of 

the electricity grid. The proposed system is modeled and 

simulated using Matlab / Simulink software to examine the 

dynamic characteristics of the system with the proposed 

control strategy. The controlled voltage source is performed by 

using a controller flou, this controller is specifically designed to 

maintain constant DC- link voltage under wind speed and 

electrical load variations. The results of the modeling and 

simulations show that most of the isolated sites can be supplied 

with clean energy. Dynamic control of the DC- link voltage has 

also been successfully demonstrated under varying load. A 

ramp DC- link voltage reference is chosen and it is shown that 

the ramp slope is a deciding factor for successful current build-

up. The simulation results ensure good dynamic control of the 

DC- link voltage with very small changes around its reference 

value. 

I. INTRODUCTION  

The balance between production and the demand for power 
is one of the main challenges of stand-alone installations. 
The next exhaustion of fossil fuels has contributed to the 
development of renewable energy in general and wind 
energy in particular [1]. In wind energy conversion system 
dual-stator induction generator (DSIG) is a better choice 
especially for isolated power generation, because of its 
robustness and low maintenance requirement [2]. Shunt 
capacitors were traditionally used to supply reactive power 
but back-to-back voltage source converters were necessary 
to ensure maximal power extraction under variable wind 
speed. Initial voltage in the dc bus is derived from the 
terminal voltage of the unexcited machine, derived from 
remanent magnetism of the magnetic core. Machine flux 
was ramped up from this small initial voltage using scalar 
control although no analytical justification of the ramp slope 
was provided [3-4]. For voltage build-up, a ramp reference 
of Defined slope is used for the dc voltage and the selection 
of slope is explained analytically. 

The present work is inserted in this context, which 
consists of control in stand-alone wind energy conversion 
system using vector control of Dual-Stator Induction 
Generator (DSIG). This last shows, in addition to the 
advantages of cage induction motors, other benefits, such as 
conventional segmentation power, high reliability [5]. The 
mathematical model of the turbine and the DSIG, vector 
control, sharing of powers between the wind system and the 
stand-alone network will be studied and detailed. The 
simulation results are presented to shown the performance 
of the proposed system figure1. The above study offers 
various possibilities of power generation in isolated system. 

II. SYSTEM CONFIGURATION AND MODELING   

The basic device to be studied is that of figure 1. This 
device is made up of a double stator induction generator, 
converter and a capacitor is connected on the power supply 
side of controlled converter, this makes  it possible to obtain 
a standalone operation. 
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Figure1. Scheme of the studied device 

 

III. SYSTEM MODELLING 

A. Wind turbine model 

The A wind turbine can only convert a certain percentage of 
the captured wind power. This percentage is represented by 
C𝑝𝑝which is a function of the wind speed, the turbine speed 
and the pitch angle of any specific wind turbine blades [6-
7]. The mechanical power (Pt )extracted from the wind is 
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mainly governed by three quantities namely: the area swept 
by rotor blades (S), the upstream wind velocity (vwind  ) and 
the rotor power coefficient (C𝑝𝑝)by following equation:The 
mechanical power (Pt ) extracted from the wind is mainly 
governed by three quantities namely: the area swept by rotor 
blades (S), the upstream wind velocity (vwind  ) and the rotor 
power coefficient (C𝑝𝑝)by following equation [5-6]: 𝑃𝑃𝑡𝑡 =  

1

2
𝐶𝐶𝑝𝑝  (𝜆𝜆)𝑆𝑆𝑎𝑎𝑤𝑤𝑑𝑑𝑛𝑛𝑑𝑑3 (1)  

 𝜆𝜆 =  
𝑅𝑅Ω𝑡𝑡𝑎𝑎𝑤𝑤𝑑𝑑𝑛𝑛𝑑𝑑 (2) 

The rotor efficiency curve Cp (λ) is a nonlinear function of 
the tip speed ratio (TSR), λ which is determined by the 
blade design, and the pitch angle [7].  
The turbine torque is the ration of the output power to the 
shaft speedΩt : 𝑇𝑇𝑡𝑡 =  

𝑃𝑃𝑡𝑡Ω𝑡𝑡 = 𝐶𝐶𝑝𝑝  (𝜆𝜆)
𝜌𝜌
2
𝑆𝑆𝑎𝑎𝑤𝑤𝑑𝑑𝑛𝑛𝑑𝑑3 1Ω𝑡𝑡                                              (3) 

In this paper, a functional block diagram model of the 
turbine and power coefficient for the wind turbine model 
reported in [8] is used.    

B. Modeling of dual-star induction generator (DSIG) 

DSIG depends on the rotational speed of the rotor. If the 
latter is slightly greater than that of the magnetic field of the 
stator, it then develops an electromagnetic force similar to 
that obtained with a synchronous generator. On the other 
hand, the machine does not generate its own excitation 
energy. For that, it will be necessary to bring this energy 
either by a battery of capacitors, or by a static converter 
control, which will stabilize its output voltage. The model of 
dual-star induction machine (DSIM) is composed of a two-
phase electrical phase windings shifted by an electric angle 
α = 30 °, and a rotor cage squirrel. [9-10]. 
 

⎩⎪⎪
⎪⎨
⎪⎪⎪
⎧ 𝑎𝑎𝑑𝑑𝐷𝐷1 = 𝑅𝑅𝐷𝐷1𝑑𝑑𝑑𝑑𝐷𝐷1 +

𝑑𝑑𝜑𝜑𝑑𝑑𝐷𝐷1𝑑𝑑𝑡𝑡 − 𝜔𝜔𝐷𝐷𝜑𝜑𝑞𝑞𝐷𝐷1𝑎𝑎𝑞𝑞𝐷𝐷1 = 𝑅𝑅𝐷𝐷1𝑑𝑑𝑞𝑞𝐷𝐷1 +
𝑑𝑑𝜑𝜑𝑞𝑞𝐷𝐷1𝑑𝑑𝑡𝑡 + 𝜔𝜔𝐷𝐷𝜑𝜑𝑑𝑑𝐷𝐷1𝑎𝑎𝑑𝑑𝐷𝐷2 = 𝑅𝑅𝐷𝐷2𝑑𝑑𝑑𝑑𝐷𝐷2 +
𝑑𝑑𝜑𝜑𝑑𝑑𝐷𝐷2𝑑𝑑𝑡𝑡 − 𝜔𝜔𝐷𝐷𝜑𝜑𝑞𝑞𝐷𝐷2𝑎𝑎𝑞𝑞𝐷𝐷2 = 𝑅𝑅𝐷𝐷2𝑑𝑑𝑞𝑞𝐷𝐷2 +
𝑑𝑑𝜑𝜑𝑞𝑞𝐷𝐷2𝑑𝑑𝑡𝑡 + 𝜔𝜔𝐷𝐷𝜑𝜑𝑑𝑑𝐷𝐷2𝑎𝑎𝑑𝑑𝑟𝑟 = 𝑅𝑅𝑟𝑟 𝑑𝑑𝑑𝑑𝑟𝑟 +

𝑑𝑑𝜑𝜑𝑑𝑑𝑟𝑟𝑑𝑑𝑡𝑡 − (𝜔𝜔𝐷𝐷 − 𝜔𝜔𝑟𝑟)𝜑𝜑𝑞𝑞𝑟𝑟 = 0𝑎𝑎𝑞𝑞𝑟𝑟 = 𝑅𝑅𝑟𝑟 𝑑𝑑𝑞𝑞𝑟𝑟 +
𝑑𝑑𝜑𝜑𝑞𝑞𝑟𝑟𝑑𝑑𝑡𝑡 + (𝜔𝜔𝐷𝐷 − 𝜔𝜔𝑟𝑟)𝜑𝜑𝑑𝑑𝑟𝑟 = 0

�                      (4) 

The expressions for stator and rotor flux linkages are 

⎩⎪⎪⎨
⎪⎪⎧𝜑𝜑𝑑𝑑𝐷𝐷1 = 𝐿𝐿𝐷𝐷1𝑑𝑑𝑑𝑑𝐷𝐷1 + 𝐿𝐿𝜇𝜇  (𝑑𝑑𝑑𝑑𝐷𝐷1 + 𝑑𝑑𝑑𝑑𝐷𝐷2 + 𝑑𝑑𝑑𝑑𝑟𝑟 )𝜑𝜑𝑞𝑞𝐷𝐷1 = 𝐿𝐿𝐷𝐷1𝑑𝑑𝑞𝑞𝐷𝐷1 + 𝐿𝐿𝜇𝜇�𝑑𝑑𝑞𝑞𝐷𝐷1 + 𝑑𝑑𝑞𝑞𝐷𝐷2 + 𝑑𝑑𝑞𝑞𝑟𝑟 �𝜑𝜑𝑑𝑑𝐷𝐷2 = 𝐿𝐿𝐷𝐷2𝑑𝑑𝑑𝑑𝐷𝐷2 + 𝐿𝐿𝜇𝜇 (𝑑𝑑𝑑𝑑𝐷𝐷1 + 𝑑𝑑𝑑𝑑𝐷𝐷2 + 𝑑𝑑𝑑𝑑𝑟𝑟 )𝜑𝜑𝑞𝑞𝐷𝐷2 = 𝐿𝐿𝐷𝐷2𝑑𝑑𝑞𝑞𝐷𝐷2 + 𝐿𝐿𝜇𝜇�𝑑𝑑𝑞𝑞𝐷𝐷1 + 𝑑𝑑𝑞𝑞𝐷𝐷2 + 𝑑𝑑𝑞𝑞𝑟𝑟 �𝜑𝜑𝑑𝑑𝑟𝑟 = 𝐿𝐿𝑟𝑟 𝑑𝑑𝑑𝑑𝑟𝑟 + 𝐿𝐿𝜇𝜇 (𝑑𝑑𝑑𝑑𝐷𝐷1 + 𝑑𝑑𝑑𝑑𝐷𝐷2 + 𝑑𝑑𝑑𝑑𝑟𝑟 )𝜑𝜑𝑞𝑞𝑟𝑟 = 𝐿𝐿𝑟𝑟 𝑑𝑑𝑞𝑞𝑟𝑟 + 𝐿𝐿𝜇𝜇�𝑑𝑑𝑞𝑞𝐷𝐷1 + 𝑑𝑑𝑞𝑞𝐷𝐷2 + 𝑑𝑑𝑞𝑞𝑟𝑟 �

�                         (5) 

The electrical model is completed by this mechanical 
equation: 
 

𝑇𝑇𝑒𝑒𝜇𝜇 − 𝑇𝑇𝑟𝑟 =  𝐽𝐽 𝑑𝑑Ω𝜇𝜇𝑒𝑒𝑐𝑐𝑑𝑑𝑡𝑡 + 𝑘𝑘𝑓𝑓Ω𝜇𝜇𝑒𝑒𝑐𝑐                                            (6) 

 
The electromagnetic torque expression as a function of 
stator currents and rotor flux is as follows: 
 
 𝑇𝑇𝑒𝑒𝜇𝜇 =  𝑝𝑝 𝐿𝐿𝜇𝜇𝐿𝐿𝜇𝜇 +𝐿𝐿𝑟𝑟 ��𝑑𝑑𝑞𝑞𝐷𝐷1 + 𝑑𝑑𝑞𝑞𝐷𝐷2�𝜑𝜑𝑑𝑑𝑟𝑟 − (𝑑𝑑𝑑𝑑𝐷𝐷1 + 𝑑𝑑𝑑𝑑𝐷𝐷2)𝜑𝜑𝑞𝑞𝑟𝑟 �      (7) 

 
 

IV.  FIELD-ORIENTED CONTROL OF THE DUAL-
STAR INDUCTION GENERATOR 

The main objective of the vector control to independently 
control the torque and the flux [9].  

The rotor currents in terms of the stator currents are divided 
from (4) as: 
 𝑑𝑑𝑑𝑑𝑟𝑟 =

𝜙𝜙∗𝑟𝑟𝐿𝐿𝜇𝜇 +𝐿𝐿𝑟𝑟 − 𝐿𝐿𝜇𝜇𝐿𝐿𝜇𝜇+𝐿𝐿𝑟𝑟 (𝑑𝑑𝑑𝑑𝐷𝐷1 + 𝑑𝑑𝑑𝑑𝐷𝐷2)                                      (8) 

 𝑑𝑑𝑞𝑞𝑟𝑟 = − 𝐿𝐿𝜇𝜇𝐿𝐿𝜇𝜇 +𝐿𝐿𝑟𝑟 �𝑑𝑑𝑞𝑞𝐷𝐷1 + 𝑑𝑑𝑞𝑞𝐷𝐷2�                                                (9)   

 
 𝜔𝜔𝑡𝑡𝑙𝑙∗ =

𝑅𝑅𝑟𝑟𝐿𝐿𝜇𝜇
(𝐿𝐿𝜇𝜇 +𝐿𝐿𝑟𝑟)

�𝑑𝑑𝑞𝑞𝐷𝐷1+𝑑𝑑𝑞𝑞𝐷𝐷2�𝜑𝜑𝑟𝑟∗                                                     (10) 

 

The final expression of the electromagnetic torque is  

 𝑇𝑇𝑒𝑒𝜇𝜇∗ =  𝑝𝑝 𝐿𝐿𝜇𝜇𝐿𝐿𝜇𝜇 +𝐿𝐿𝑟𝑟 �𝑑𝑑𝑞𝑞𝐷𝐷1 + 𝑑𝑑𝑞𝑞𝐷𝐷2�𝜑𝜑𝑟𝑟∗                                        (11) 

Consequently, the electrical and mechanical equations for 
the system after these transformations in the space control 
may be written as follows: 
 𝑑𝑑𝑑𝑑𝑡𝑡 𝜑𝜑𝑟𝑟 = − 𝑅𝑅𝑟𝑟

(𝐿𝐿𝜇𝜇+𝐿𝐿𝑟𝑟)
�𝜑𝜑𝑟𝑟 + 𝐿𝐿𝜇𝜇 (𝑑𝑑𝑑𝑑𝐷𝐷1 + 𝑑𝑑𝑑𝑑𝐷𝐷2)�                       (12) 

 
 𝑑𝑑𝑑𝑑𝑡𝑡 Ω𝜇𝜇𝑒𝑒𝑐𝑐 =

1𝐽𝐽 �𝑇𝑇𝑒𝑒𝜇𝜇∗ − 𝑇𝑇𝑡𝑡 − 𝑓𝑓Ω𝜇𝜇𝑒𝑒𝑐𝑐 �(13) 

Dynamic equation for the DC- link voltage, shown in figure 
2, is derived as follows. Equating currents at the DC- link 
voltage, the following governing equation is obtained: 𝑑𝑑𝑑𝑑𝑐𝑐 = 𝐶𝐶𝑑𝑑𝑐𝑐 𝑑𝑑𝑑𝑑𝑡𝑡 𝑢𝑢𝑑𝑑𝑐𝑐                                                                 (14) 
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V. FUZZY-PI CONTROLLER DESIGN 

A fuzzy logic controller is used to alleviate the problem of 
voltage regulation for DSIG, by acting the switching unit 
and injecting the needed the current, in varying the 
capacitance value. There are two inputs of fuzzy control. 
Input parameters error (figure 3).For both the error and P 
(Positive) N (Negative), Z (Zero) for its derivative. For the 
output signals, five triangular membership functions 
denoted by NB (Negative Big), NM (Negative Middle), Z 
(Zero), PM (Positive Middle), and PB (Positive Big) are 
used [11]. The elements of this rule base table are related to 
e and de as represented in figure. 4. Big errors need big 
voltage step; however, small errors need fine control, which 
requires fine input/output variables. The rule table is 
obtained as shown in table 1, with error and change in error 
as inputs. ε

d

dt

k *

qsi
dc

u

dcu

FLC Controller

 
Figure.3. The Fuzzy-PI controller structure. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

BN N Z P BP

0.2
−

0.02
−

0.001
−

0.001 0.02 10 ε

N Z P

0.001
−

0.001 10 d

dt
ε

1
−

NB NM Z PM

0.01
−

0.001
−

0.001 0.010 α

PB

 
 

Figure 4 Inputs and outputs membership functions 

 
 
Table1. The rule table  
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 The error Ԑ 
 N Z P 

         
dԐ 

N NB PM PB 
Z NB Z PS 
P Z NS Z 

 

VI. RESULTS AND DISCUSSION   

Influence of the variation of the resistive load 

The overall system to be studied consists of a DSIG 
connected to a rectifier / inverter and controlled according to 
the control strategy presented above. In what follows, a 
simulated test is performed in order to analyze the 
performance of the control, this test dedicated to the 
behavior of the fixed speed control and purely resistive load 
variable.The generator is driven at a speed of 314 rad/s with 
a value of   voltage straightened reference𝑢𝑢𝑑𝑑𝑐𝑐∗ =622V   
throughout the entire duration of the simulation. The 
priming of the generator has taken place an empty, the 
presence of a remanent magnetic flux is essential or else 
loaded up the capacity at an initial value. In order to do this, 
we opted to loaded up initially the capacity an value 10 µF 
to 12V, to provide the reactive energy needed for 
priming,The q-axis current reference, generated from the 
voltage controller is kept at small value during starting by 
using the ramp voltage reference figure 5. At the moment t 
= 2s, a balanced pure resistive three-phase load is inserted at 
50% of its nominal value (64Ω). At the moment t = 4s, 
another load of the same characteristic as the first one is 
inserted at 100% of its nominal value (64Ω). The DC- link 
voltage follows the reference as shown in figure 5. 
Figure 6 illustrates the pace of the active power that reaches 
almost its nominal value which is the main advantage of the 
studied structure. The analysis of the figures (6-9) made it 
possible to see the behavior of the current, the voltage and 
the electromagnetic torque according to the variation of the 
load, where we notice that the voltage is insensitive to this 
variation, unlike the current and the electromagnetic torque. 
We notice that the torque is still in the nominal operating 
range. 

 
Figure.5 DC-link voltage  

 
Figure 6.Electromagnetic and load powers 

 

 
Figure7.  Electromagnetic torque and its reference. 

 

 
          (a) 

 
          (b) 

Figure 8. (a) Stator voltage and current for star 1. (b) Zoom of the stator 
voltage and current for star 1. 
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          (a) 

 
          (b) 

Figure 9 Voltage and current for load  
 

VII. CONCLUSION 

In this paper, the subject consists of improving the 
performance of wind turbines based on double-star 
asynchronous machines operating on isolated load. A 
control structure of DSIG operating in autonomous sites is 
presented.  
The description of the latter is presented, adopting a 
mathematical model that defines the different equations 
describing the operation of the machine. The generator is 
connected to the converter for the control of the voltage in 
the presence of the variations of the load. The control of the 
DC- link voltage has been demonstrated under varying load.  
 
 
 
 
 
 
 
 
 
 
 
 
 

A ramp of the DC-link voltage has been selected. The ramp 
slope is a decisive factor for a successful current.The 
simulation results ensure good dynamic control of the DC- 
link voltage with very small changes around its reference 
value. 
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Abstract— This paper presents the start-up and operation of a 

stand-alone wind energy conversion system using a doubly-fed 

induction generator (DFIG).  The proposed scheme obviates 

the use of any auxiliary source in DC bus, such as excitation 
capacitor or batteries. The DC bus voltage is ramped to the 

rated value from a small initial voltage produced by remanent 

magnetism of the machine core which enables minimizing 

energy loss during the starting. Stator side converter (SSC) 
and rotor side converter (RSC) are designed specifically to 

maintain constant DC bus voltage and machine flux under 

wind speed and electrical load variations. The load side 

converter (LSC) is operated in a voltage-controlled mode to 
impose the terminal reference voltage amplitude and 

frequency. The proposed control scheme has been validated 

through simulation using Matlab/Simulink software program. 

Keywords—Stand-alone DFIG; Double side converters control;  

Self-excitation; DC bus voltage build up control 

NOMENCLATURE 

V, I,∅              Voltage, current and flux quantities, respectively 𝑉𝑑𝑐                   DC-link voltage 𝐶𝑑𝑐           DC-link capacitor 𝐿𝑡           Filter inductance 𝑅𝑠, 𝑅𝑟          Machine resistance per phase 𝑝          Machine pair pole number 𝜔𝑠  ,𝜔𝑚 , 𝜔𝑟      Synchronous, rotational rotor, and slip speeds 𝜃𝑠 ,𝜃𝑚 , 𝜃𝑟         Synchronous, rotational rotor, and slip angles 𝑇𝑔                    Generator torque 
Ω𝑔           Generator speed 
(𝑑,𝑞)          Synchronous rotating coordinates 
(𝑎,𝑏, 𝑐)          Stationary three-phase coordinates 
 

I. INTRODUCTION  

In recent years, wind energy conversion systems for both 
grid-connected and stand-alone have been developed based 
on doubly-fed induction generators (DFIG) which offers 
several advantages when compared to other generators [1-5]. 

These advantages include ease of speed control, decoupled 
active and reactive power capability. An interesting structure 
of DFIG with converters on the stator as well as the rotor 
side is presented. This configuration ensures the power 
extract over wide range speed, offers the possibility of full 
control on both sides (stator and rotor) of the machine to an 
equal extent and possibility to share the excitation current 
equally between the sides of the machine.  

In stand-alone generation systems, the generator should 
be controlled to build-up a constant output voltage and 
frequency to support the connected loads [4,6,7]. In addition, 
the machine needs a reactive power for setting up the 
magnetic field in the machine. To overcome this, various 
authors have suggested the use of some additional source for 
charging the DC-link capacitor of power electronics 
converter during starting. In reference [8], two methods were 
described to provide the initial power for the excitation. One 
method was to connect an energy-storage (small battery or 
super-capacitor) to the DC-link part via separation diode. 
The second method was to utilize the remanence of the 
magnet circuit and additional AC stator capacitance. 
Initially, DC-link capacitor was charged when the DFIG 
operated as a squirrel cage induction generator with the rotor 
circuit shorted. Thereafter, the rotor circuit was opened and a 
power electronics converter provides the excitation power 
from the charged DC-link capacitor. Another method 
proposed in references [9] and [10] uses a permanent magnet 
generator placed on the same shaft. According to the PMG 
rated power, it can be used for only preliminary DC-link 
charging via diode rectifier or for recover and supply the slip 
power through the rotor power converters, and thus feeds the 
DFIG with its magnetizing reactive power. 

In this paper, a novel scheme for voltage build-up is 
proposed without any auxiliary source. The voltage build-up 
process is initiated from a small amount of initial energy in 
the DC-link capacitor coming from the voltage generated by 
the remanent magnetism of the machine core and thereafter 
rectified by the anti-parallel diodes of the converters. The use 
of an appropriate voltage reference ramp is proposed for the 
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success of the startup process. Indirect stator flux-oriented 
vector control is proposed to keep the load terminal voltage 
constant by means of converters connected to the stator and 
rotor sides, irrespective of the rotational speed and the 
loading variations. The machine side converters (MSCs) are 
used to control the DC-link voltage and flux in the machine 
at its reference values and keeping the modulation index of 
PWM inverter within a reasonably practical limit. As far as 
output AC voltage is concerned, it is controlled by LSC. 

II.  SYSTEM MODELING AND CONTROL METHODOLOGIE 

Fig.1 shows the general configuration and control 
scheme of a stand-alone double side converter fed wound 
rotor induction machine wind energy conversion system. The 
stator and the rotor are connected to the load through PWM 
voltages sources converters composed of the stator side 
converter, rotor side converter and the load side converter 
with a common DC bus capacitor. The modeling of the focal 
components of the studied power system is explained below. 
The positive polarity convention of important system 
variables is shown in Fig. 1. 

A. Induction Machine Model 

The modeling of DFIG is carried out in the d-q 
synchronous reference frame considering symmetrical and 
isotropic magnetic conditions. Using the concept of flux 
linkage the basic machine electrical equations are well 
known and given by Refs. [1, 6]: 𝑉𝑠 = 𝑅𝑠. 𝐼𝑠 +

𝑑𝑑𝑡𝜙𝑠 + 𝑗. 𝜔𝑠 .𝜙𝑠                                                (1) 

𝑉𝑟 = 𝑅𝑟 . 𝐼𝑟 +
𝑑𝑑𝑡𝜙𝑟 + 𝑗.𝜔𝑟 . 𝜙𝑟                                               (2) 

The stator and rotor flux linkages could be determined 
using  

 

 

 

 

 

 

 

 

 

 

 

 

 𝜙𝑠 = 𝐿𝑠 . 𝐼𝑠 + 𝐿𝑚 . 𝐼𝑟                                                                    (3) 

𝜙𝑠 = 𝐿𝑠 . 𝐼𝑠 + 𝐿𝑚 . 𝐼𝑟                                                                    (3) 𝜙𝑟 = 𝐿𝑟 . 𝐼𝑟 + 𝐿𝑚 . 𝐼𝑠                                                                   (4) 

where superscript ( ¯  ) denotes the vector form of flux 
linkage, voltage and current. The parameters 𝐿𝑠  and 𝐿𝑟  
represent respectively the stator and rotor winding cyclic 
inductances, 𝐿𝑚  is the mutual cyclic inductance between 
stator and rotor windings which is kept constant in linear 
modeling.  

The electromagnetic torque as a function of the stator 
flux and current is given by equation (5):     

  𝑇𝑔 = 𝑝. 𝐼𝑚  𝜙𝑠 . 𝐼𝑠∗                                                                   5  
where superscript (*) denotes the complex conjugate 
operator, ( 𝐼𝑚 ) represents the imaginary component of the 
result and p is machine pole pair number. 

B. Modelling of Converters and DC Side Circuitry  

Using the notation and current flow definitions of the 
Fig.1, the voltages of AC and DC side of each voltage source 
converter are related as 𝑣𝑟𝑎 =

1

3
.  2.𝜆𝑎 − 𝜆𝑏 − 𝜆𝑐 .𝑉𝑑𝑐  

𝑣𝑟𝑏 =
1

3
.  2.𝜆𝑏 − 𝜆𝑐 − 𝜆𝑎 .𝑉𝑑𝑐                                               (6) 

𝑣𝑟𝑐 =
1

3
.  2.𝜆𝑐 − 𝜆𝑎 −𝜆𝑏 .𝑉𝑑𝑐  

 

 

 

 

 

 

 

 

 

 

Where λ1, λ2 and λ3 are the corresponding switching f 
 

Fig. 1. Global configuration and control scheme 
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where λ1, λ2 and λ3 are the corresponding switching function 
of the converter legs. Any of the three switching functions takes 
the value of „1‟ if upper switch in the given converter leg is 
on and lower switch is off, and value „0‟ if lower switch in 
the same converter leg is on, while upper switch is off. 

The DC-link circuitry is an energy storage element, 
represented by a capacitor which serves as an energy buffer 
between the stator, the rotor and load converters. The 
dynamic of the voltage across the capacitor is derived as 
follow: 𝑉𝑑𝑐 =

1𝐶𝑑𝑐  .  (𝐼𝑐𝑠 + 𝐼𝑐𝑟 − 𝐼𝑐𝑙𝑡
0

).𝑑𝑡                                         (7) 

where 𝐼𝑐𝑠 , 𝐼𝑐𝑟  and 𝐼𝑐𝑙  are respectively the current through the 
DC side of the stator, the rotor and the load converters. 

C.  Control Methodology 

The control aim of the proposed energy conversion 
system is to maintain the terminal load voltage amplitude 
and frequency constant irrespective of the rotational speed 
and the loading conditions. Also, control the voltage build-up 
owing to the self-excitation process at start-up. The system 
control is carried out using vector control and the reference 
frame is oriented along the stator flux vector position. The 
control aim of the MSCs is used to control the DC-link 
voltage and flux in the machine at its reference values under 
rotor speed and load disturbances. The LSC is controlled by 
PWM technique to impose the terminal reference voltage 
amplitude and frequency at the load. 

The DC bus voltage control loop is designed according to 
the model defined by Equation (7). As it can be seen in Fig. 
1, to maintain DC-link voltage constant, the measured 
voltage is compared to the reference value and the error is 
fed into a PI controller to get at their output the q-axis stator 
currents reference. The rotor component q-axis current 
reference is automatically generated as the reflection of 𝒾qs .  
To control the DC bus voltage in the start-up, the reference 
ramp is selected for minimizing the total energy loss. 

The reference currents for d-axis are created by means of 
closed loop stator flux amplitude control and they enable 
excitation of the machine. The total magnetizing current can 
be supplied by an arbitrary sharing between the two 
converters.  

III. VOLTAGE BUILD UP PROCESS AND SLOPE OF RAMP 
VOLTAGE REFERENCE 

To start the self-excitation process of induction generator, 
a small amount of initial energy is required to be supplied to 
the generator. For the proposed scheme, in which obviates 
the use of any additional electrical energy source, this is 
assured by the presence of sufficient residual magnetism in 
the machine core. As the machine runs and the voltage 
source converters control is kept switched off, the voltage 
produced by the remanent magnetism is rectified by the anti-
parallel diodes of the converters and therefore charges the 
DC bus up to a small voltage. In case that the voltage 

produced is not sufficient to start the voltage build up, an 
external low-voltage low-power DC source is required for 
initial charge of the DC bus. After that, the terminal voltage 
buildup process can be started by introducing the controllers 
in action. 

During the voltage build-up process, a small current from 
the charged capacitor is injected to the machine windings 
through the stator and rotor side converter, thereby supplies 
the necessary magnetizing ampere-turns to provide the air-
gap flux of the machine. As a result of stator and rotor 
winding currents, machine flux and torque are produced. The 
currents flowing in the machine circuit dissipate power in the 
circuit resistances, and increasing currents dissipate 
increasing power, which implies some energy source is 
required to supply this power. At the starting, because of the 
low machine flux the power generation remains at low value, 
but at the same time high currents result high resistive loss in 
the machine. So, the total loss in the machine is higher than 
the generated power and that net power loss is assured by the 
presence of sufficient initial energy in the DC capacitor, 
causing an initial voltage dip at the DC bus. If the initial 
machine currents, which are mainly decided by the voltage 
controllers, remain at low values, the energy loss becomes 
less during the starting. Whereas the generation increases 
because of continuous increment of the flux, when the 
generated power overtakes the loss component, the energy 
gets stored in DC capacitor and voltage build-up is started. 

The purpose of using a reference ramp for DC bus 
voltage is to control the machine currents at a low values 
during voltage build-up. In the absence of the starting ramp, 
the machine currents continue to be high and the DFIG 
continues to draw power from DC bus, to result in total DC 
bus voltage collapse. So, the reduction of resistive loss can 
be achieved by decreasing the machine currents. The choice 
of the ramp slope is a compromise between the voltage 
build-up time and the total energy loss occasioned, which is 
supported by the initial energy in the DC capacitor. For a 
given rotor speed, the ramp slope by which self-excitation 
can occur will depend essentially on initial voltage and DC 
capacitance value. In practice, the minimum initial voltage 
required in the DC capacitor is dependent on the components 
used in the converters, their combined forward voltage drop 
in the converter arrangement and the parameters of the 
induction generator.  

IV. SIMULATION RESULT 

The entire system is modeled and simulated using 
MATLAB/ Simulink. The parameters are given in the 
appendix. Simulated tests for different transient conditions 
such as dynamic self-excitation process, sudden application 
of load and disturbances in wind speed have been carried out 
to demonstrate the effectiveness of the proposed system. The 
obtained results are discussed in the following sub-sections. 

A. DC bus voltage Build-up Owing to Self-excitation 

Process 

In this test, the voltage build-up of the generation system 
is studied for one DC-link capacitor value. The generator is 
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operating to run at a constant speed of 1000 rpm under no-
load condition. In order to initiate the excitation process, the 
capacitor connected at the DC bus of the converters is 
charged initially to a voltage of 12 V, and the DC bus 
voltage reference ramp is selected.  

Fig. 2 shows the DC bus voltage build-up according to 
the ramp voltage reference and the DC bus capacitor value. 
The reference DC voltage is set at 700 V. The initial stage of 
the build-up is shown enlarged in scale in Figure 3. DC-link 
capacitor is charged initially to provide the air-gap flux of 
the machine, during the voltage build-up process, a small 
current from the charged capacitor is injected to the stator 
and rotor windings through the converters, thereby supplies 
the necessary magnetizing ampere-turns to provide the air-
gap flux of the machine. The d-q stator flux components are 
shown in Fig. 4.  The q-axis stator flux is close to zero and 
the d-axis flux remains in its reference value, reflecting the 
correct orientation of the vector control system and 
performance of proposed control. The currents in DC 
capacitor and in stator and rotor windings of machine are 
shown in Fig. 5 and Fig. 6 respectively. It is seen that the 
necessary machine excitation power is provided in equality 
from the stator and rotor converter, which explains the equal 
sharing of the excitation currents between the two sides of 
the machine. The generated Joule losses are provided by 
stator and rotor windings. A ramp reference is used to 
control terminal voltage build-up with minimum energy loss 
during the starting by controlling the DC capacitor current. 
In Fig.7 and Fig. 8 are shown the dynamic build-up of the 
terminal voltage. The results confirm good tracking of the 
used start-up ramp. The obtained voltage magnitude and 
frequency are equal to the values imposed by the reference. 
The stator voltage magnitude reaches its nominal value 
within 380 V with a good stability and without overshoot. 
The evolution of the generator torque owing to self-exitation 
process is shown in Fig. 9.  It is seen that the evolution of the 
torque is the same as that of DC capacitor-discharge. The 
control of capacitor discharge and the currents in machine 
sides minimizing energy loss during the starting and generate 
a stable torque. 

 

 
Fig. 2. DC bus voltage build-up 

 
Fig. 3. Initial stage of DC bus voltage build-up 

 
Fig. 4. Stator flux components  

 
Fig. 5. Currents in DC bus 

 
Fig. 6. Stator and rotor currents  
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Fig. 7. Three-phase terminal voltage 

 

 
Fig. 8. RMS line-to-line terminal voltage 

 

 

Fig. 9. Generator torque evolution owing to self-excitation process 

B. Control under Wind and load Disturbances 

In this section, the system is tested for sudden application 
of load on the generator terminals, when the model is 
actuated by a variable generator speed profile presented on 
Fig. 10. A 25% nominal resistance load is applied at       t = 
3s. The obtained simulation results of the proposed control 
scheme under the mentioned conditions are shown in Figs. 
11-14. 

The regulation capabilities of the proposed control 
strategy during the whole speed profile and load variation 
can be observed in Figs. 11-14.  Fig. 11 and Fig. 12 illustrate 
respectively the response of DC-link voltage and the stator 

flux components to variation in load and to wind speed. 
There is a drop in DC bus voltage of approximately 6%. 
However the regulation capabilities of the proposed control 
strategy can be observed, the control is able to recover 
magnitude of DC voltage and flux. The correct orientation of 
the stator flux vector is obtained despite the large variations 
of speed and load. The ability of the system to supply 
constant load voltage during the load variations and wind 
speed is illustrated in Fig. 13 and Fig. 14. The rms line-to-
line load voltage shown in Fig. 13 is fixed whatever be the 
load and speed. A short drop in the voltage amplitude at the 
load switching points can be observed. It can be seen from 
Fig. 14 that the load is supplied with fixed voltage amplitude 
and a fixed frequency (50 Hz) irrespective of the load 
variation and wind speed.  

 
Fig. 10. Generator speed 

 
Fig. 11. DC bus voltage  

 
Fig. 12. Stator flux components 
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Fig. 13. RMS line-to-line terminal load voltage 
 

 
Fig. 14. Terminal load voltage and current 

V. CONCLUSION 

In this paper, A novel structure for voltage build-up is 
presented where precludes the use of any additional 
hardware support like battery or capacitor bank. The DC bus 
has been charged from a small initial voltage, which is 
derived from the rectification of small terminal voltage of the 
induction generator because of remanent magnetism. A ramp 
reference is chosen to control DC-link voltage and terminal 
load voltage build-up with minimum energy loss during 
starting. 

Dynamic behavior of DFIG has been tested under 
varying load and wind speed conditions. The test results 
ensure good dynamic control of the terminal voltage at the 
load. For the entire tests carried out in this work, the 
performance of the proposed control system is effective. 

 

 

 

 

 

 

 

 

APPENDIX 

Parameters for the simulated DFIG [11] 
Rated voltage    
Rated Power                                                 
Frequency                    
Number of poles                    
Stator winding resistance                               
Rotor winding resistance                  
Magnetism inductance   
Stator inductance    
Rotor inductance                   
DC-link capacitor                                         
DC-link voltage                                            
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Abstract: This work has for objective maintains the 

voltage to be constant and improves power quality in 

the system of Self-Excited Induction Generator 

(SEIG) by mean of STATCOM in order to improve its 

role in wind energy conversion systems in remote 

areas. In addition to the induction generator and the 

STATCOM, the System presented here is constituted 

with capacitor bank.The regulation of the voltage is 

carried out by a (STATCOM) connected in parallel 

with (SEIG). To accomplish that, it is proposed the 

use of  proportional-integral (PI) controllers to control 

the compensation currents processed by STATCOM. 

The aim simulation tests have been carried out using 

MATLAB Simulink, under wind speed variation, load 

variation and load unbalance. The test results are 

presented to demonstrate its performance. 

Key words:  STATCOM, saturation effect, self-excited 

induction generator (SEIG), Voltage control, PI controller, 

unbalanced load. 

 

 

1. INTRODUCTION 

 
The wind is a clean, free, and readily available renewable 
energy source. Each day, around the world, wind turbines 
are capturing the wind’s power and converting it to 
electricity. This source of power generation plays an 
increasingly important role in the way we power our 
world. For several decades,the use of wind turbine as 
renewable energy source hasincreased considerably in 
remote and isolated area[1].Furthermore, a Self-Excited 
Induction Generators (SEIG) are largely used for wind 
energy due to its low cost, less maintenance, ruggedness, 
little maintenance needs and has been the subject of many 
researches [2,7].However, this machine have need the 
reactive power to bemagnetized. So maintaining voltage 
and frequency of (SEIG) has become a very challenging 
task and has been extensively worked upon by 
researchers [2, 3].The model used is a diphase one 
obtained by the application of the Park transform. This 
model permits, when adopting some simplifying 
hypothesis, to take account of the saturation effect based 
on the approximation of the magnetizing inductance with 

regards to the current. Different methods can be adopted 
to approximate the magnetising inductance with regards 
to the current. In our case, we use a polynomial function, 
of 12th degree to achieve this approximation. This 
approach is simple and very accurate [2]. Many 
researches use this model to study the induction generator 
when a capacitive bank is connected to the stator 
windings. The disadvantages of this type of generator are 
its relatively poor voltage regulation. The magnitude of 
voltage generated by the SEIG is highly influenced by the 
rotor speed, the excitation and the load[4, 9]. However, a 
static and dynamic analysis of a Self-Excited Induction 
Generator has led several researchers to conduct 
investigations in order to improve the efficiency of the 
quality of the energy provided [3, 7].Different system 
configurations and control strategies are proposed in the 
literature in order to overcome these problems.Static 
synchronous compensator (STATCOM) in parallel is 
more efficient to compensate reactive power for 
regulating magnitude of terminal voltages[8, 9].This 
added STATCOM is the topic of the analysis presented in 
thiswork and will be used mainly to improve the 
efficiency and to regulate the generated voltage by the 
self-excited induction generator.The performance of a 
STATCOM greatly depends upon the controller used in 
the system. Generally PI controllers are used for the 
control of STATCOM [6, 10]. 
This system is described in section, while its modelling 
and control will be detailed respectively in sections three 
and four. In section five, the main results will be 
presented and discussed. Finally, this paper will be ended 
by a conclusion in section six.  
 

2. SYSTEM DESCRIPTION 
 

Schematic diagram of the STATCOM based SEIG to 
regulate voltage is shown in Fig.1.The whole system 
consists of an induction machine a self-excited induction 
generator (SEIG) system under varying loads and SIEG 
parameters is proposed, capacitor bank for excitation, 
loadis coupled in delta and STATCOM for regulating 
voltage.The STATCOM consists of a three-phase current 
controlled IGBT-VSI, with DC bus capacitor, and 
connected to the SEIG through AC filtering inductors. 
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3. SYSTEM MODELING 

 

a. Induction Machine model: 

 
The electrical equations of the induction machine are 
expressed in the d-q frame and then written in a matrix 
form such as [2] 
 

⎣⎢⎢
⎢⎢⎢
⎢⎢⎢
⎢⎢⎡
Vsd

Vsq

0

0 ⎦⎥⎥
⎥⎥⎥
⎥⎥⎥
⎥⎥⎤

  =

⎣⎢⎢
⎢⎢⎢
⎢⎢⎢
⎢⎢⎡

Rs

PΩ. Ls

0

0

−PΩ. Ls

Rs

0

Rr

0

PΩ. Lm

Rr

0

−PΩ. Lm

0

0

Rr ⎦⎥⎥
⎥⎥⎥
⎥⎥⎥
⎥⎥⎤

.

⎣⎢⎢
⎢⎢⎢
⎢⎢⎢
⎢⎢⎡

isd

isq

imd

imq ⎦⎥⎥
⎥⎥⎥
⎥⎥⎥
⎥⎥⎤

+ 

⎣⎢⎢
⎢⎢⎢
⎢⎢⎢
⎢⎢⎢
⎢⎡ 𝑙𝑙𝐷𝐷

0

−𝑙𝑙𝑟𝑟
0

0

𝑙𝑙𝐷𝐷
0

−𝑙𝑙𝑟𝑟

𝐿𝐿𝜇𝜇+𝐿𝐿𝜇𝜇 ′ . 𝑑𝑑𝜇𝜇𝑑𝑑 2

|𝑑𝑑𝜇𝜇 |

𝐿𝐿𝜇𝜇 ′ . 𝑑𝑑𝜇𝜇𝑑𝑑 . 𝑑𝑑𝜇𝜇𝑞𝑞
|𝑑𝑑𝜇𝜇 |

𝑙𝑙𝑟𝑟 + 𝐿𝐿𝜇𝜇+𝐿𝐿𝜇𝜇 ′ . 𝑑𝑑𝜇𝜇𝑑𝑑 2

|𝑑𝑑𝜇𝜇 |

𝐿𝐿𝜇𝜇 ′ . 𝑑𝑑𝜇𝜇𝑑𝑑 . 𝑑𝑑𝜇𝜇𝑞𝑞
|𝑑𝑑𝜇𝜇 |

𝐿𝐿𝜇𝜇 ′ . 𝑑𝑑𝜇𝜇𝑑𝑑 . 𝑑𝑑𝜇𝜇𝑞𝑞
|𝑑𝑑𝜇𝜇 |

𝐿𝐿𝜇𝜇+𝐿𝐿𝜇𝜇 ′ . 𝑑𝑑𝜇𝜇𝑞𝑞 2

|𝑑𝑑𝜇𝜇 |

𝐿𝐿𝜇𝜇 ′ . 𝑑𝑑𝜇𝜇𝑑𝑑 . 𝑑𝑑𝜇𝜇𝑞𝑞
|𝑑𝑑𝜇𝜇 |

𝑙𝑙𝑟𝑟 + 𝐿𝐿𝜇𝜇+𝐿𝐿𝜇𝜇 ′ . 𝑑𝑑𝜇𝜇𝑞𝑞 2

|𝑑𝑑𝜇𝜇 | ⎦⎥⎥
⎥⎥⎥
⎥⎥⎥
⎥⎥⎥
⎥⎤

.

⎣⎢⎢
⎢⎢⎢
⎢⎢⎢
⎢⎢⎢
⎢⎡ 𝑑𝑑𝑑𝑑𝐷𝐷𝑑𝑑𝑑𝑑𝑡𝑡
𝑑𝑑𝑑𝑑𝐷𝐷𝑞𝑞𝑑𝑑𝑡𝑡𝑑𝑑𝑑𝑑𝜇𝜇𝑑𝑑𝑑𝑑𝑡𝑡
𝑑𝑑𝑑𝑑𝜇𝜇𝑞𝑞𝑑𝑑𝑡𝑡 ⎦⎥⎥

⎥⎥⎥
⎥⎥⎥
⎥⎥⎥
⎥⎤

(𝟒𝟒) 

 
In this equation 𝑅𝑅𝐷𝐷,𝑅𝑅𝑟𝑟,𝑙𝑙𝐷𝐷 and 𝑙𝑙𝑟𝑟 are phase resistances and 
leakage inductances in stator and rotor. Magnetizing 
inductance and its derivative with respect to the 
magnetizing current are represented respectively by 𝐿𝐿𝜇𝜇 
and 𝐿𝐿𝜇𝜇′. 𝜔𝜔𝐷𝐷 and 𝜔𝜔𝑟𝑟 represent respectively the electrical 
pulsation in the stator and the rotor respectively. Besides, 
the stator voltage and current are noted in dq axis by 𝑉𝑉𝐷𝐷𝑑𝑑,𝑑𝑑𝐷𝐷𝑑𝑑,𝑉𝑉𝐷𝐷𝑞𝑞and 𝑑𝑑𝐷𝐷𝑞𝑞. Finally, in dq axis, the magnetizing 
currents 𝑑𝑑𝜇𝜇𝑑𝑑 and 𝑑𝑑𝜇𝜇𝑞𝑞 are given as: 

 

imd = isd +ird  ,          imq = isq +irq                      (2) 
 

with 𝑑𝑑𝑟𝑟𝑑𝑑 and 𝑑𝑑𝑟𝑟𝑞𝑞 the rotor currents in dq axis. The 
magnetizing current 𝑑𝑑𝜇𝜇 defined as: 

|im | = �imd
2 +  imq

2                                                       (3) 

 
The expression of 𝐿𝐿𝜇𝜇as function of 𝑑𝑑𝜇𝜇 , is 
approximated with a 12th degree polynomial by [2]: 
 

⎩⎪⎨
⎪⎧ Lm = f(|im |) = � aj . |im |j

n

j=0

Lm
′ = f(|im |) = � j. aj . |im |j−1

n

j=0

� (4) 

 

 

b. Modeling of the STATCOM: 

The STATCOM DC-bus voltage 𝑎𝑎𝑑𝑑𝑐𝑐 can be expressed 
with respect to AC side currents (𝑑𝑑𝑡𝑡,𝑑𝑑𝑏𝑏 and 𝑑𝑑𝑐𝑐), and 
commutation functions 𝑆𝑆𝑡𝑡, 𝑆𝑆𝑏𝑏 and𝑆𝑆𝑐𝑐 by the following 
equation 

p vdc =
 Sa ia +  Sb ib +  Sc ic

 Cdc

                                (5) 

Where Cdc represents the DC-bus capacitance. The DC 
current idc can be expressed in terms of switching 
functions of the inverter as: 
idc =  Sa ia +  Sb ib +  Sc ic                                        (6) 
The three phase voltages of the SEIG can be determined 
as follows: 

⎣⎢⎢
⎢⎢⎡

vsa

 vsb

 vsc ⎦⎥⎥
⎥⎥⎤ = 𝑅𝑅𝑓𝑓 .

⎣⎢⎢
⎢⎢⎡
 ia

 ib

 ic ⎦⎥⎥
⎥⎥⎤ + 𝐿𝐿𝑓𝑓  .

d

dt
.

⎣⎢⎢
⎢⎢⎡
 ia

 ib

 ic ⎦⎥⎥
⎥⎥⎤ +

⎣⎢⎢
⎢⎢⎡
ea

eb

ec ⎦⎥⎥
⎥⎥⎤                 (7) 

 

In which 𝑅𝑅𝑓𝑓 and 𝐿𝐿𝑓𝑓 represent the resistance and the 
inductance of the filter between the STATCOM and the 
SEIG. 

Moreover, this voltage is given line-to-line as: 

�Usab = ( vsa −  vsb )

Usbc = ( vsb −  vsc )

Usca = ( vsc −  vsa )

� (8) 

The output voltages of the inverter (STATCOM), noted 𝑒𝑒𝑡𝑡,𝑏𝑏 and 𝑒𝑒𝑐𝑐 are formulated with respect to switching 
functions and DC-bus voltage as follows: 

𝑒𝑒𝑡𝑡  𝑒𝑒𝑏𝑏  𝑒𝑒𝑐𝑐  

ia  

C 

S3 S5 

S2 S6 S4 

 𝐑𝐑𝐑𝐑 𝐟𝐟𝐟𝐟𝐟𝐟𝐟𝐟𝐟𝐟𝐟𝐟   

ib  

ic  

𝑎𝑎𝑑𝑑𝑐𝑐  

 

S1 

𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒 

 𝐒𝐒𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐟𝐟𝐟𝐟𝐂𝐂𝐟𝐟 𝐁𝐁𝐂𝐂𝐁𝐁𝐁𝐁 - 𝐑𝐑𝐂𝐂𝐂𝐂𝐋𝐋 

𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒  

  isa  

isc  

  jc  ja  

  isb  

jb  

 𝐒𝐒𝐒𝐒   

Fig.1: Schematic diagram of STATCOM based SEIG 
system. 
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⎣⎢⎢
⎢⎢⎡
ea

eb

ec ⎦⎥⎥
⎥⎥⎤ =

 VdC

3 ⎣⎢⎢
⎢⎢⎡ 2     − 1     − 1−1        2     − 1−1     − 1          2⎦⎥⎥

⎥⎥⎤
⎣⎢⎢
⎢⎢⎡
 Sa

 Sb

 Sc ⎦⎥⎥
⎥⎥⎤                            (9) 

The dynamic equations relating voltage to current of the 
STATCOM are written as: 

Usab = Rfia + LfPia +  eab − Rfib − LfPib                   (10) 

Usbc = Rfib + LfPib +  ebc − Rfic − LfPic                (11) 

When balanced, the line currents are normally related as: 

ic = −ia−ib                                                                        (12) 

According to the above equation, the time derivative of 
STATCOM currents are given by: 

Pia = {Usbc − ebc + 2(Usab − eab ) − 3Rfa}/3Lf     (13) 

Pib = {Usbc − ebc − (Usab − eab ) − 3Rfib }/3Lf       (14) 

 

 

4. CONTROL OF  STATCOM 

 

The control scheme is shown in Fig 2. To regulate the 
terminal voltage of the SEIG is based on the control of 
source currents is using a decoupled controlled strategy 
which has two control loops a active power control loops  
and a reactive power control loops(which have two 
components in phase and quadrature with ac voltage).The 
in-phase sinusoidal unit vectors(𝑢𝑢𝑡𝑡,𝑢𝑢𝑏𝑏,𝑢𝑢𝑐𝑐)are obtained 
from the three-phase AC voltages(Vsa , Vsb , Vsc )with 
respect to equivalent voltage amplitude (𝑉𝑉𝑡𝑡). Another set 
of quadrature unit vectors(wa , wb , wc)is then obtained 
from in-phase vectors (ua , ub , uc). The AC terminal 
voltage is regulated using PI controller, from the 
comparison of the vector 𝑉𝑉𝑡𝑡-réf its reference. The PI 
output is in-quadrature term 𝑑𝑑𝐷𝐷𝑞𝑞∗ corresponding to the 
reactive current to be generated by the STATCOM. 
Multiplying this term by the quadrature unit 
vectors(wa , wb , wc ), the corresponding three phase 
currents  

are then obtained. To provide self-supporting DC bus, its 
voltages sensed to be regulated with its reference value 
using another PI controller. This one provides a current 
term𝑑𝑑𝐷𝐷𝑑𝑑∗ corresponding to the active current magnitude. 
The in-phase references for the source currents 
(isad
∗ ,  isbd

∗ , iscd
∗ )are then obtained after multiplying this 

term by the in-phase unit vectors(ua , ub  and uc). (ua,ub 
and uc). Finally, from the in-phase and in-quadrature 
components, the source reference currents (isa

∗ ,  isb
∗ , isc

∗ )are 
constituted and compared with the sensed line currents 
(𝑗𝑗𝑡𝑡 , 𝑗𝑗𝑡𝑡 , 𝑗𝑗𝑡𝑡).to perform the current control of the 
STATCOM [6,10]. The equation associated with 
STATCOM are given below. 

𝐶𝐶𝑑𝑑𝑐𝑐  Quadrature component 
reference source currents 

 

Unit voltage  
template generator 

 

Quadrature voltage 
template generator 

 

uaubuc  

𝑤𝑤𝑡𝑡𝑤𝑤𝑏𝑏𝑤𝑤𝑐𝑐  

Figure 2 illustrates the proposed STATCOM control scheme based SEIG 
i  

PI 
Controller 

𝑎𝑎𝑑𝑑𝑐𝑐 _𝑟𝑟𝑒𝑒𝑓𝑓  

 

STATCOM 

𝑉𝑉𝑑𝑑𝑐𝑐  

 

PMW 
currents 

Controller 

𝑑𝑑𝐷𝐷𝑡𝑡∗𝑑𝑑𝐷𝐷𝑏𝑏∗𝑑𝑑𝐷𝐷𝑐𝑐∗  

PI 
Controller 

𝑉𝑉𝑡𝑡_𝑟𝑟𝑒𝑒𝑓𝑓  

In- Phase            
component reference 

source currents 

 

Vt = ��2

3
� (Vsa

2 + Vsb
2 +Vsc

2 )�1/2

 𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽 

  ja  jb  jc  
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The voltage amplitude Vt or SEIG terminal voltage is 
obtained from (𝑉𝑉𝐷𝐷𝑡𝑡, 𝑉𝑉𝐷𝐷𝑏𝑏, 𝑉𝑉𝐷𝐷𝑐𝑐) by: 

Vt = �(2

3
)(Vsa

2 + Vsb
2 +Vsc

2 )�1/2

                               (15) 

The in-phase unit vectors are derived as, 

ua =
Vsa

Vt

 ;          ub =
Vsb

Vt

 ;         uc =
Vsc

Vt

                      (16) 

The quadrature unit vectors from these in-phase vectors 
are, 

⎣⎢⎢
⎢⎢⎡
wa

wb

wc ⎦⎥⎥
⎥⎥⎤ =  

⎣⎢⎢
⎢⎢⎢
⎢⎢⎢
⎡ 0     

−1√3

1√3√3

2

1

2√3

−1

2√3−√3

2

1

2√3

−1

2√3⎦⎥⎥
⎥⎥⎥
⎥⎥⎥
⎤

⎣⎢⎢
⎢⎢⎡
ua

ub

uc ⎦⎥⎥
⎥⎥⎤                            (17) 

 

In-phase components of the source reference currents are 
given as: 

isad
∗ = 𝑑𝑑sd

∗ ∗ ua ;    isbd
∗ = isd

∗ ∗ ub iscd
∗ = Isd

∗ ∗ uc   (18) 

In-quadrature components of the source reference 
currents are given as: 

Isaq
∗ = Isq

∗ ∗ wa  ;    Isbq
∗ = Isq

∗ ∗ wb ;   Iscq
∗  = Isq

∗ ∗ wc   (19) 

Finally,Reference compensating current of STATCOM is 
the sum of In-phase  current & In-quadrature current, 
which can be expressed as: 

� isa
∗ = isad

∗ + isaq
∗

isb
∗ = isbd

∗ + 𝑑𝑑sbq
∗

isc
∗ = iscd

∗ + iscq
∗ � (20) 

The switching functions(𝐷𝐷𝑡𝑡 , 𝐷𝐷𝑏𝑏 , 𝐷𝐷𝑐𝑐)to the STATCOM are 
generated through hysteresis current controller from the 
currents errors: 

�iaer
∗ = isa

∗ − ja

iber
∗ = isb

∗ − jb

icer
∗ = isc

∗ − jc

� (21) 

5. SIMULATION RESULTS AND DISCUSSION 

The studied system has been implemented with different 
operating conditions in the MATLAB/SIMULINK 
environment. The system is subjected to two different 
types of tests (Effect of balanced and unbalanced load, 
effectof speed variation) 

 

a. Step change in load: 

In this step, The generator is initially driven at a  speed 
Ω= 750 (rad/s). In the simulation, the performance of the 
system is tested under two types of load change resistive 
load and an inductive load. 

Effect of balanced load 

For this test, the load is fixed constant with its resistance 
at 120 Ω, and changed to 180Ω at t= 3s.  a the other  step  
of changing   inductive  load a 50mH introduced at t = 6 
s. 

 

a) 

 

b) 

Figure.3: Output voltage generator. 

Fig.3 at shows the output voltage of system without 
STATCOM. The voltage changes with the change of state 
of charge; this result ensures the sensitivity of the 
generated phase voltage to the load variations. This is 
controlled by STATCOM. This is mainly due to the 
demagnetization of the machine and the lack of reactive 
energy necessary on the one hand for the magnetization 
of the machine and on the other hand, for the supply of 
the load, in particular the inductive one that is consuming 
the reactive energy. 

As shown in Fig. 3 b Waveforms of generator terminal 
voltage with STATCOM. The voltage is controlled 

Insertion of the 
résistive  load 

Insertion of the 
inductive  load 
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perfectly and returns to its rated value after to load 
change. 

In Figures 4 and 5, the SEIG voltage magnitude𝑉𝑉𝑡𝑡 is 
compared to its reference 𝑉𝑉𝑡𝑡_𝑟𝑟𝑒𝑒𝑓𝑓, the DC bus voltage 𝑉𝑉𝑑𝑑𝑐𝑐 compared to its reference value 𝑉𝑉𝑑𝑑𝑐𝑐_𝑟𝑟𝑒𝑒𝑓𝑓 are 
respectively represented.  

Figure 4. AC Voltage magnitude. 

Figure 5. Vdc waveform. 

The voltage of the DC bus is kept constant around 700 V, 
but for the magnitude of terminal voltage, we can observe 
an overshoot at startup of about 4% at t=3s.  

 
Effect of load unbalance  
In this section the system performance is evaluated 
by subjecting it to loadunbalance as: 
 
 

 Phase a: Ra = 120Ω and La=30mH.  
 Phase b:Rb = 140Ω and Lb=40mH.  
 Phase c : Rc=180Ω  and Lc=50mH. 

 
 

Figures 6 and 7 show a perfect reference tracking for 
SEIG stator and STATCOM DC-bus voltages, and 
therefore, these voltages are almost insensitive to load 
unbalance. Moreover rapid response is observed in case 
of perturbation. 

 
 
 
 
 
. 

 
 

 

 

Figure 6. AC Voltage magnitude. 

Figure 7. DC bus voltage. 

a. Effect of speed variation :  

In this part the speed and the  load are varied at the same 
time. The speed profile is shown in figure 8. the 
variations of the load are similar to that of first test 
(balanced load). 

 

 

Figure 8. waveform of Generator speed. 
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Figure 9. DC bus voltage. 
 

 
Figure 10. Ac Voltage magnitude. 

 
Figures 9–10 show the waveforms of DC-bus 
voltages and the AC Voltage magnitude; It can be 
seen that the DC-bus voltage is well regulated and 
totally insensitive loadand speed change. Slightly 
sensitive to load change, the AC voltage is also 
correctly regulated. 
 

6. CONCLUSION 

This communication presents a proposal for voltage 
regulation for a Self-Excited Induction Generator (SEIG), 
and therefore to improve the performances of wind 
energy conversion systems in remote areas. The voltage 
profile is maintained constant and being controlled by a 
simple PI controller. All with different load conditions 
(changes and unbalance). The simulation results indicate 
that the controller proves its robustness by maintaining 
always SEIG voltage at the desired value.It appears that 
under steady-state condition, following each perturbation, 
the terminal voltage is maintained at normalized values. 
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Abstract— The purpose of this article is to study the thermal 

modeling of an integrated circular inductor using separation of 

variables method. We have presented an analytical solution of 

a problem of transient heat conduction in a one-dimensional 

three-layer composite slab in a contact perfect at the interfaces. 

In the solution of transient heat conduction problems 

expansion technique, the contribution of nonhomogeneous 

terms of the boundary conditions in the solution generally 

gives rise to convergence difficulties when the solution is 

evaluated near the boundary. Therefore, whenever possible, it 

is desirable to transform the nonhomogeneous boundary 

conditions into homogeneous ones. The Green's function 

approach is used for solving the nonhomogeneous problem 

with energy generation in a plate. Finely, we treat the thermal 

phenomena in an inductor using the finite element method.  

I. INTRODUCTION  

The integration of passive components has grown up 
considerably in the recent decades with the electronics 
industry’s application. In this domain of the embedded 
electronics, reduced size, volume and high temperature 
functionality is an industrial and scientific challenge. The 
purpose of this paper is a thermal modeling of an integrated 
circular planar inductor. A mathematical formulation of one 
dimensional transient heat conduction in a inductor in a 
contact perfect at the interfaces using method of separation-
of-variables is presented [1]. We determine the evolution of 
the temperature as a function of time and position. The 
transformation of the problem with nonhomogeneous 
boundary condition into the one with homogeneous 
boundary condition is described. The use of Green's 
function is a very convenient approach for solving 
nonhomogeneous problems of transient heat conduction 
with energy generation in a composite medium [2,5]. 

II. PROPERTIES OF THE  INTEGRATED CIRCULAL INDUCTOR  

The geometry parameters [6] characterizing the 
integrated inductor    (Fig. 1) are the number of turns n, the 
width of the conductor w, thickness of the conductor t, the 
spacing between conductor s, length of the conductor l, the 
outer diameter dout and input diameter d in. 

 
 

Figure 1. Geometry of integrated circular spiral inductor  

Table 1 presents the geometry parameters of the integrated 
inductor. 

Table 1  Design results of the spiral inductor 

Parameter Value 

Inductance, L (µH) 0.5 
Output diameter, dout  (mm) 3 
Input diameter, d in (mm) 0.9 

Number of turns, n  2 
Thickness of the conductor, t (µm) 40 

Width of the conductor, w (µm) 280 
Spacing between conductor, s (µm) 245 

Length of the conductor, l (mm) 15.9 
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The equivalent electrical model of the integrated 
inductor [7] is shown in Fig. 2. 

 

 
 

Figure 2. Equivalent electrical model 

                                                                          
 

Table 2 presents electrical parameters of the integrated 
inductor. 

 
Table 2  Electricals parameters of the integrated circular spiral inductor 

Electricals parameters Values 

)(ΩsR  0.0241 

)(ΩsubR  0.002 

)( pFCs  0.023  

)( pFCox  15.37  

)( pFCsub   2.03  

 

III. MATHEMATICAL EQUATIONS IN A CIRCULAR INDUCTOR 

Consider a composite slab consisting of three parallel 
layers as shown in figure 3. 

 
Figure 3. Sectional view of integrated circular spiral inductor 

 Let 1k  , 2k and 3k  be thermal conductivities for the 

first layer in 10 Lx ≤≤ , second in 21 LxL ≤≤  and third 

in 32 LxL ≤≤ , respectively.  1α  , 2α and 3α be the 

thermal diffusivities. Initially (t=0) the three layers has a 
specific, uniform temperature 0T . The boundary surface at 

0=x is kept at temperature 0T and the boundary 

at 321 LLLx ++= , dissipate heat by convection with h 

constant. We assume that perfect thermal contact conditions 
are satisfied. We assume also that the thermal conductivity 
and the thermal diffusivity are temperature independent and 
uniform within each layer. We consider the transient heat 
conduction problem with energy generation q . 

The temperatures distributions )(),( 21 xTxT and )(3 xT  in the 

first, second and third plate respectively, is governed by the 
following heat conduction equations (1).  
This equations has nonhomogeneous boundary conditions at 
the outer surfaces. In order to transform this time-dependent 
problem into a one with homogeneous boundary conditions. 

t

T

k

q

x

T

∂
∂

=+
∂
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2
2

2 1

α
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t

T

k

q

x

T

∂
∂

=+
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∂ 3

33
2
3

2 1

α
 

For solve this equation, we can determinate the solution 
analytical for homogeneous problem ),( txiθ , and the 

solution of steady-state problem )(xTs [8,12]. Green's 

function approach is used to generalize the analysis to the 
solution of transient heat conduction nonhomogeneous 
problems involving energy generation. The solution is 
determined from (2) 

)(),(),( xTtxtxT sii += θ                        (2)                              

The temperature boundary conditions are determined from 
(3). Where ),( txiθ , is the temperature of the layer i. For 

i=1,2,3. 
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h represent the convective heat transfer coefficient. The 
initial condition is (4) 

0i ),( Ttx =θ                                            (4)                            

For obtain the analytic solution of each layer, we use the 
solution by separation of variables (5)  

 )().(),( iii xttx ΨΓ=θ
                           (5)                          

Where iΓ and iΨ are unknown functions (6) (7) 

  
i

2tne β−=Γ                                             (6)                           
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While applying the boundary conditions, we have to 
solve the following system (9), (10) 
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We have now the following system (11) 
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Which contains six equations with seven unknown 
coefficients: A1n , B1n , A2n , B2n , A3n , B3n and βn. The 
solution of this system (11) consists to take A1n = 1, and to 
determine the others coefficients. Thus, the system of 
equations to solve is now (12) 
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To determine A2n , A3n , B2n and B3n , we will take four 
equations. We will have to solve the following system (13)
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In order to know the βn arguments, we must cancel the 
determinant of the equation (11), which cannot be solved 
analytically. For that, we have used the numerical method, 
namely, bisection method, in order to calculate βn . By 
knowing the βn , we can easy deduce the coefficients A in 
and B in. 
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We determinate ),( tyiθ with equation (15) 
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The temperature distribution (15) must satisfy the initial 
condition (16).   
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Where, M is the number of layer (M=3).   
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The Nn and Cn expressions are defined, respectively, as 
follows (19), (20) 
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Finally, the temperature expression is now (21) 
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We replace inΨ by its expression, we will have (22) 
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The solution of a homogeneous transient heat conduction 
problem presented by this equation (23) 
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The solution of the steady-state )(xTs is determined from 

(26). The one-dimensional steady-state heat conduction 
problem with no heat generation can be solved by the 
separation of variables if only one of the boundary 
conditions is nonhomogeneous. If the problem involves 
more than one nonhomogeneous boundary condition, it can 
be split up into a set of simpler problems each containing 
only one nonhomogeneous boundary condition. 

00 ).().()( TxTxxT iis Ψ+= φ                  (26)                         

)(xiφ  satisfy the steady-state heat conduction problem, with 

no heat generation, but with one non-homogeneous 
boundary condition given as (27), (28) 
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Subject to the boundary condition (29) 
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The functions )(xiΨ satisfy the steady-state heat conduction 

problem, with no heat generation, but with one non-
homogeneous boundary condition given as (30), (31) 
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Subject to the boundary condition (32) 
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The Green's function appropriate for the solution of the 
nonhomogeneous heat conduction problem with heat 

generation [16]. Green's function is given by
 

),',( τxtxGij  

(33).  
 

∑
∫

∫∫
=

==

+

+













+

=
M

j
x

x j

j
ij

tx

x
ij

i

dxq
k

xtxGx

ddxTxtxGx

txT
i

j

j

j

1

0
0

0

'),',('

.'),','

),(
1

1

α
τ

ττ
ττ

             

(33)

                                                                 

 

Where the composite medium Green's function 
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is defined as (34) 
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where )(xinψ  and )(xjnψ are the eigenfunctions, the nβ  

values are the eigenvalues. 0),',( =ττxtxGij is the composite 

medium Green's function evaluated at 0=τ , and 

),',( τxtxGij  is the composite medium Green's function. 

The homogeneous problem defined by:  

∑ ∑∫
=

∞

=

−
+












=

M

j

ijn

n

in
j

j

n

xj

x

i dxxFxx
k

N
extx

t
m

j
1 1

1

)'()'()(
1

'),(
)(2

ψψ
α

θ β

  

(35)

                                                        

 

)'()(
1

),',(
1

0

)(2

xx
k

N
extxG jn

n
in

j

j

n
ij

t
m ψψ

α
τ β

τ ∑
∞

=

−
=

=
       

(36)

                                                                    

 

4. Results and discussion  

The temperatures distributions obtained from the 
analytic expressions are represented in the figures 4, 5 and 
6, for the third plates, respectively. Note that the first, 
second and second plates are composed by the Copper (Cu), 
Silicon dioxide (SiO2) and Ferrite (NiFe). We can see from 
these figures, that the temperature ),(1 txT  increases from 

25°C to 41.2°C. The temperature ),(2 txT  decreases from 

41.2°C to 38.9°C. After, the temperature ),(3 txT  decreases 

at 25°C. 
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Figure 4. Temperature at the Copper, x = 40  
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Figure 5. Temperature at the Silicon dioxide, x = 10  
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Figure 6.  Temperature at the Ferrite, x = 75  

In Fig. 7, we observe the temperature distribution in the 
inductor on substrate. We see from these figures that the 
temperature is about 31 °C. Our results were compared with 
analytical solution [13]. We notice the same evolutions 
therefore quite acceptable and in very good agreement. 
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Figure 7. Temperature distribution in the inductor on substrate 
 

VIII. CONCLUSION 

In this paper we addressed the problem of thermal 
modeling of an integrated circular. An analytical solution to 
the transient heat conduction in a plate with multi-layer is 
presented using method of separation-of-variables that 
allowed us to determine the temperature evolution. The 
homogeneous problems are readily handled with this 
method. We describe the splitting up of a nonhomogeneous 
problem into a set of simpler problems that can be solved. 
The problem of the time dependent heat conduction for a 
multrilayer composite medium with heat generation and 
nonhomogeneous outer boundary conditions can be 
transformed into a problem with heat generation but 
homogeneous boundary conditions.Green's function 
formalism provides an efficient, straightforward approach 
for developing exact analytic solutions to a broad class of 
transient heat conduction nonhomogeneous problems with 
energy generation. 

For a good visualization of thermal behavior in our 
component, we have presented the temperature distribution 
in our inductor, based on the finite element method. 
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Abstract—Interest in on-chip transformer has surged for the 

capability of impedance conversion and low loss while occupying 

reduced silicon area. Transformers have been used as inter-stage 

connection in the power amplifier, as low-loss devices in the ASK 

modulator, as feedback elements in the low-noise amplifier 

…etc.The modeling of planar transformer for very high 

frequencies is the subject of this paper. Square, polygonal and 

circular shapes of the planar windings are the important 

difference regarding transformer topologies. In this work, 

comparison was restricted to a square and an octagonal shape of 

the windings. In this study, we opted for calculation method 

developed by Wheeler to evaluate the inductance of different 

planar geometrical shapes of transformer windings. Besides, we 

determined the geometrical parameters of the transformer and 

from its π-electrical model; we highlighted all parasitic effects 

generated by stacking of different material layers. By using the S-

parameters, we calculated the technological parameters. The 

important characteristics of a transformer are its inductances 

values and its parasitic capacitances and resistances, which 

determine its Q factor and self-resonant frequency. Furthermore, 

we carried out the electromagnetic simulation using COMSOL 

Multiphysics 4.3 software to show current density and 

electromagnetic field in the windings of the transformer for high 

frequencies. 

Keywords— Integration;transformer; on-chip; planar; RF. 

I. INTRODUCTION 

It is well known that the integrated circuit (IC), since its 
introduction in 1958, has affected nearly all parts of 
contemporary life. The major application of integrated circuits 
is in microprocessor design. When digital circuitry became 
relatively small, the next logical step was to move the analog 
part onto the on-chip domain [1]. The decreased size and 
increased operational frequency caused off-chip passive 
devices to be the major obstacle in the way to reducing the 
overall system size. The common sense solution is to move the 
passive components, like capacitors, inductors, and 
transformers, from the board to the chip realm. The first 
implementation of monolithic inductors on silicon substrates 
for mixed-signal radio-frequency ICs circuits was achieved [2-
4], making the use of integrated passive components practical 
A few years later, advantages of using monolithic transformers 
in the design of low-voltage silicon bipolar receivers were 
demonstrated by [5],[6]. In recent years, monolithic 
transformers have been successfully implemented in RFIC 

designs. At the time of this writing, monolithic transformers 
fabricated on silicon substrates areused in silicon RFICs 
enabling the implementation of high frequency circuits such as 
low noise amplifiers, voltage-controlled oscillators, and 
mixers. Because of the wide application of transformers in RF 
systems circuits, modelling for transformers has become more 
and more essential.   
 

II. WINDINGS MODELING OF AN INDUCTIVE 
DEVICE 

A transformercan be considered a device, whose operation is 
based on mutual inductive coupling between two inductors. 
Fig. 1 shows a schematic diagram of an ideal transformer. 

 
Fig. 1. Schematic diagram of a transformer 

In high frequencies (from 100 MHz), inter-winding capacitive 
couplings can no longer be neglected. The behavior of the 
inductor can be represented by an ideal inductance L in series 
with a resistance Rs and in parallel with an ideal capacitance 
Cs for the global taking into account of the capacitive coupling 
between turns (Fig. 2). 

 
Fig.2. Model of a high frequency inductor 

Nguyen and Meyer [7] were the first to propose a simple 
model in ‘‘π’’ to describe the behavior of an integrated planar 
inductor on silicon (Fig.3), Ashby and al [8] developed an 
improved model. Whereas, the parameters of the model need 
to be adjusted from the experimental data. Then, Yue and 
Yong [9] present a similar model (Fig. 4.a), but with more 
appropriate parameters for the geometry of the inductance. 
The electrical diagram of a planar spiral inductor is derived 
from its cross-section (Fig. 4.b). In this case, the capacitance 
Cs makes it possible to take into account the capacitive 
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couplings betweenthe turns. Capacitance Cox represent the 
coupling between the conductor and the substrate. 

 
Fig. 3. Model in π developed by Nguyen etMeyer [7] 

 
 

(a)   (b) 
Fig.4. Planar inductor developed by Yue and Yong[9]: (a) Cross-section, (b) 

Model in π. 

When a magnetic material layer is placed above or below the 
inductance, the model becomes very complicated because of 
the interactions between the stacking layers constituting the 
inductor (winding-magneticmaterial-substrate). The first 
equivalent scheme (Fig. 5) was proposed by Yamaguchi and 
al. [10-14]. 

 
Fig. 5.  π electrical model of a ferromagnetic inductor [10][11]. 

The work proposed by [15] shows the integrated transformer, 
which is composed of two planar windings of spiral square 
form. The two copper windings are deposited on a layer of 
ferrite magnetic material (NiZn), isolated therefrom by an 
insulating layer of silicon dioxide (SiO2). The three layers 
aredeposited on asilicon layer (Si) which serves as a substrate. 
A silicon dioxide layer of (SiO2) which ensures the magnetic 
coupling separates the two stacks. The combination of the 
equivalent electrical circuits of two windings form the 
equivalent electrical circuit of transformer (Fig.6).  

 
Fig. 6. Equivalent electrical circuit of integrated planar transformer [15] 

In this work, we present the model of a transformer whose 
windings are of octagonal planar shape (Fig.7.a). The 
transformer is composed of two octagonal winding 
superimposed on a ferrite layer and isolated by a dioxide layer 
of silicon dioxide, all the layers of the different materials are 
superimposed on a layer of silicon, which serves as a 
substrate, this transformer operates at a high frequency of the 
order of 100 MHz. The (Fig.7.b) presents the equivalent 
electrical circuit of the octagonal transformer. 

 
(a)     

 
(b) 

Fig. 7. Integrated planar octagonal transformer: (a) cross section, (b) 
equivalent electrical circuit 
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III. ELECTRICAL PARAMETERS CALCULATION  

The equivalent circuit of Fig. 4 contains for the two windings 
the inductances Lp and Ls, serial resistances Rp and Rs, oxide 
capacitances Coxp, Coxs, magnetic layer resistances Rmagp, 
Rmags, silicon substrate resistances Rsubp, Rsubs, silicon 
substrate capacitance Csubp, Csubs, coupling capacitance Ck 
between the two windings. 
The analytical expressions of different elements are: 
• Serial resistanceof the two windings 

Rp = ρcu .
ltp

wp .t
= 0.74 Ω                    (1) 

Rs = ρcu .
lts

ws .t
= 0.045 Ω                  (2) 

ρCu= 1.7 .10−8 Ω.m 
• Resistance of the magnetic layer, 

Rmagp = 2. ρNiZn  .
eNiZn

wp .ltp
=3.6 kΩ                   (3) 

      Rmags = 2. ρNiZn  .
eNiZn

ws .lts
= 2.06 kΩ       (4) 

ρNiZn= 103Ω.m 
• Resistances associated to the silicon substrate  

Rsubp = 2. ρSi  .
eSi

wp .ltp
=2.15 kΩ                         (5) 

     Rsubs = 2. ρSi  .
eSi

ws .lts
= 1.22 kΩ                         (6) 

ρSi= 18.5 Ω.m 
• Oxide capacitance  

Coxp =
1

2
. ε0εrox .

wp .ltp

tox
= 2.97 pF                     (7) 

Coxp =
1

2
. ε0εrox .

ws .lts

tox
= 5.2 pF                       (8) 

εrox= 3.9 
• Capacitance associated to the silicon substrate, 

Csubp =
1

2
. ε0εrSi .

wp .ltp

esi
=0.89 pF                    (9) 

  Csubs =
1

2
. ε0εrSi .

ws .lts

esi
= 1.57 pF                    (10) 

εrSi= 11.8 
• Coupling capacitance Between the two windings 

Ck = ε0εr air .
dout

2

tox
= 0.34 fF       (11) 

εr air = 1 
In this work, we let the same values of the different geometric 
parameters (primary and secondary thickness tp, ts;width wp, 
ws;spacingsp,ss and total length ltp, lts)calculated by [15]; we 
change the square form into an octagonal form.  
In the expressions 1 to 11, we notice that all the values of the 
capacities are very weak; oxide capacities serve to avoid 
current infiltration into the magnetic core and into the 
substrate; inter-turns and coupling capacities avoid short-
circuits between windings. Concerning the resistances, we see 
that the values of the resistances of magnetic core and the 
substrate are very high because they serve to limit the induced 
current by capacitive effect. However, the values of the series 
resistances of the windings are very weak to minimize the 
losses by Joule effects and facilitate the circulation of the 
current in the windings. 

IV. CALCULATION OF THE INDUCTANCES VALUES 

The windings of the transformer are planar and the inductance 
value of each one depend of the inner and outer diameters d in 
and dout and their average davg (expression 12) 

davg = (dout + d in)/2                          (12) 
The method of calculation developed by Wheeler allows an 
evaluation of the inductance of hexagonal, octagonal or square 

coil, realized in a discrete way [16]. A simplification can be 
made when one transposes in the integrated planar case [17]. 
The inductance Lmwgiven by Wheeler method is represented 
by (expression 13),  

Lmw =  k1μ0

n2davg

1+k2Am
                 (13) 

Am: the form factor (expression 14), 

Am =
dout −din

dout +din
                               (14) 

The coefficients k1 and k2 depend on the geometrical form 
used. The values of these coefficients are given in Table 1. 

TABLE I. Values of coefficients k1 and k2 used in Wheeler method 
 

Form k1 k2 

Square 2.34 2.75 
Hexagonal 2.33 3.82 
octagonal 2.25 3.55 

According to the form factor Am, it is possible to obtain so 
called “hollow” or “full” inductors (dout>>d in). Thus, a “full” 
inductor has a lower inductance than a “hollow” one because 
the turns located near the center of the spiral contribute to 
decrease the mutual positive inductances and increase the 
mutual negative inductances [18].  
We have opted for an outer diameter of 2000 µm and a width 
of 50 µm. The shape of the windings is an important 
distinction regarding transformer topologies. Circular,square 
and polygonal spirals have already been reported to constitute 
inductors and transformers. In this study, comparison was 
hence restricted to a square (Fig. 8.a) and an octagonal 
transformer (Fig.8.b) and angles are limited to multiples of 45 
degrees. 

 
(a)  (b) 

Fig. 8. (a) Square and (b) octagonal topologies. 
 

V. S-PARAMETERS CONCEPT   

From the localized modelwe can easily obtainthe scattering 
parameters of the transformer. The S-parameters of Fig. 7.b 
are calculated as follows [19]: 
a) We calculate the ABCD matrices for each block. �A B

C D
�α = � 1 0

1

1

jωC oxp
+Rmagp +

R subp

1+jωR subp C subp

1�(15) �A B

C D
�β =

�1 Rsp

0 1
� (16) 

�A B

C D
�γ = −� Lp

M
jω�Lp .Ls

M
− M�

1

jωM

Ls

M

�(17) 

�A B

C D
�δ = �1 Rss

0 1
�(18) 

�A B

C D
�ε = � 1 0

1

1

jωC oxs
+Rmags +

R subs
1+jωR subs C subs

1�(19) 

�A B

C D
�φ = �1 1

jωCk

0 1
�(20) 

Where  M = k.�Lp . Ls (21) 
b) We can combine the blocks α, β, γ, δ, ε, φ in cascade: 
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 �A B

C D
�

I
= �A B

C D
�α . �A B

C D
�β . �A B

C D
�γ . �A B

C D
�δ . �A B

C D
�ε . �A B

C D
�φ(22) 

 
c) We can combine the large intermediate block I with block φ 
in parallel. The final ABCD matrix of the entire transformer F 
is given below: 
 �A B

C D
�

F

=
1

B I +Bφ . � AIBφ + AφBI BI . Bφ�CI + Cφ�. �Bφ + BI� + �DI − Dφ�. �Aφ − AI� DφBI + DIBφ�(23) 

 
d) We can convert the A, B, C, D parameters to S-parameters 
as follows: 

S11 =
AF +

B F

Z0
−CF .Z0−DF

AF +
B F

Z0
+CF .Z0+DF

             S12 =
2.(AF .DF−(BF .CF ))

AF +
B F

Z0
+CF .Z0+DF

           (24) 

S21 =
2

AF +
B F

Z0
+CF .Z0+DF

              S22 =
−AF +

B F

Z0
−CF .Z0+DF

AF +
B F

Z0
+CF .Z0+DF

(25) 

Z0 is the characteristic impedance of the line. We note that due 
to reciprocity, we will have AF . DF − BF . CF = 1; thus, 
S12=S21. 
From the S-parameters, we can determine the Z-parameters 
such that: 

Z11 = Z0 .
(1+S11 ).(1−S22 )+S21 .S12

(1−S11 ).(1−S22 )−S21 .S12

(26) 

Z12 = Z0 .
2.S12

(1−S11 ).(1−S22 )−S21 .S12

(27) 

Z21 = Z0 .
2.S21

(1−S11 ).(1−S22 )−S21 .S12

(28) 

Z22 = Z0 .
(1−S11 ).(1+S22 )+S21 .S12

(1−S11 ).(1−S22 )−S21 .S12

(29) 

From the Z-parameters, we can determine the primary and 
secondary inductances and resistances (expressions 30 and 
31), 

Lp =
Im (Z11 )ω                Ls =

Im (Z22 )ω                 (30) 

Rp = Re(Z11)              Rs = Re(Z22)    (31) 
 

The measurement results for square [15] and octagonal 
transformers are shown in Fig. 9. Those two transformers 
present the same diameter and the same trace width. It is 
observed that for the same diameter, square windings present a 
higher inductance value. This difference is due to the greater 
total length the square device presents. 

 
Fig.9. Measured inductances of square and octagonal transformers. 

We also observe the characteristics of inductance behavior. 
We notice that there are three distinct zones: The inductive 
behavior up to 100 MHz operating frequency, a transition zone 
in which the value of the inductances becomes negative with a 
zero crossing corresponding to the own resonant frequency of 
the inductance and finally the capacitive behavior. 

 

VI. QUALITY FACTOR 

The quality factor expresses losses of power in the windings 
of the transformer; it is defined as following [20]: 

Q = 2π.
stocked  energy

dissipate  denergy
              (32) 

For the inductor, only the stored energy in magnetic form is 
interesting. The quality factor is also proportional to the 
difference between the maximum magnetic energy and the 
energy supply, therefore the quality factor will be represented 
by the following relation [21][22]: 

Q =
ω .L

Rs

.
Rp

Rp +��ω .L

R s
�2

+1�Rs

. �1 − Rs
2�Cs +Cp �

L
−ω2L�Cs + Cp��     (33) 

In expression 33, we note that the first term corresponds to the 
simplified quality factor, the second term represents the losses 
substrate and the third expresses the self-resonance factor, ω is 
the pulsation, L is the inductance, Rs is the serial resistance, 
Cs is the serial capacitance, Rp is the coupling resistance and 
Cp the coupling capacitance. Rp and Cpare related to the 
resistance of the substrate RSi, the capacitance of the substrate 
Csi and the oxide capacitance Cox by the following expressions 
34 and 35: 
 

Rp =
1ω2Cox
2  Rsi

+
Rsi �Cox +Cp �2

Cox
2 (34) 

Cp = Cox
1+ω2(Cox +Csi ) Csi  Rsi

2

1+ω2(Cox +Csi )2Rsi
2          (35) 

 
The following expressions determine thequality factors of 
primary and secondary windings; 
 

Qp =
Im (Z11 )

Re (Z11 )
            Qs =

Im (Z22 )

Re (Z22 )
                  (36) 

 
The measurement results of quality factors of secondary 
square [15] and octagonal windings are shown in Fig. 10. The 
two components present the same diameter and the same trace 
width. We note that octagonal transformers have lightly better 
qualityfactor. This means that the reduction of this topology 
brings to the resistance and capacitance of the windings is 
proportionally more substantial than the reduction on the 
inductance.  

 
Fig.10.Quality factors of square and octagonal transformers. 

We also note that the quality factor increases with the 
frequency until reaching a maximum value which corresponds 
to the losses. The first part of the curve corresponds to the 
zone where the windings have an inductive behavior. Beyond 
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this frequency, the quality factor decreases to zero at an 
operating point corresponding to the resonant frequency. 

 

VII. FEED LINES POSITION   

As the stacked topology is adopted, the relative position 
between primary and secondary is also considered in terms of 
the location of their respective leads. One approach is to have 
the secondary completely covered by theprimary, so that their 
feed lines overlap (Fig.11.a). Another flipped transformer 
possibility consists in a 180-degree rotation of one of the 
windings (Fig.11.b). This configuration results in an 
uncovered zone of the windings, which tends to weaken their 
coupling. The choice between these structures should be made 
not only in function of their performance but also considering 
which one is better suited to the layout of a specific circuit. 

 

 
 

(a)   (b) 
Fig.11. (a) Non-flipped and (b) flipped transformer topologies. 

The measurement results for transformers with those two 
topologiesare presented in Fig. 12. The obtained curves show 
a significant reduction of the resonant frequency of the 
transformer when the flipped topology is adopted. Since low 
frequency, self-inductances remain unchanged and magnetic 
coupling is weakened, this reduction results mostly from the 
augmented oxide and substrate capacitance that this 
topologypresents. Even though magnetic coupling is 
significantly lower, global coupling including capacitive 
effects presents similar results beyond 100 MHz. It is also 
noticed that the flipped transformerdemonstrates a lower 
minimum insertion loss for frequencies greater than 100 
MHz,however the non-flipped transformer presents a proper 
performance for a wider band. 

 
Fig.12.Flipped and non-flipped inductances. 

VIII. 3D SIMULATION OF THE ELECTROMAGNETIC EFFECTS  

In this section, we present 3D simulation of electromagnetic 
effects on the transformers at 100 MHz using software 

COMSOL Multiphysics 4.3 which is basedon finite elements 
method. 

 
Fig. 13.Volume delimited by the skin effect δin a conductor 

In the conductor, the current density whose section is 
rectangular (Fig. 13), is expressed by the following 
expressions [23], 

j(x) = j0 . e
−i�xδ�. e

−�xδ� (37) 

 ‖j(x)‖ = j0 . e
−�xδ�                        (38) 

The average value of the current density is given by: 

jmoy = j0.
�e−� t

2δ�+1�
2

                   (39) 

The current flowing in the winding of the transformer that we 
want to integrate is a function of the cross section of the 
conductor Sc and the current density jmoy. It is given by the 
following expression: 

ip = Sc . jmoy                        (40) 
The section Sc of the turn of the transformer is rectangular; it 
is given by the following expression:  

Sc = w. t                           (41) 
Skin effect is patent for the considered conductors. Fig. 14 
shows the electromagnetic simulation of the current density on 
the two transformers at 100 MHz. It is clearly noticed how, 
even for the 4μm width of transformer, current is mostly 
concentrated on the edges of the conductors. This effect 
contributes to limiting the attainable insertion losses. 

 
 

Fig.14. Simulated current density at 100 MHz with different widths 

In Fig. 15, we observe 3D mesh of octagonal integrated 
transformer alone and with the different layers. 

 

 
 (a)   (b) 
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Fig. 15. 3D mesh transformer: (a) Octagonal windings geometry, (b) Global 
structure 

Fig. 16 shows the distribution of magnetic field in transformer 
composed of two octagonal windings of copper, deposited on 
ferrite NiZn magnetic layer and isolated by a dioxide layer, all 
these layers are deposited on a silicon substrate.  
 

 

 

 

 
 

Fig. 16. Distribution of magnetic field in the transformer. 

IX. CONCLUSION 

This paper present the design of RF transformer. The first 
considered parameter was the direction in which coupling 
between windings takes place. It was shown that a vertical 
coupling is more advantageous, as it provides distinctively 
better coupling coefficients and minimum insertion loss. 
Concerning the shape of windings, octagonal transformers 
were shown to present higher quality factors than their square 
counterparts. Moreover, the effect of the position of the feed 
lines of the two windings was investigated. It was shown that 
while flipped transformers can achieve lower losses, the non-

flipped topology allows a stronger magnetic coupling and a 
more wideband behavior. The conclusion drawn in this paper 
constitute an important base to allow the definition of the best-
suited topologies for application in specific integrated circuits. 
Moreover, the results obtained throughout this paper were 
taken into account in order to guide the development of an 
electric model for RF transformers. 
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Abstract—In this research report, our goal is to study and 

control a new reduced-switch converter structure called the 

three phase input-six phase output indirect matrix converter 

(IMC) using a Bi-directional current-source rectifier (CSR) 

and dual-output inverter (nine switch inverter). This converter 

is controlled by space vector modulation (SVM) and will be 

dedicated to supply dual three-phase load. The results of 

simulation of the dynamic behavior obtained make it possible 

to validate the structure. 

Key words— Indirect Matrix Converter (IMC), Current Source 

rectifier (CSR), Space Vector Modulation (SVM). 

I. INTRODUCTION 

Many industrial applications require new converter 
topologies to power its loads, for this several independent 
converters are usually required and developed towards small, 
high reliability and low cost trends. Recently, a new 
topology with reduced active components, named the nine 
switch inverter has been developed [1-6].  

The control of dual three-phase load is traditionally done 
by two three-phase back-to-back inverters controlled by 
space vector modulation (SVM). With the progress of power 
electronics, other converter structures are appearing and 
moving towards increasingly smaller topologies like the five-
arm inverter and nine switch inverter [7]. 

The control of the amplitude, the frequency and the 
absence of intermediate storage element, add to this the 
possibility to control the power factor at the input of the 
converter are the mean advantages of the indirect matrix 
converter (IMC) [8-10], for all these we purpose to study and 
control the three phase input-six phase output indirect matrix 
converter which is AC-AC converter and based on two 
stages a current source rectifier (CSR) at the input of the 
converter as the one used in the conventional IMC  and in the 
other hand the stage of the inverter based on nine switch 
inverter at the output to supply dual three phase load. So to 
obtain this we began by modeling this converter in order to 
study it then we develop a control strategy based on SVM to 
control it. To validate this structure, we present the 
simulation results of the dynamic behavior of the converter.  

II. MODELING AND CONTROL OF THE INDIRECT 

MATRIX CONVERTER WITH NINE SWITCHES 

A.  Presentation of the converter with nine switches 

Indirect Matrix Converters (CMIs) are AC-AC 
converters. They comprise two stages such as a rectifier 
stage and a stage of the inverter without intermediate circuit. 

As shown in Figure (1) and contrary to the conventional 
topology, the structure of the nine-switch converter has three 
arms, each arm of which consists of three switches as shown 
in the figure where the upper converter (q1, q2, q3, qa, qb and 
qc), and the lower converter (qa, qb, qc, q4, q5, q6,) are 
integrated by sharing three switches (qa, qb, qc). So, we can 
say that it is a fusion of two three-phase inverters reduced by 
three switches.  

The switches that make up the nine-switch converter are 
of the IGBT type, this choice was made to overcome 
switching losses as well as for quick use. 

 

 

Figure 1.  Power diagram of the IMC based on nine-switch converter 
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B. Modeling of the converter with nine switches 

In this section, we will present the steps to follow for the 
modeling of this converter. In order to simplify the 
reasoning, we assume: 

 The switches is supposed to be perfect 

 The voltage drop across the semiconductors is 
negligible compared to the supply voltage. 

a) For rectifier  

The equations of the output voltages as a function of the 
input voltages for the rectifier stage and the inverter with 
nine switches are given by the following equations: 

 

b) For inverter  

To fully understand its operating principle, a suitable 
mathematical model must be presented for this converter. 

Using the compound voltages we obtain the system of 
equation which translates the operation of the converter 
(opening and closing of the switches) as shown in “(2)”. 
Subsequently we will have to deduce the simple voltages 
from the expressions connecting the simple voltages to the 
compound voltages. 

 

 

 

          

     

    

 

 

 

      

 

       

The expressions of the simple voltages as a function of 
the compound voltages are given by: 

 

C. Modeling for control  

The space vector modulation consists of synthesizing the 
output voltages of the input voltages and the input currents of 
the output currents and separating between the control of the 
input currents and the control of the output voltages, thus the 
IMC can be represented by an equivalent circuit that includes 
a rectifier at the input and an inverter at the output but 
without any intermediate circuit for storing energy (Fig.1). 

a) Control of the rectifier stage 

The rectifier stage not only produces the DC bus voltage 
at the inverter stage, but it must also maintain the sinusoidal 
input currents with the possibility of controlling the power 
factor. 

The switches can have nine combinations and this to 
avoid the open circuit and these nine combinations are 
divided into six active vectors of the input current and three 
null vectors (Fig.2). 

The output voltage Udc = Vp-Vn of the rectifier is found 
from the input voltages (Va, Vb, Vc) “(1)”, and the input 
currents (Ia, Ib, Ic) from the current fictitious. 

 

The rectifier switches (Sap, Sbp, Scp, San, Sbn, Scn) may 
have only six possible combinations to avoid the open 
circuit, these six combinations are divided into six active 
vectors I1 to I6 (Fig.2.a).  

The bidirectional switches of the rectifier are controlled 
so that the input lines must never be short-circuited. 
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During a switching period Tc, is synthesized from the 
adjacent active vectors Iγ and Iδ with the cyclic ratios d γ and dδ 
respectively (Fig.2.b). If the input currents are considered 
constant during a switching period Tc, the reference vector is 
expressed as follows: 

    

The computation of the cyclic ratios dγ and dδ are relative 
to the currents Iγ and dδ, are given by the following 
equations:  

 

 

Figure 2.  (a) The seven positions of the spatial vector of the input current, 
(b) The synthesis of a reference vector in a given sector 

However, the fact that the DC bus voltage can not be 
negative, three of these combinations are not usable (zero 
current vectors). As a result, the new adjusted duty cycles of 
the rectifier stage are determined by the relationship: 

 

b) Control of the Inverter stage 

The control signals of the upper switches remain 
unchanged and are obtained as in the conventional 
configuration, as for the lower signals they are also generated 
conventionally but, they are reversed by means of a logical 
operator NOT. 

The control signals of the common switches (qa, qb, qc) 
are generated by applying an XOR or NXOR logic operator 
to these derived signals by the upper switches (q1, q2, q3) and 
the lower switches (q4, q5, q6) (Fig.3). 

 

Figure 3.  Two ways to generat qa 

A combinatorial analysis of all the states (open or closed) 
of the switches of the inverter (q1, q2, q3, qa, qb, qc) allows to 
have only eight possible combinations to avoid the short 
circuit of the DC voltage fictional Vpn.  

The eight combinations are divided into six active 
vectors V1 to V6, two of which are zero V0 to V7, which 
makes it possible to calculate the corresponding output 
voltage vectors. 

Using vector modulation (SVM), the output voltage 
generated by the first six combinations is transformed into 
six spatial vectors of output voltages as shown in the 
following figure (Fig.4.a). 

 

Figure 4.  (a) The seven positions of the spatial vector of the output 
voltage, (b) The synthesis of a reference vector in a given sector 

The reference vector can be synthesized by two adjacent 
spatial vectors Vα, Vβ and the voltage vector no V0, in a 
given sector. During a switching period Tc, the output 
reference vector can be synthesized as follows (Fig.4.b): 

 

The calculation of the cyclic ratios dα, dβ and d0 are given 
by the following expressions: 

 

c) Complete modulation of the CMI 

To achieve the control of the indirect matrix converter 
under the constraints of an adjustable power factor to the 
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input, the bidirectional transit power and the zero-current 
switching, it must be applied has a coordination between the 
control switches of the rectifier and that of the switches of 
the inverter. Switching at the rectifier occurs when the 
current is zero. To illustrate this coordination, a control cycle 
during sector I as well as the cyclic ratios relating to the 
inverter stage can be determined by the following 
relationships: 

 

 

 

Figure 5.  A control cycle during sector I as well as the cyclic ratios 
relating to the inverter stage 

 

III. SIMULATION RESULTS AND INTERPRETATION 

To study the performance of the matrix converter 
controlled by the vector modulation feed a load -L, we use 
the following simulation parameters: 

 The effective value of the supply voltage is = 220V. 

 The supply frequency f = 50 Hz. 

 R = 5Ω. 

 L = 10mH. 

The simulation results obtained for an inductive load (R, 
L) and an output frequency of the IMC is 50 HZ are 
represented in the following figures: 

 

Figure 6.  Simulation results of Output phase voltage of Upper load  

 

Figure 7.  Spectrum of Output phase voltage of Upper load 

 

Figure 8.  Simulation results of Output phase voltage of Lower load  
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Figure 9.  Spectrum of Output phase voltage of Lower load 

 

Figure 10.  Simulation results of Upper load currents for IMC 

 

Figure 11.  Simulation results of Lower load currents for IMC 

The figures (Fig.6,7  and Fig.8,9) represent the first 
output phase voltage of the IMC of each load system so its 
harmonic spectrum with a power frequency of 50 Hz for an 
inductive load, it can be seen that the waveform of the 
voltage is acceptable despite the appearance of some 
harmonics. 

 

 

Figure 12.  Simulation results of Input currents for IMC 

 

Figure 13.  Simulation results of the first Input current with the volatge 
source for IMC 

The Fig.10 and Fig.11 show both the IMC output 
currents for upper and lower load, the waveform of currents 
is sinusoidal. 

In Fig.12 is represented the input currents of  the 
converter which are also sinusoidal. 

The Fig.13 shows the input voltage and the filter input 
current of the IMC for 50 Hz supply frequency, we note that 
the current is in phase with the voltage and this shows the 
property of IMC to be able to control the power factor at the 
input. 

IV.  CONCLUSION 

This article presents a new topology of the matrix 
converter, the theoretical results of analysis and simulation 
show that IMC satisfies the following performances: 

 Waveforms of almost sinusoidal input. 

 The converter can provide a unit power factor at the 
input. 

 Requires no intermediate storage element. 
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 The converter offers a better efficiency than the 
direct matrix converter, since the commutations of 
the rectifier stage take place at zero current. 
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Abstract— This paper proposes a simple yet cost-

effective implementation of three-phase two-level inverter 

based shunt active power filter (SAPF) using STM32F4 

discovery board. A similar system is mostly implemented 

using either DSP card or Dspace platform, which increase 

the cost of the system. The control algorithm has been 

chosen based on the simplicity and flexibility features, 

that is the instantaneous power PQ theory. Simulation 

work of SAPF with the proposed algorithm was 

conducted and assessed in MATLAB–Simulink. The 

simulation results have been confirmed by the 

implementation part where the STM32F4 provides a 

great flexibility interfacing between the Matlab 

environment and the board. The results are obtained to 

be met the power quality requirement by the 

international standards, where the THD of the grid 

current drawn by a nonlinear load is kept below 5%. 

Keywords—Power quality, THD, Shunt Active power 
filter, STM32F4 discovery. 

I. INTRODUCTION  

Power quality has become of utmost importance for the 
power systems owners. Where, the power electronics systems 
are found nowadays in all systems, such as industrial 
applications, appliances and telecommunications. These 
systems, which use power switching devices, are source of 
harmonics and consequently deteriorate the quality of voltage 
and current in the grid utilities. Harmonics can be defined as 
“a sinusoidal component of a periodic wave or quantity which 
having a frequency that is an integral multiple of the 
fundamental supply frequency” [1]. These harmonics are 
caused by a certain type of loads known as nonlinear loads. 
Traditionally passive filters have been used to compensate 
harmonics and reactive power; but passive filters are large in 
size, aging and tuning problems exist and can resonate with 
the supply impedance. Recently active power filters are 
designed in order to protect the electrical equipment from 
getting damaged due to harmonic voltage distortion. They 
can also be used for the compensation of power quality 
problems such as reactive power control, harmonic filtering, 
load balancing, voltage regulation and flicker reduction [2, 3]. 

Active power filters (APF) can be classified based on the 
type of converter, configuration, control scheme, and 
compensation characteristics. In this work, a shunt active 
power filter based on two-level inverter using P-Q theorem is 

adopted for both power quality and reactive power 
compensation. The instantaneous P-Q theory is a popular 
theory used as the control algorithm for shunt APFs, 
undesirable powers can conveniently be selected and 
compensated. It is most widely used as it offers a very precise 
reference compensation, current template and allows 
obtaining a clear difference between instantaneous active and 
reactive powers. However, it is criticized as a disappointment 
under non-ideal supply conditions [4]. The main configuration 
of the proposed APF is shown in Figure 1. 

 The control of APF is usually implemented using 
software based on DSP card or Dspace platform [5] that are 
fast processors. However, they are costly. To this, it is 
proposed in the present work to investigate a very economic 
microcontroller with almost has the same computation 
performance. This low cost Microcontroller, STM32F4, is 
based on the high-performance ARM Cortex-M4 32-bit RISC 
core operating at a 210 DMIPS. The Cortex-M4 core features 
a Floating Point Unit (FPU) single precision that supports all 
ARM single precision data-processing instructions and data 
types. It also implements a full set of DSP instructions and a 
memory protection unit (MPU), and also incorporates high-
speed embedded memories and an extensive range of 
enhanced I/Os and peripherals some of them dedicated to 
power electronics converters and electrical machines control 
such as ADCs, DACs, PWMs outputs and Encoders inputs [6]. 

In this paper, we will cover the VSC shunt active power filter 
based on the instantaneous active and reactive power (p-q) 
control technique, where both the simulation and 
experimental results are validated. 
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Figure 1: scheme of a shunt active filter  

II. THE INSTANTANEOUS ACTIVE AND REACTIVE POWER 

(P-Q) CONTROL TECHNIQUE 

   The p-q theory, or “Instantaneous Power Theory”, was 
developed by Akagi et al in 1983, with the objective of 
applying it to the control of active power filters [7]. Using 
sensors, we track the source voltages (Vsa,Vsb,Vsc) and the load 
currents (Isa,Isb,Isc). As shown in the Figure.3, the Clark 
transformation is applied on voltages and the currents in order 
to compute the active and reactive power by the upcoming 
steps. 

 

 

Figure 3: Control block diagram of the p-q scheme. 

   The Clark transformation matrix applied for transforming 
source voltages and load currents from (a,b,c) to (α,β,0) 
references is defined as: 
 

[𝑉0𝑉𝛼𝑉𝛽] = √23 [  
  1√2 1√2 1√21 − 12 − 120 √32 − √32 ]  

  [𝑉𝑎𝑉𝑏𝑉𝑐 ]  (1) 

[𝐼0𝐼𝛼𝐼𝛽] = √23 [  
  1√2 1√2 1√21 − 12 − 120 √32 − √32 ]  

  [𝐼𝑎𝐼𝑏𝐼𝑐]  (2) 

 

   According to the p-q theory, the active, reactive and 
zero-sequence powers are defined as shown in equation 3: 
 [𝑝0𝑝𝑞 ] = [𝑉0 0 00 𝑉𝛼 𝑉𝛽0 𝑉𝛽 −𝑉𝛼] [𝐼0𝐼𝛼𝐼𝛽]                       (3) 

 
   Where p,q and p0 have DC components (𝑝,̅ 𝑞̅, 𝑝̅0) and AC 
components (𝑝, 𝑞̃, 𝑝0). 
   As shown in the scheme of p-q method, the entire reactive 
power (q) and oscillating component of active power (𝑝) are 
utilized for calculation of reference filter currents in α,β 
coordinates using equation 4: 
 [𝐼𝑐𝛼∗𝐼𝑐𝛽∗] = 1√𝑉𝛼2+𝑉𝛽2 [𝑉𝛼 −𝑉𝛽𝑉𝛽 𝑉𝛼 ] [−𝑝 + ∆𝑝̅−𝑞 ]    (4) 

 
   Once we get reference currents (Iαβ0*) we can transform 
them into (Iabc

*)using the inverse Clarke transformation: 
 

[𝐼𝑐𝑎∗𝐼𝑐𝑏∗𝐼𝑐𝑐∗] = √23 [  
  1√2 1 01√2 − 12 √321√2 − 12 − √32 ]  

  [𝐼𝑐0∗𝐼𝑐𝛼∗𝐼𝑐𝛽∗]  (5) 

 
   The next step after getting the reference currents (Iabc

*) is to 
compare them to the filter actual currents using a hysteresis 
controller which has a hysteresis band (HB) (Fig.4). 
   Therefore, the 6 IGBTs gates of the two-level inverter can 
be controlled using the following conditions: 
 If ica < (ica,ref - HB)      
 The upper switch is off and the lower switch is on. 
 If ica > (ica,ref + HB)     
 The upper switch is on and the lower switch is off. 
 

 

Figure 4: Principle of the hysteresis current controller 
 

III. SIMULINK MODEL OF THE SAPF 

   The overall system simulation model containing the power 
source, the APF and the nonlinear load as shown in Figure5. 
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Figure 5: The simulation block of the proposed system. 
 

    The main components of the system are the following 
ones: 
-The power source which was designed as a 3 single phases 
180V/50Hz. Voltage source connected to the load. 
-The load designed as a full wave rectifier ends by an RL 
branch. 
-The SAPF designed based on two level inverter using the 
instantaneous active and reactive power theorem control.  

The following table summarizes the system parameters: 
 

Table1: System parameters used for simulation. 

ELEMENTS PARAMETERS VALUES 

SAPF 

Converter 

DC LINK VOLTAGE 300 V 

COUPLING INDUCTOR 2 mH 

DC LINK CAPACITOR 2200 µF 

AC POWER 

GRID 

 

GRID VOLTAGE 180 V 

GRID FREQUENCY 50 HZ 

NONLINEAR  

LOAD 

R LOAD 20 Ω 

L LOAD 20 mH 

IV. SIMULATION RESULTS 

   After studying the SAPF theoretically, the simulation has 
been performed in order to investigate the presented 
theoretical aspects with the simulating results. First, we will 
see the system without any filtering process, the results is 
shown in Figure.6. 
 

 

Figure 6: a) The source current, b) the load current, c) APF 
currents with an open breaker.  

 
   The THD of the phase A grid current is 21.51% as shown 
in Figure.7 which is high as it should be because the non-
linearity of the load. Therefore, the objective here is to set the 
THD of the source current to be less than 5% according to 
IEEE 519-1992. 

 
Figure 7: FFT analysis of the grid current before the 

filtering.  
 

The shunt APF is turned on at t = 0.05s and the source 
currents become sinusoidal, balanced and in-phase with its 
perspective phase voltage. After compensation, the THD of 
the phase A grid current becomes to 1.62% as demonstrated 
in Figure. 8. 
 

 
Figure 8: a) The source current, b) load current, c) APF 

current with a closed breaker. 
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Figure 9: FFT analysis of the grid current after filtering. 

V. IMPLEMENTATION RESULTS 

   To validate the proposed SAPF practically, a prototype was 
built in the laboratory, based on the parameter values listed in 
Table I and slightly modified in order to get a reasonable 
result. The circuit connection is shown in Figure.10 as per 
earlier used for simulation. The developed control algorithm 
was executed in STM32f4 microcontroller. 
 

 

Figure 10: Hardware setup of the shunt active power filter. 
 

   Figure. 11 (A, B, C and D) represents the co-simulation 
results where it shows respectively the grid current, the active 
filter compensation current, the load current and the inverter 
DC voltage. (The results are shown based on phase A). 

So far, only co-simulation have been performed in this work 
which is not the final implementation results, this is due to 
the lack of desired coupling power inductance value (Lf), till 
then the final results will be performed.  

 

Figure 11: A) grid current, B) APF current, C) the load 
current, D) the DC voltage. 

 
   It is clearly shown that the co-simulation results based on 
the real elements exactly match the simulation results. 
Consequently, the results show the effectiveness and 
capability of using STM32F4 board in controlling such a 
complex system like a SAPF.   

VI. CONCLUSION 

  
In this work, a tow level inverter based SAPF using the 
instantaneous active and reactive power theorem control is 
simulated and implemented. Both the simulation and 
experimental results show that the proposed shunt APF was 
able to compensate the harmonic current and improve the 
power quality where the source current became sinusoidal 
and the THD was reduced below 5%. 
The main contribution of this work is the ability the use of 
cost-effective microcontroller such as STM32F4 to control a 
system like APF. 
In the future, the desired coupling inductor will be provided 
and the final experimental results will be conducted. 
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Abstract— The objective of our work is the integration of a 

planar micro-transformer presented in a converter Flyback 

based on a square spiral inductor. This paper is decomposed 

into five parts. First of one concern a presentation of model for 

converter Flyback. Then the geometric dimensions and 

electrical model of an integrated planar micro-transformer are 

calculated. The third part concerns simulation of our Flyback 

coupled with ideal transformer and coupled with integrated 

planar micro-transformer.  Subsequently, a magnetic 

modeling, using the finite element method is carried out to 

study effects of the electric field and magnetic field lines in our 

component. The last part concerns simulation results of 

thermal modeling, using the finite element method that allowed 

us to determine the operating temperature in the materials of 

this integrated component. 

I. INTRODUCTION  

The integration of passive components has grown up 
considerably in the recent decades with the electronics 
industry’s application. In this domain of the embedded 
electronics, reduced size, volume and high temperature 
functionality is an industrial and scientific challenge. The 
purpose of this paper is to design and modeling a square 
planar micro-transformed integrated in converter Flyback. 

II. PRESENTATION OF THE FLYBACK CONVERTER 

A Flyback converter model is shown in Figure 1. Input 
voltage, VoltVin 14= . Output voltage, VoltVout 12= . Duty 

cycle 5.0=α . Output power, WPout 5= . Frequency of 

operation, MHzf 100= . 

 
 

Figure 1. schematic diagram of flyback converter 
 

III. DIMENSIONING OF THE MICRO-TRANSFORMER 

 
Dimensioning of the planar micro-transformer requires 

sizing the magnetic circuit and the geometrical parameters 
of two square wading of our component, primary and 
secondary [5]. 
Turn ratio 

85.0
1

=
−

=
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V

V
m

α
α

       
(1)

                           
The primary inductance pL is given by relation (2) 
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L

2

22α
=
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The secondary inductance sL  is derived from the relation 

(3) 

ps LmL 2=
                      

(3)
                               

The maximum energy stored in the inductor is given by 
relation (4) 
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The volumetric energy density of the ferrite is given by the 
equation (5) 

r

B
Wv µµ0

2
max

max 2
=              (5)                                                                                                                                 

maxB : The maximum magnetic induction supported by the 

ferrite 

rµ : The relative permeability 

0µ : The magnetic permeability of the free space 

The volume of the ferrite is given by relation (6) 

maxvW

W
Vol =                     (6)                                                                                                                                   

The ferrite’s thickness is tSub=74µm, thus the volume of the 

magnetic core, NiFe will be 374500500 µm×× . 

The electrics characteristics of materials are shown in table 
I. 
 

TABLE I.  ELECTRICS CHARACTERISTICS OF THE MATERIALS 

Element Materiel Characteristics 
Conductor 

 
Copper (Cu) Electrical conductivity: 

7  
Relative permeability:  

Relative permittivity:  
 Substrate 

 
Ferrite (NiFe) Electrical conductivity: 

4  
Relative permeability:  
Relative permittivity:  

Oxide  Silicon dioxide 
(SiO2) 

Electrical conductivity: 
 

Relative permeability:  
Relative permittivity:  

Dielectric 
 

Air Electrical conductivity: 
 

Relative permeability:  
Relative permittivity:  

 
Since a micro-transformer is nothing else than two coupled 
inductors, a solid knowledge of the characteristics and 
limitations of the integrated inductors will be an excellent 
starting point for the analysis of integrated micro-
transformer.   
The square inductor is geometrically defined by this 
parameters (Figure 2), the number of turns n, the width of 
the conductor w, thickness of the conductor t, the spacing 
between conductor s, length of the conductor l, the outer 
diameter dout and input diameter d in [6]. 

 

Figure 2. Geometry of square spiral inductor 

Figure 3 shows an integrated square spiral planar micro-
transformer. 

 
Figure 3.  Integrated planar micro-transformer  

Table II contains the specifications and the design results of 
the integrated micro-transformer. 

TABLE II.  DESIGN RESULTS OF THE INTEGRATED MICRO-
TRANSFORMER 

Parameter Value 

Outer diameter: outd  500 µm 

Inner diameter: ind  450 µm 

Primary turns: pn  1.75 

Secondary turns: sn  1.25 

Thickness of winding: t  13 µm 

Width of primary winding: pw   20 µm 

Width of secondary winding: sw  20 µm 

Inter-spacing of primary winding: ps  4.2 µm 

Inter-spacing of secondary winding: ss  6. 5 µm 

Total length of primary winding: pl  3.2 µm 

Total length of secondary winding: sl  2.8 µm 
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IV. ELECTRICAL MODEL 

 
Planar micro-transformer is built on the integrated inductor 
model (figure 4). 

 
Figure  4. Geometry of integrated micro-transformer on substrate 

 of an integrated planar micro-transformer contains the 
following electrical parameters [10]: 

 
Figure 5. Equivalent circuit of an integrated planar micro-transformer

                                                      
 

Table III shows the electrical parameters calculated. 

TABLE III.  ELECTRICAL PARAMETERS RESULTS 

Electrical parameters values 

Primary inductance: pL
 

49 nH 

Secondary inductance: sL
 

36 nH  

Primary serial resistance: spR
 

0.21 Ω 

Secondary serial resistance : ssR
 

0.18 Ω  

Primary serial resistance: sACpR
 

0.48 Ω 

Secondary serial resistance : sACsR
 

0.42 Ω 

Primary resistance of silicon substrate subpR
 

0.10 Ω 

Secondary resistance of silicon substrate : subsR
 

0.11 Ω 

Primary coupling capacitance : spC  346.59 pF 

Secondary coupling capacitance : ssC  191.86 pF 

Coupling capacitance between the primary and 

secondary: kpsC  

44.83 pF  

Coupling capacitance between the secondary  and primary 

: kspC  

38. 79 pF 

Primary oxide capacitance : oxpC
 

44.83 pF 

Secondary oxide capacitance : oxsC
 

38.79 pF 

Primary capacitance of silicon substrate : subpC  38.79 pF 

Secondary capacitance of silicon substrate : subsC  33.56 pF 

Quality factor pQ   43.94 

Quality factor sQ   37.33 

Figure 6 shows the evolution of the quality factor as a 
function of frequency for the primary and secondary 
winding. 
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Figure 6. Quality factor of the primary and secondary windings versus 
frequency 

V. SIMULATION OF THE OF THE FLYBACK CONVERTER 

 
In this section, an electrical model of Flyback converter 

contains an ideal micro-transformer (figure 7) is presented. 
Figure 8 shows the waveform of the output voltage and 

current of the transistor and diode of the Flyback.  
When the switch is closed, the primary of the 

transformer is directly connected to the input voltage source. 
The primary current and magnetic flux in the micro-
transformer increases, storing energy in the micro-
transformer. The voltage induced in the secondary winding, 
so the diode is reverse-biased. The output capacitor supplies 
energy to the output load. 

When the switch is opened, the primary current and 
magnetic flux drops. The secondary voltage is positive, 
forward-biasing the diode, allowing current to flow from the 
transformer. The energy from the transformer core 
recharges the capacitor and supplies the load. 
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Figure7.  Schematic of Flyback coupled with ideal transformer 

 
Figure 8. Voltage and current of the transistor and diode of the Flyback 

with an ideal micro-transformer 

Figure 9 shows the schematic of converter simulated 
coupled with integrated micro-transformer. Figure 10 shows 
the waveform of the output voltage and current of the 
transistor and diode of the Flyback. We observe the same 
result with ideal transformer and integrated planar micro-
transformer. 

 
Figure 9. Schematic of Flyback coupled with an integrated micro-

transformer 

 
Figure 10. Voltage and current of both transistor and diode of the Flyback 

with an integrated micro-transformer 

VI. MAGNETIC EFFECT IN A PLANAR MICRO-TRANSFORMER 

In this section, we present the distribution of the 
magnetic field in a planar micro-transformer in the air and 
on substrate using finite elements method [12,19]. 
Figure 11 shows the distribution of the electric field and 
magnetic field lines in the planar micro-transformer in the 
air. This electric field is important to the input of the 
integrated planar micro-transformer. The magnetic flux 
density lines are concentrated around the component and are 
bounded by the borders.  

 
Figure 11.  Distribution of magnetic field lines in the planar micro-

transformer in the air 

Figure 12 shows the distribution of the electric field and 
the magnetic field lines in the planar micro-transformer on 
substrate. When we insert a multi-layer of the insulating, the 
majority of the magnetic field lines are concentrated at the 
substrate. These layers can reduce the value of resistance. 
So, we conclude that the substrate is required to have a good 
electromagnetic compatibility in the case of the integration 
of a planar micro-transformer. 
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Figure 12. Distribution of magnetic field lines in the planar micro-

transformer on substrate 

 

VII. THERMAL EFFECT IN A PLANAR MICRO-
TRANSFORMER 

 
In this section, we present the temperature distribution in 
our integrated micro-transformer, based on the finite 
element method [20]. This distribution is obtained by 
solving the equation (7) of heat taking into account certain 
boundary conditions [21]. 

( ) qTk
t

T
C p =∇∇−

∂
∂

.ρ  (7)                                                     
                                                                   

           

For an integrated micro-transformer in the air, the heat 
source can be expressed as (8) 

V

P
q

j=
                          (8)                                                                                                                                   

For an integrated micro-transformer on substrate, the heat 
source is defined as (9) 

V

PPP
q

fedj +
= +

          (9)                                                                                                                                    

In figure 13, we observe the temperature distribution in the 
micro-transformer on the air. We see that the temperature 
attained is from 43 °C. 

 
(a) 

 

 
(b) 

Figure 13.  Temperature distribution in the micro-transformer on the air, (a) 
on general surface, (b) on contour 

 
In figure 14, we observe the temperature distribution in 

the planar micro-transformer on substrate. We see from 
these figures that the temperature is about 33°C. It is shown 
that the temperature is reduced. 

 

(a) 
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(b) 

Figure 14. Temperature distribution in a planar micro-transformer on 
substrate, (a) on general surface, (b) on contour 

VIII. CONCLUSION 

 
This paper contains an integration of square spiral planar 

micro-transformer presented in a converter Flyback.  
We have visualized the magnetic phenomenon in our 

integrated micro-transformer in the air and on substrate. 
When we insert a magnetic core, the majority of the 
magnetic field lines are concentrated at the walls of the 
magnetic block. We conclude that the substrate layer is 
required to have a good electromagnetic compatibility in the 
case of the integration planar micro-transformer.  

For a good visualization of thermal behavior in our 
component, we have presented the temperature distribution, 
based on the finite element method. When we insert a 
substrate, the losses decrease. So, the heat source decrease 
and the value of the temperature decrease. 
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Abstract:  The miniaturization, integration and collective 

manufacturing of passive components is a major current issue, 

especially for embedded devices to reduce volumes and costs. 

Among the so-called passive components, magnetic 

components (inductors and transformers) are receiving more 

and more attention. Indeed, these components in their 

conventional manufacturing technology occupy a large area 

and do not lend themselves to integration. In addition, 

advances in telecommunications require new components that 

can operate at increasingly higher frequencies. Thus reduce 

the space occupied by the inductor on a chip, improve its 

performance, limit its electromagnetic radiation and use 

manufacturing technologies compatible with those of 

microelectronics are important issues that mobilize many 

researchers.  

I. INTRODUCTION  

        The design of an integrated transformer requires the 
study of the magneto thermal behavior to determine an 
optimum distribution of current and electrical potential in 
the conductor and to visualize the distribution of the 
temperature of the assembly, coil and substrate. 

II. DIMENSIONNEMENT DU MICRO-TRANSFORMATEUR 

 
      From the specifications, we define the microconverter 
specifications which constitutes the starting point for the 
dimensioning of the micro transformer. This is consisting of 
two inductions  deposited on a magnetic material and 
separated by a dielectric that also ensures the magnetic 
coupling. The literature shows that the magnetic core not 
only increases the value of inductances, confines magnetic 
field lines, stores more energy, but also greatly reduces the 
number of turns. This favors the attenuation of various 
spurious effects, whether at the level of the conductive 
ribbons or at the level of the substrate. The judicious choice 
of the magnetic material determines the size of the 
component and makes it possible to increase the value of the 

inductance from 10% to 100%, for the same number of 
turns, and the same occupied surface [1][2][3]. 

A. Physical model 

 
         Figures 1 (a) and (b)  present the physical model of 
micro-transformer object of our study, including the stages 
of design and sizing 

 
(a) 

 
(b) 

 
Figure 1 Physical model of micro-transformer  

(a) with substrate (b) without substrate 
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B. Mathematical Model 

       Dimensioning of the micro-coils of primary and 
secondary: The expression (II.1) shows that the primary and 
secondary inductances of the micro-transformer are directly 
connected to the energy stored. For a maximum current, that 
is to say for t = αT, the expression (II.1) can be written as 
follows: 
 𝑊𝑊 =

1

2
𝐿𝐿𝑝𝑝 𝑑𝑑1𝜇𝜇𝑡𝑡𝑥𝑥2

=
1

2
𝐿𝐿𝐷𝐷𝑑𝑑2𝜇𝜇𝑡𝑡𝑥𝑥2  

(II.1) 

  

From the energy over a period we can calculate the power 𝑃𝑃 =𝑊𝑊𝑇𝑇 =
1

2𝑇𝑇 𝐿𝐿𝑝𝑝𝐼𝐼1𝜇𝜇𝑡𝑡𝑥𝑥2
 

(II.2) 

Let's replace I1max with its value 𝐼𝐼1𝜇𝜇𝑡𝑡𝑥𝑥 = 𝑉𝑉𝑒𝑒 .𝛼𝛼𝑇𝑇𝐿𝐿𝑝𝑝  (II.3) 

This power is transmitted to the load 𝑃𝑃 = 𝑉𝑉𝐷𝐷 . 𝐼𝐼𝐷𝐷 = 𝑉𝑉𝑒𝑒2𝛼𝛼2𝑇𝑇
2𝐿𝐿𝑝𝑝  (II.4) 

The value of the primary inductance Lp of the micro-transformer is 
derived therefrom: 𝐿𝐿𝑝𝑝 = 𝑉𝑉𝐷𝐷2𝛼𝛼2𝑇𝑇

2.𝑉𝑉𝐷𝐷𝐼𝐼𝐷𝐷  (II.5) 

The transformer ratio m is given by the expression: 𝜇𝜇 =
𝛼𝛼𝛼𝛼 − 1

.
𝑉𝑉𝐷𝐷𝑉𝑉𝑒𝑒  (II.6) 

With α = 0.5 then m equals 0.42 
From the value of the primary inductance Lp and the 
transformation ratio m, the value of the secondary 
inductance Ls of the micro-transformer can be determined: 𝐿𝐿𝐷𝐷 = 𝜇𝜇2

. 𝐿𝐿𝑝𝑝  (II.7) 

Sizing of the magnetic core 

 
Sizing of the magnetic core depends on the volume of the 
core needed to store the energy that is calculated from the 
density of energy and the energy stored in the windings. [4] 
The volume density of energy is a function of the maximum 
induction Bmax that the material can withstand and its 
relative permeability μr. To determine the volume of 
material required for this storage, we will have to know the 
density of energy characterizing this material. The density 
of energy is given by the equation: 
 𝑊𝑊𝑉𝑉 .𝜇𝜇𝑡𝑡𝑥𝑥 = 𝐵𝐵𝜇𝜇𝑡𝑡𝑥𝑥2

2. 𝜇𝜇0. 𝜇𝜇𝑟𝑟  (II.8) 

• 𝐵𝐵𝜇𝜇𝑡𝑡𝑥𝑥 : maximum magnetic field that can support the 
material, 

• 𝜇𝜇𝑟𝑟 : the relative permeability of the material 

C. Maxwell equations 

      The electromagnetic phenomenon is governed by the 
maxwell equations, [5] the resolution of the latter will allow 
us to visualize the distribution of the electric potential on the 
conductor and the electrical current density and that of 
magnetic flux. The equations are: 

H J∇× =
 

 (II.9) 

A B∇× =
 

 (II.10) 

E V j Aω= −∇ −


 (II.11) 

J E j Dσ ω= +
  

 

(II.12) 

. 0J∇ =


 

(II.13) 

0 rB Hµ µ=
 

 

(II.14) 

0 rD Eε ε=
 

 

(II.15) 
    

H


: Magnetic field [A / m] [A/m] 

B


 : Density of magnetic flux [T] 

J


  : Density of electric current [A/m2] 

A


  : Magnetic vector potential [Wb/m] 

 E


 : Electric field [V/m] 

 D


 : Standard of the electric displacement field [c/m2] 

D.  Conditions to the limits 

 

 
Figure .2 Domain boundaries study of the micro-transformer 
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Figure.3 Initial operating conditions of the micro-transformer 

 (a) Input and output of the primary current (b) Input and output of the 
secondary power 

 

E. Mesh of the field of study 

 
The principle of the mesh [6] consists in cutting the 
geometric model in several triangles or figures IV.4. The 
operating frequency is imposed for the resolution process. 
The finer the mesh, the more accurate the calculation results 
are, however the computation time becomes larger and the 
data size will be larger. To have a good accuracy we 
proceed to an extremely fine tetrahedral mesh. 

 
(a) 

 
(b) 

Figure .4   (a) Mesh of the field of study, (b) Mesh of the 
micro-transformer with substrate 

 

        III.    SIMULATION RESULTS AND DISCUSSION 
 
A. Distribution of the electric potential 

 
 The figure below shows the distribution of potential in the 
primary and secondary coils. We notice that the electric 
potential is maximum at the entry of the current, and 
decreases along the spiral because of the resistance of the 
driver. 
 

 

 

Figure .5 Potential distribution in the coils of the micro-
transformer 

 
  

1) Influence of the gap on the distribution of the 
magnetic field 
 

Figures 6 and 7 show the distribution of the density of the 
magnetic field in our micro-transformer, 3D and 2D. These 
field lines are first confined to the small gaps and disperse in 
the gap space as the gap increases. 

 

 
Figure .6 Variation of the inductance of the coil according to 

the gap 
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Figure.7 Variation of the density of the field according to the 

gap 
IV.STUDY OF THE THERMAL BEHAVIOR  

OF THE MICRO-TRANSFORMER 
 
The objective of this study is to visualize the distribution of 
the temperature in our device 
 

A. Physical model 
 
Figure 8 shows the physical model of the micro-transformer. 
In this case, the following considerations must be taken into 
account: 
• Isotropy of different materials in the field of study 
• The coefficient of thermal conductivity depends on the 
temperature. 
• Thermal convection is introduced as a boundary condition 
of the substrate-micro coil assembly.1 Contours des iso-
températures.  
 

 
 
 Figure.8 Longitudinal section of a micro-transformer 
 
1) Influence of the gap on the distribution of the 
temperature in the micro-transformer 
 

a) Contours of iso-temperatures 
 
The temperature contours clearly show the way in which the 
temperature is distributed in the study set, they visualize the 
places where the temperature is high or low. 

 
 

Figure.8 Distribution of the temperature in the micro-transformer iso 
values of the temperature in the field. 

 

b) Distribution of the temperature in the different 
layers of the primary  and secondary 

 
In this section, we present the transverse distribution of the 
temperature in the micro-transformer. 

 

(a) 

(b) 
Figure.10 (a) global graphs of the temperature slices, (b) 

visualization of the upper part of the graph 
 

 
 

From the analysis of the above curves, it can be deduced [7] 
that the thermal behavior of the secondary and primary coils 
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are of the same qualitative appearance, but their values are 
different. 

 
CONCLUSION 

In this work we have contributed numerically to the 
electrothermal study of a planar micro-transformer where 
the primary with five turns and the secondary with two 
turns. The numerical simulation done by introducing the 
electromagnetism equations combined with the heat 
equation was solved by the finite element method using 
COMSOL Multiphasics software. These simulations 
allowed us to deduce the following points: There is a very 
important relationship between the field of power 
electronics and the field of energetics in mechanical 
engineering where this work consolidates the physical 
aspects connecting the two fields in the near future. Most of 
the electrical function optimizations have been done 
considering only the electromagnetic aspects which would 
have been still reliable and consistent if one had introduced 
the thermal aspects. 
The studied transformer is characterized by the existence of 
a layer of SiO2 between the primary and the secondary, the 
thickness of this layer plays a role inversely proportional to 
the magnetic field. 
  The magnetic field increases in the transformer by 
comparing its results with those of a planar micro-coil. 
The thermal behavior of the transformer is totally related to 
the density of the electric current where the latter has a 
positive influence on the increase of the temperature on the 
conductor which favors the conductive transfer throughout 
the field of study. 

The maximum temperatures have occurred at the entry 
and exit of the primary and secondary since the small 
section of the conductor wires (hereinafter called vias) that 
contribute to a considerable increase in heat flow generated. 

Our thermal simulation would have been well optimized 
thermally (reduced temperature) if we had taken input and 
output son (vias) of the same section as the planar coil, 
resulting in an almost identical generation of heat flow by 
the Joule effect. 
       This work is an extension of a micro-coil design 
dimensioned by [7] from which we had the idea to 
constitute a transformer by the same micro-coil to determine 
the effect of the physical quantity interference  
(electromagnetic and thermal) where it was noted that the 
temperature to increase and all other aspects have changed 
relatively. 
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Abstract—This paper discusses the benefits of cyclic Venturini 

modulation controlled Direct Matrix Converter (DMC) in 

wind energy conversions system based on three phase squirrel 

cage induction generator. Three to three phase DMC and the 

proposed modulation control technique were presented. The 

global model of the proposed system was tested by simulation 

under Matlab/Simpowersys environment. The obtained results 

show clearly the contribution of DMC advantages and the 

proposed modulation technique on wind energy, such as good 

input and output current waveforms and operation with unity 

input power factor, bidirectional power flow and better quality 

of injected power to the grid.  

Keywords: Direct matrix converter, Venturini modulation, 

cyclic Venturni modulation, squirrel cage induction generator. 

I. INTRODUCTION  

       Matrix converter (MC) is one of the direct frequency 
converters the most promising, thanks to their advantages 
compared to Back To Back (BTB) converter such as the 
lack of DC-link stage which makes it small, very, robust and 
reliable. It also offers a bidirectional power flow capability, 
sinusoidal input/output current and adjustable input power 
factor [1-4]. It is composed by bi-directional semiconductor 
switching elements connected in a matrix between the input 
and output lines.  
        In the literature, many research papers have been 
published on the development of several MC topologies 
such as Indirect Matrix Converter (IMC) [2], Sparse Matrix 
Converter (SMC) [3], Ultra Sparse Matrix Converter 
(USMC) [4], in the aim to reduce the number of 
semiconductor switches and Hybrid Matrix Converter 
(HMC) that allows increasing the voltage ratio[5]. Also on 
the applications of these kinds of converters in drive system 
[2] and in renewable energy system [6-7]. Hence, 
developing new modulation strategies [2][8]. It can be find 
scalar approach such as Venturini and Roy [1][8] and Space 
Vector Modulation (SVM) approaches [8-9]. 
        Attention was given to cyclic Venturini modulation 
technique [10-12]. It is a modified Venturini modulation 

method with a double-sided symmetrical switching 
sequence that changes cyclically according to the input 
vector position. This method has been used in this work. 
        Several studies were carried out on the use of MC and 
their different topologies on Wind Energy Conversions 
System (WECS) instead of BTB converter. In [7], DMC is 
used for WECS based Doubly Fed Induction Generator 
(DFIG) and Squirrel Cage Induction Generator (SCIG) in 
[13-16]. In [17], an HMC which consists on quasi-Z-source 
matrix converter used to interface Permanent Magnet 
Synchronous Generator (PMSG) to the grid. Three level 
sparse topology was proposed in [6] for DFIG. 
        WECS based SCIG has been used in this work due to 
simple structure, robustness, low cost and better reliability 
[13-16][18]. Space Vector Pulse Width Modulation strategy 
(SVPWM) is used in [16]. In [15], authors used SVM and 
Venturini modulation techniques to control DMC. The 
obtained results show that there are a spikes in line to line 
output voltage of DMC when Venturini modulation is 
applied. This spikes can be removed using the proposed 
modulation strategy. 
       This paper presents DMC interfaces the SCIG with 
grid. Cyclic Venturini modulation is used to control DMC. 
In the other word, the advantages of both matrix converter 
and SCIG are combined and presents the interest of using 
cyclic Venturini modulation method. 

II. DESCRIPTION OF THE GLOBAL SYSTEM 

       Fig. 1 presents the global scheme of the system to be 
studied, consisting of a three phase SCIG connected to the 
grid through direct matrix converter that is formed of nine 
bidirectional switches.  
       SCIG modeling is performed using electrical, 
mechanical and electromagnetic equations in the dq 
synchronous reference frame as it is discussed in [18]. The 
gear box is inserted between wind turbine and SCIG which 
steps up the shaft speed to extract maximum power over a 
wide range of wind velocity [15]. Mathematic models of 
wind turbine and gear box are developed in [13]. 
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Figure 1.  Block diagram of the proposed system. 

Cyclic Venturini modulation technique is applied to 
DMC. It consists to calculte duty cycles for nine switches 
using Venturini technique and changing switching sequence 
according to input voltage space vector. 

III. THREE TO THREE PHASE DIRECT MATRIX 

CONVERTER 

The three to three phase DMC allows to connect any of 
the three input phases on any of the three output lines, as 
shown Fig. 2. Each power switch is equipped with two anti-
parallel connected IGBTs and diodes; it is characterized by a 
switching function, that if 1KjS =  the switch is closed and if 

0KjS =  the switch is opened.  

With { },  ,K A B C= and { }, ,j a b c= . 

MC is fed by a voltage source, for this reason, the input 
terminals should not be short-circuited. On the other hand, 
the load has typically an inductive nature so an output phase 
must never be opened. The constraints discussed above can 
be expressed by (1). 

1Aj Bj CjS S S+ + =              (1) 

 

 
Figure 2.  Three to three phase matrix converter topology. 

 
The inputs and outputs voltages and currents of MC are 
expressed by (2),(3),(4) and (5). 

3
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v V t l
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 = + − 
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                              (2) 
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i I t l
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=

 = + − 
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           (3) 

3
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2
cos( ( 1) )
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n

V qV t n
πω

=

 = + − 
 

             (4) 

3

1

2
cos( ( 1) )

3j om o
n

i I t n
πω ϕ

=

 = + − + 
 

         (5) 

Where ,in omV V  are peak values of input and output 

voltages; ,in omI I  are peak values of input and output 

currents; ,i oω ω  are input and output frequency 

respectively; ϕ  is the load p.f angle; /om inq V V=   is 

voltage ratio. 
The relation between the output voltages and the input 
voltages and that the input currents and output currents is 
defined in (6). 

[ ]( ) ( ) . ( )j KV t M t v t=    [ ]( ) ( ) . ( )
T

K ji t M t i t=           (6) 

[ ]( )M t  is modulation matrix and can be expressed by (7). 

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

Aa Ba Ca

Ab Bb Cb

Ac Bc Cc

m t m t m t

M t m t m t m t

m t m t m t

 
 =  
  

                     (7) 

[ ]( )
T

M t is the transpose matrix of [ ]( )M t . 

Where duty cycle Kjm  of switch KjS  is expressed by (8). 

/Kj Kj sm t T=             (8)     

Kjt  is switch ON time for switch KjS , 1/s sT f=  is 

switching period and sf is switching frequency. 

IV. CYCLIC VENTURINI MODULATION STRATEGY 

        Venturini modulation method allows to connect each 

output phase to the input phases for a fixed time Kjt   in a 

single sided fixed switching sequence, for example, output 
phase a is connected to input phase A then B then C during 

each switching sequence sT   as shown Fig.3.  

 
Figure 3.  Switching sequence. 
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The nine duty cycles are calculated by (9). 

2

21
1

3
k j

Kj
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V
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= + 

 
          (9) 

The limitation of the solution presented in (9) is that the 
voltage ratio of the converter cannot exceed q=0.5.  
By injecting the third harmonic of the input voltage and the 
third harmonic of the output voltage, the desired output 
voltages will be recalculating in (10) and the voltage ratio 
will increase to q=0.866. The desired output voltages 
waveforms after injecting the harmonics  are shown in    

Fig. 4 where 220 2inV = , 50if Hz=  and 100of Hz= .  
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Figure 4.  Desired ouput voltages waveforms. 

For q=0.866 the duty cycles are recalculated by (11). 

2

21 4
1 sin( )sin(3 )

3 3 3

k j
Kj i k o

in

v V q
m t t

V
ω β ω

 
= + + + 

 
    (11) 

where 
2 2

0, ,
3 3k

π πβ − =  
 

 for { },  ,K A B C= respectively. 

 
Figure 5.  Input voltage space vector and Switching sequence. 

The principle of cyclic Venturini method is to use the 
same duty cycles that are calculated earlier by Venturini 
modulation method but with a double sided symmetrical 
switching, for example, A-B-C-C-B-A as illustrated in     
Fig. 6. The sequence changes cyclically according to the 
sector in which the input space vector is located, as shown in 
Fig. 5. The input voltages are expressed as space vector 
using (12). 

 
2 4

3 3
2

3

j j

A B CV v e v e v
π π 

= + + 
 

                   (12)  

 

Figure 6.  Switching sequence. 

V. SIMULATION RESULTS AND DISCUSSION 

       The proposed system performances are analyzed using 
Matlab/simpowersys environment. A switching frequency 
of 5sf kHz=  was considered. The parameters of the three 

phase SCIG are summarized in Table I. 
It is worth noticing that the behavior of the wind turbine and 
its gear box are substituted by a variable mechanical torque 
input. 

TABLE I.  SCIG PARAMETERS 

Parameters Values 

Rated power 7500 VA 

Rated speed 1440 rpm 

Voltage (line-line)/frequency 400 V / 50 Hz 

Stator resistance/inductance 0.7384 Ω / 0.003045 H 

Rotor resistance/ inductance 0.7402 Ω / 0.003045 H 

Mutual inductance 0.1241 H 

Inertia 0.0343 kg.m2 

Friction 0.000503 N.m.s 

Pole pairs 2 

 
The initial torque value was set to -25 N.m, then at t=1s the 
mechanical torque input was doubled as it is shown in    
Fig.7.   
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Figure 7.  Input mechanical torque. 

Fig. 8 shows mechanical speed of SCIG. When mechanical 
torque is applied, it can be seen that SCIG is in hyper-
synchronism mode. The developed electromagnetic torque 
tracks imposed mechanical torque as it is illustrated in    
Fig. 9. 
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Figure 8.  Mechanical speed. 
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Figure 9.  Electromagnetic torque. 

Stator currents of SCIG present good waveforms as 
illustrated in Fig.10. Fig.11 gives the active power produced 
by SCIG that is equal to -3760 W and -7348 W from 1 s. 
The reactive power is positive sign that means the need for 
this energy for operating in generator mode.   
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Figure 10.  Stator currants of SCIG. 
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Figure 11.  Active and reactive powers of SCIG. 

 

Figs. 12 and 13 show the output voltage and output line to  
line voltage respectively. It can be seen that the output line 
to line voltage has a very good waveform thanks to the use 
of cyclic Venturini method. The switching sequence is 
changed according to the sector in which the input space 
vector is located as it is shown in Fig. 14.  
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Figure 12.  Ouput line to neutral voltage. 
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Figure 13.  Ouput line to line voltage. 
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Figure 14.  Sectors. 
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Figure 15.  Unfiltered current and corresponding phase voltage. 
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Figure 16.  Filtered current and corresponding phase voltage. 

Fig. 15 shows the input line-to-neutral voltage and its 
corresponding line current. By inserting the LC filter, the 
input line current has a sinusoidal waveform as shown in 
Fig. 16.  As can be seen, the input line current and input 
phase voltage are in phase opposition. So, the active power 
is negative which means that the power generated by SCIG 
is injected to the grid via MC as it is shown in Fig. 17.  
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Figure 17.  Active and reactive power grid side. 

The THD value of output current is 2.5% and that of input 
current is equal to 4.92% as it is mentioned Figs. 18 and 19. 
The obtained THD values are lower than the value imposed 
by international standards (<5%). Thus, the use of cyclic 
Venturini modulation method gives a good input and output 
current waveforms.  
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Figure 18.  Output current spectrum. 
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Figure 19.  Input current spectrum. 
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VI. CONCLUSION  

       In this paper, cyclic Venturini modulation strategy used 
to control three to three phase direct matrix converter is 
presented. The SCIG is interfaced to the grid through a 
DMC. The system was tested by simulation on 
Matlab/Simpowersys environment. The simulation results 
highlighted the interesting characteristics of the matrix 
converter and cyclic Venturini modulation in grid connected 
WECS based on SCIG, such as good input and output 
current waveforms, bidirectional power flow and operation 
with unity input power factor, also the better quality of 
injected power. 
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Abstract— In the context of a future global grid, High 
Voltage Direct Current (HVDC) links will play a central role. 
New technologies of semi-conductors and control devices have 
made possible HVDC project with Voltage Source Converters. 
This technology has several advantages, allowing it to make a 
growing presence in the HVDC projects. A new topology of 

VSC has been developed in recent years.  This paper 
presents two-level voltage source converter for dc 
transmission systems. We will introduce HVDC. The 
models and results are presented and tested by 
simulations using Matlab Simulink and its toolbox 
SimPowerSystems. 

Keywords: HVDC; VSC-HVDC; control design. 

I. INTRODUCTION  

The traditional electric power system based on 3-phase 
ac transmission technology in general functions well and 
with good levels of availability and reliability[2]. There are 
however challenges mainly arising from the increasing share 
of renewable generation, which will most likely increase the 
level of variability and unpredictability in electric power grid 
operation, increased needs for reserve power for power 
balancing, and will require more flexible power flow 
control[1]. Other challenges include requirements from the 
electric power market, such as relieving transmission 
bottlenecks, and the difficulties of obtaining new 
transmission corridors because of the environmental 
impact[2] 

High Voltage Direct Current (HVDC), especially the 
Voltage Source Converter (VSC) HVDC, is a feasible and 
attractive technology to fulfil almost all above challenges, 
due to its distinct advantages in the areas of controllability 
and flexibility. The benefits from applying VSC-HVDC in 
the traditional ac grid include independent control of active 
and reactive power, very fast control response, using cable, 
ability to connect to weak system, black start ability, and 
facilitating the construction of multi-terminal system or even 
complete dc grids. 

The need for utilities to understand the issues 
surrounding interconnection of remote resources – in 
particular offshore wind located out at sea or in freshwater – 
via HVDC in a planning context is growing worldwide as 
implementation becomes more common 

II. THE COMPONENTS OF AN HVDC TRANSMISSION 

SYSTEM 

The HVDC technology is used in transmission systems to 
transmit electric bulk power over long distances by cable or 
overhead lines. It is also used to interconnect asynchronous 
AC systems having the same or different frequency. Figure 1 
shows a simplified schematic picture of an HVDC system, 
with the basic principle of transferring electric energy from 
one AC system or node to another, in any direction. The 
system consists of three blocks: the two converter stations 
and the DC line. Within each station.[5] 

 

 

 

 

 

Figure 1.  Basic configuration of classical HVDC systemHVDC 
Configurations 

Different configurations of HVDC systems can be 
determined according to the particular application and the 
project considered. The main configuration lay outs are 
shown in this section. Independently from the converter 
technology, there are two main topologies for HVDC 
transmission systems: monopolar and bipolar[6] 

A. Monopolar HVDC 

As the name suggests, this configuration has only one 
pole, mostly of negative polarity to reduce corona effects 
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monopolar topologies, as well as bipolar topologies, can be 
further classified according to the return path used [3] 

1) Symmetric Monopole: This configuration either uses 
no grounding at the dc circuit side or – in VSC-HVDC 
systems  the dc link capacitors are grounded at their middle 
point. Due to its symmetry, this is the only topology in 
which the ac transformer is not subjected to dc voltage 
stresses, which simplifies its design. Additionally, it is the 
only topology in which in case of a pole-to-ground fault, the 
dc side is not fed by ac side currents. However, it has higher 
costs since it requires two fully insulated conductors. 
 

2)  Asymmetric monopole with ground Return:This 
topology is advantageous from a cost perspective due to the 
presence of only one fully insulated conductor and the 
possibility of expansion to a bipolar if necessary. However, 
it requires permission for installation of electrodes and 
continuous ground current, which can raise environmental 
concerns.[7] [3] 

3) Asymmetric monopole with metallic Return:This 
topology has no ground currents, as the return is made via 
the metallic conductor, which does not require high-voltage 
insulation. This topology can be easily expanded to a 
bipolar.[4] [1] 

All monopolar HVDC topologies lack redundancy as, in 
case of a dc fault, all terminals are affected by the   high 
fault currents. Unless selective protection methods – able to 
isolate the faulty HVDC line in time – are implemented, the 
MTDC network has to be de-energized before operation is 
restored. 

B. Bipolar HVDC topologies 

Bipolar configuration employs at least two converters at 
each network terminal, which makes it a more costly 
alternative than the monopolar one[3]. However, bipolar 
topologies can achieve double the power rating of 
monopolar topologies. Each converter is connected to the ac 
grid via two different transformer groups, or by a 
transformer with two secondary windings. Usually one pole 
uses a Yg-Δ transformer     configuration whereas the other 
uses a Yg-Y configuration, to reduce the ac side harmonic 
distortion. 

As long as the DC side of the transmission system is 
grounded, the transformers secondary indings need to be 
designed for high direct-voltage stresses, namely half the 
direct-voltage nominal value. Hence, special attention has to 
be paid to their insulation. The main advantage of the 
bipolar configuration is its redundancy, which can be more 
than half the total transmission capacity if poles can be 
overloaded whenever one converter suffers a fault. 
However, there are disadvantages for each of the available 
bipolar topologies[3] 
 

1) Bipole with ground return:Additionally to the higher 
costs, when compared to respective monopolar 
configurations, the bipolar configuration also raises 
environmental concerns due to ground currents when both 

poles are not balanced, e.g. pole outages or maintenance 
periods. Even though not necessary, grounding is often 
provided for the bipolar configuration. If there is no return 
path for the current, the whole HVDC transmission system 
will be made unavailable during faults.  

2) Bipole with metallic return:Compared to the bipolar 
with ground return, this topology needs an extra low-voltage 
insulated neutral conductor. If injecting current in the 
ground 

 

 
Figure 2.  HVDC configurations. 

III. VSC-HVDC SYSTEM-OPERATION AND CONTROL 

The typical configuration of a two-terminal VSC-HVDC 
transmission link is illustrated in Figure 3. where two VSC 
stations connect two ac systems via a dc-transmission 
system. The two ac systems can be independent networks, 

(d). Bipolar with ground return 

(c).  Asymmetric monopole with 
metallic return 

(e).  Bipolar with metallic return 

(a) Symmetric monopole 

(b). Asymmetric monopole with ground 
return 
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isolated from each other, or nodes of the same ac system 
where a flexible power transmission link is to be 
established. The interconnection point between a VSC 
station and its adjacent ac system is called the Point of 
Common Coupling (PCC). The main operating mechanism 
of a VSC station considers the ability of the VSC 

 

Figure 3.  Twot terminal VSC-HVDCtransmission 

IV. CONVERTER MODELING 

This two-level topology is the simplest to use in VSC-
HVDC transmission, and as shown in Figure 4, the 
converter can generate only two voltage values (Vdc) and ( 
Vdc). To model the converter correctly, we assumed that the 
power source is defined as an infinite bus which is 
characterized by a three-phase voltage source and s v, line 
resistances R and line inductances L. Let us designate by 
Vc_abc voltage, the voltage on the network side and by Vs_abc, 
the current leaving the infinite bus. We represent the system 
by the following equations [1]. 

 

Figure 4.  Figure. two-level topology with 6 switches     

a
s sa ca s ca

b
s sb cb s cb

c
s sc cc s cc

di
L V V R i

dt
di

L V V R i
dt
di

L V V R i
dt

 = − −

 = − −



= − −


                                               (1) 

SabcV : network voltage 

cabcV : line voltage 

after the transformation of the park 

                    

d
s sd cd d q

q
s sq q d

di
L V V Ri Lwi

dt
di

L V Vcq Ri Lwi
dt


= − − +


 = − − −

                            

(2) 

V. CONTROL STRATEGY 

Generally the control strategy of a two terminal VSC-
HVDC transmission line is to keep one terminal DC voltage 
constant as operation point, and adjust the other terminal 
DC current or active power order. The AC voltage or the 
reactive power of the two terminals can be controlled. 
Always in the interest of simplicity, the converter is 
considered ideal in the sense that it does not involve any 
losses[3] 
Its control is that of the Figure 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Overview diagram of the VSC control system 

A. Phase locked loop 

The phase locked loop (PLL) shown in fig.5 is used to 
synchronize the converter control with the line voltage and 
also to compute the transformation angle used in the d-q 
transformation. The PLL block measures the system 
frequency and provides the phase synchronous angle Ө for 
the d-q transformations block. In steady state, sin (Ө) is in 
phase with the fundamental (positive sequence) of the α 
component and phase A of the point of common coupling 
voltage (Uabc).[7] 
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Figure 6.  Phase locked loop block 

The active and the reactive power  

The converter is controlled in plane dq0, which is 
synchronized with phase a of the AC grid, using a Phase 
Locked Loop (PLL), so that Vgq = 0. Thus, since in plan 
dq0, we have 

           
AC gd sd gq sq

AC gq sd gd sq

P V .i V .i

Q V .i V .i

= +
 = −

                                   (3)                             

For   gq 0V = :         

         
AC gd sd

AC gd sq

P V .i

Q V .i

=
 = −

                                            (4) 

Thus, active power and reactive power can be controlled 
separately as long as we remain within the operating limits 
of the converter (controllability and maximum allowable 
voltage/current threshold).[1] 

In addition, the DC voltage is linked to the active power 
passing through the converter, and is therefore controlled by 
acting on Isdref.  

Finally, the internal current loop generates the control 
signal (sent to the PWM) of vmabc voltages while ensuring 

that the isabc currents do not exceed the maximum current of 
the converter. It also makes it possible to decouple isd and 

isq. 

In the context of a future global grid, High Voltage 
Direct Current (HVDC) links will play a central role. New 
technologies of semi-conductors and control devices have 
made possible HVDC project with Voltage Source 
Converters. This technology has several advantages, 
allowing it to make a growing presence in the HVDC 
projects. A new topology of VSC has been developed in 
recent years. 

VI. RESULTS AND DISCUSSION 

The simulation parameters are gathered in table 1. The 
studied system, shown in figure 5, is implemented in the 
Matlab\Simulink software environment. The results of 
simulation are obtained for Udcref=308kV. 

The grid voltage and current are given by the                 
figures (7-8). 

 

 
 

 

 

 

 

 

 

 

Figure 7.  Grid voltage station1 

 

 

 

 

 

 

Figure 8.  Grid current station1 
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Figure 9.  . Voltage and courant station 1 

All the figures above show the waveforms of the 
alternating voltages and currents 
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Figure 10.  DC  voltage 

The DC side voltage of both stations is shown in figure 
9. It shows that the slack bus is able to keep the DC side 
voltage close to its reference. 

 

 

 

 

 

 

 

 

Figure 11.  Grid voltage station 2 

 

 

 

 

 

TABLE I.   

 

Figure 12.  Courant station 2 

 

 

 

 

 

Figure 13.  active and reactive power station 1 

 

 

 

 

 

 

 

Figure 14.    active and reactive power station 2  

 

TABLE II.  TABLE. PARAMETER OF SIMULATION 

name  
Table of parameter 

parameter Value  unit 

Station1 

VSC rated power 120 MVA 

Resistor 12.4  Ω  

Inductor 23.46 mH 

Frequency 60 Hz 

DC- Line 

Cable resistance 0.0139 Ohms/km 

Cable Inductance 0.00015 H/km 

Cable capacity 0.23 µF/km 

Line length 75 km 

Station 2 

VSC rated power 120 MVA 

Resistor 12.4  Ω  

Inductor 23.46 mH 

Frequency 60 Hz 

 

VII. CONCLUSION  

This paper has given study to the HVDC technology, 
with its motivations and applications. The main 
configurations and components in a typical HVDC system 
have been shown. A model of a two-terminal VSC-HVDC 
system is presented  regulating the DC voltage while the 
others converters  control the active power flow 
independently and bi-directionally. 
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Abstract— This paper proposes a multi-robot transportation 

task allocation strategy that aims to maximize the productivity 

and minimize energy consumption. A designed Iterative Local 

Search metaheuristic is used to optimize the task allocation. A 

reallocation mechanism is embedded into the strategy to adapt 

the system to dynamic environments. The proposed approach 

is compared to three heuristics in a simulated environment. 

The impact of the reallocation mechanism on the productivity 

and the energy consumption is evaluated 

I. INTRODUCTION 

The design of multi-robot system (MRS) includes key 
elements such as, group architecture (centralized, 
decentralized, hybrid), cooperative mechanisms, resource 
conflicts, task allocation, learning, and geometric problems 
[1]. However, in industrial applications such as 
transportation, more specific details should be considered 
[2]. One important aspect is the battery management [3], [4]. 

In goods transportation task, like warehouse logistics 
scenarios [5], the main objective is to maximize the number 
of goods transported. However, if each task is associated 
with a priority value, the robot may be constrained to fulfill 
the most urgent tasks first. On other hand, it is crucial to 
design strategies to ensure optimal energy consumption. The 
obvious strategy, to consume less energy, is to choose tasks 
with the shortest travelling distance or the nearest tasks from 
the robot. However, the tasks chosen may not be the most 
urgent. The solution then is to optimally allocate the tasks to 
robots considering the energy consumption and the priority 
of the tasks, which involve solving the Multi-robot Task 
Allocation problem (MRTA). 

The MRTA problem addresses the question of  which 
robot should be allocated to which task? [1], [6]. The MRTA 
may be considered as a dynamic decision problem that may 
be solved iteratively over time [6]. Besides, in goods 
transportation scenarios, the number of available tasks may 
be dynamic. Therefore, the robots have to adapt to changes. 
Thus, A reallocation mechanism may handle this issue. This 
mechanism allows the robots, while executing tasks, to find a 
better allocation, which leads to a change in their 
destinations. However, the more the robots are allowed to 

reallocate, the more they may consume energy. Hence, the 
reallocation mechanism has to be constrained to benefit the 
system. 

Literature summarize three major approaches for MRTA, 
including optimization techniques (deterministic and 
stochastic) [7], [8]. behavior-based approaches [9], [10] and 
market-based approach [11], [12].  

In this paper, we propose a tasks allocation strategy 
based on a designed Iterative Local Search metaheuristic 
(ILS) for MRS involved in goods transportation tasks. Also, 
we discuss the impact of a tasks reallocation mechanism on 
the productivity and energy consumption of the system.  

This paper is organized as follow: Section 2 discusses the 
related work. Section 3 details transportation tasks allocation 
formulation. Section 4 proposes a task allocation strategy 
based on ILS. Section 5 describes the simulation experiments 
conducted and presents the results and discussion. Finally, 
Section 6 concludes the paper.    

II. RELATED WORK 

Several works have been done to improve the 
productivity of MRS in goods transportation. Chaimowicz et 
al, proposed in [13], a behavior-based paradigm, using roles, 
for dynamic coordination of a multi-robot system involved in 
transportation tasks. A decentralized auction based task 
allocation for cooperative transportation mission is 
developed using a coupled constraint consensus based 
bundle algorithm [14]. More recently, Farinelli et al 
proposed a graphical method for multi-robots transportation 
tasks in logistic scenarios to solve the spatial coordination 
between robots [15]. In industrial environment, the 
Automated Guided Vehicles, and the Robotic Mobile 
Fulfillment System are widely studied [2], [4], [5], [16], [17]   

Most the above literature focuses on aspects, such as: 
path planning, vehicle routing, tasks allocation and 
coordination, and does not include energy management in 
their approaches. In other hand, the literature addressing 
energy management in MRS, mostly investigate recharging 
methods and logistic matters and consider energy 
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management in the task execution, rather than in the task 
allocation process [4], [18], [19].    

This paper contribution focuses on presenting an energy 
management strategy that maximize the profit of MRS 
involved in goods transportation, by considering the energy 
management constraints in the task allocation process. 

III. TRANSPORTATION TASK ALLOCATION FORMULATION 

A. Problem statement 

This paper framework is inspired from backgrounds such 
as robotized warehouse management system [5]. However, 
our work is stressed on robot task allocation and reallocation 
mechanisms. A set of incapacitated homogenous mobile 
robots, with wide communication range, is considered in a 
simulated transportation task, from loading to unloading 
stations. In the simulated scenarios, each task is weighted 
with a priority value.  

In goods transportation applications, the energy 
consumption for the robots depends on its activities (e.g. 
travelling, pickup, drop off, ...). In our scenarios, we only 
consider the energy consumption of the travelling activity, 
since the latter consumes the most energy as stated in [3]. 
Hence, the robot travelling distance is used to emulate the 
energy consumption in the framework.     

B. Formal model of  tasks allocation 

According to the taxonomy proposed by Gerkey et al. 
[20], our MRTA model is a single-task, single-robot, and 
instantaneous assignment problem (SR-ST-IA). 

In the task allocation process, we consider a set of m 
tasks T={t1, t2, ..., tm} and a set of n robots R={r1,..., rn}. 
We estimate the utility uij of each robot ri for performing 
each task tj. Assuming that each robot can compute its own 
utility for each available task, an utility matrix U={ uij }  
with 1≤ i ≤ n, and, 1≤ j ≤ m, can be constructed. The 
objective is to find robot-task pairs (i1, j1)...(ik, jk), 1≤ k ≤ 
min(n, m) that maximize the overall utility of the system (1). 

∑
1=

max

k

m

ji mm
u  (1) 

Given the assumption of SR-ST-IA, the pairs (ik, jk) have 
to be unique.  

C. Heuristic-based utility function 

From the above issues (robot energy consumption 
management, throughput maximization, task priority 
constraint), an utility function (2), is designed based on, the 
number available robots nbrR, number of available task nbrT 
and their priorities Qj, the Cartesian distance estimation dij, 
that a robot needs to travel to perform a task from his current 
position, the robot accumulated travelled distance Traveldi, 
and, the maximal travelling distance Traveldmaxi, that a 
robot can performs before reaching the battery depletion.    

)1.0)(1(

)1.0)(1()(

2

max

max
22

)exp(

+−−

+−−+=

ijTraveld

Traveld

Traveld

Traveld
ijjnbeR

nbeT
dij

d

dQh

i

i

i

i

ij

nbrT
nbrR

(2) 

In case the robot doesn't have enough energy to achieve 
the task, his utility is null. Hence, the complete heuristic-
based utility function is: 



 ≥−

=
Otherwise

ijdiTraveldiTraveldmax ifijh
iju

0
  (3) 

In this work, we assume that: 1≥
nbrR
nbrT . 

IV. TASK ALLOCATION STRATEGY BASED ON ILS 

ALGORITHM 

A. Distributed Task Allocation mechanism 

In the proposed approach, each available robot, involved 
in MRTA, participates in the decision making in a 
distributed cooperative process. Fig. 1 shows the flowchart 
of the task allocation process that each robot runs.  

 
Figure 1.  Flowchart of the task allocation process 

B. The proposed Iterative Local Search (ILS) 

The ILS constructs sequence of solutions, using, 
iteratively, the Local Search as an embedded guided heuristic 
[21], to explore the search space S by moving from a solution 
s to a better (improved) solution s*. 

Algorithm 1 shows the ILS in our approach, as presented 
by Lourenço et al [21]. Five components are considered 

 

 

 

 

 

 

 

 

 

 

 

 

 

re-allocation 
condition = 1 

Erase the allocated tasks from the tasks list. 

Stop 

Yes 

No 

Update the lists Rlisti and T 

Robot ri computes his uij for each task tj ϵ T based on (3). 

Robot ri transmits his uij to other available robots. 

Robot ri builds the utility matrix U and resolves the allocation problem with ILS algorithm 

Robot ri compares the results found with ILS and the current 
allocation and sends the best solution for other robots 

Robot ri receives other robot results and chooses the best one 

Robot ri executes the assigned task 
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including, Generate Initial Solution, Local Search, 
Perturbation, Acceptance Criterion, and Termination 
Conditions.  

Algorithm 1: Procedure for Iterative Local Search (ILS) 

)(0  ontialSolutiGeneratInis =
 

)( 0
*  shLocalSearcs =

 
 Repeat 

                               )( *' sonPerturbatis =  

                              )( '*'

shLocalSearcs =  

                              )(tan **  s,snceCriterioAcceps
'*=  

 Until (Termination Conditions met) 

During the task allocation, the available robots will have 
the same utility matrix U={uij}, the same list of available 
robots Rlist and the same list of tasks T, with 1 ≤ i ≤ p ≤ n (p 
the number of available robots) and 1≤ j ≤ m. The solution s 

ϵ S  is constructed as in (4), (See also, table 1): 

{ }TRlistUs ,,=   (4) 

We note that the allocation corresponds to the pairs (r i, 
t j) with i = j = k and, 1≤ k ≤ min(p, m). 

TABLE I.  ILS SOLUTION REPRESENTATION 

 

 

 

 

 

In our approach, the Local Search uses a swap move on 
the utility matrix columns and elements of the task list by 
exchange positions between a random ith and jth, column 
from the utility matrix U and the same ith and jth, element of 
the list T, with (i, j) ≤ min (p, m).  

In other hand, the perturbation, considered as a high 
order move in the search space than the Local Search [21], 
the proposed ILS, uses a rotation move mechanism on the 
columns and the rows of the utility matrix U, the task list T 
and robots list Rlist. In our approach, we assume that the 
rotations number is min (p, m). 

The acceptance criterion determines if the solution given 
by the Local Search and the perturbation is accepted as new 
current best solution. Here, a new solution is accepted if it is 
better than the current. The acceptance criterion is expressed 
by (5) and (6). With s the current solution, s' the new found 
solution, and, 1≤ k ≤ min(p, m). 





 >

=
Otherwises

sGsG ifs
ssBetter

)()'('
)',(  (5) 

∑
==

=
k

ji

ijusG

1

)(  (6) 

We indicate that the initial solution of the algorithm s0 is 
constructed randomly and The termination condition is the 
number of iterations. 

C. Task reallocation embedded in the proposed MRTA 

Most of literatures addressing MRTA consider a 
mechanism for tasks reallocation to ensure that the system, is 
fault-tolerant, robust and more flexible. However, to embed a 
reallocation mechanism, the system has to allow it, also, the 
tasks must permit that robots may exchange tasks or even 
abandon tasks for others. 

The transportation tasks presented in this work, as stated 
previously, consists, when allocated to a task, robots move 
from their initial positions to loading stations to pick-up an 
objects, then transport them to unloading stations. Assuming 
that a robot with a loaded object can't transfer it to another 
robot or left it in a random place. The task reallocation is 
only possible between robot initial position and current 
allocated task loading station position.  In our approach, the 
reallocation mechanism is constraint with the following two 
conditions: 









−≤−

>

LoadPosjTInitPosirβInitPosirCurrPosir

and

nbrRnbrT

 (7) 

We assume that the task Tj has been allocated to the 
robot r i previously located at r iInitPos. The positions 
r iCurrPos and TjLoadPos refer to robot current location and 
the task location. The constant β, with 0 ≤ β ≤ 1, is a design 
parameter. 

The first condition allows reallocation when the number 
of available tasks is greater or equal to the number of 
available robots. The second condition compares the robot 
traveled distance and the whole distance needed to reach the 
allocated task. When β =1, the robot is allowed to participate 
in reallocation, from his position until he arrives to the 
loading station. However, for β =0.5 , the reallocation is 
permitted only for the first half of the whole distance. 

The parameter β, is a control parameter for the 
reallocation for each robot, from no reallocation allowed 
with β =0, to fully reallocation with β =1. Consequently, we 
can manage the robot search for a new allocation, hence, we 
can control the commitment of the robots to their current 
allocated tasks. However, as expressed above, the more the 
robots reallocate, the more they may consume energy, 
therefore, it is crucial to choose the convenient β.      
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V. EXPERIMENTS 

A. Experiments design   

The proposed approach is tested on the Player/Stage 
simulator [22]. Tasks priorities are generated randomly 
between 0 and 5 (0 as lowest and 5 as the highest priority). In 
each scenario, the experiment continues until the tasks are 
completed or the maximum travelling distance for each robot 
is reached. Each scenarios were carried out 20 times. 

The environment topology (Fig. 2) is designed in order to 
have a simple framework to test our approach. Therefore, we 
assume that in simulated scenarios, five loading stations and 
five unloading stations are used . The obstacles are limited as 
possible. Given that our study's is about task allocation, 
rather than the obstacles avoidance or path planning.  

 
Figure 2.  The environment simulation with 5 loading stations (black), 5 

unloading stations (grey), and 5 robots. 

B. Evaluation methodology 

The aim of the simulations were to evaluate first, the 
performance of the proposed strategy that maximize the 
productivity and minimize the energy consumption  
considering priority constraint. Secondly, the reallocation 
mechanism impact on energy consumption and productivity. 

1) Multi-robot transportation task allocation strategy 
evaluation 

The approach is compared to three heuristics inspired 
from Automated Guided Vehicles dispatching rules [2]. The 
heuristics are used as task allocation strategy without 
reallocation. 

The first heuristic is the Nearest Task-First (NTF). It 
allocates tasks near the robot without considering the 
priorities. The heuristic minimizes the energy consumed by 
minimizing the travelling distance. The second heuristic is 
the Shortest Travel Distance-First (STDF). similar to NTF. 
However, STDF compares the total travelling distances 
required to complete the task. The third heuristic is the High 
Priority Task-First (HPTF). It allocates tasks with highest 
priority first, which will maximize system efficiency, by 
allocating according to the priority, regardless to the 
travelling distance.  

In all three heuristics, A random choice is made If more 
than one task is presented with the same parameters.  

The proposed strategy and the three heuristics are tested, 
with 5 robots, numbers of tasks (i.e. 20 and 80 tasks), and a 
travelling distance of 500 units.  

2) Reallocation mechanism evaluation 
To assess the impact of the reallocation on energy 

consumption and productivity, we simulate three scenarios. 
In two scenarios, the number of available tasks is dynamic. A 
comparison was conducted between those scenarios and a 
third scenario, in which the number of tasks is static. Each 
scenario is tested for different values of parameter β (i.e. 0, 
0.1, 0.25, 0.5 and 1). 

The scenarios 1, 2, and, 3, were simulated with 5 robots 
with a travelling distance of 500 units. The scenario 3, is 
considered as the control test, the simulation start with 80 
total tasks. In the scenarios 1, and 2, the simulation starts 
with a fixed number of tasks and for each period of time, 
tasks are added until reaching a certain amount. A 
description is detailed in table 2.  

TABLE II.  PARAMETERS FOR SCENARIOS USED IN THE EXPERIMENT 

 
Initial 
task  

Tasks 
added 

Period to add 
tasks (second) 

Total 
tasks  

Scenario 1 10 5 120 80 
Scenario 2 5 1 60 20 

3) Evaluation scales 
The system performance is analyzed with two scales. The 

first is the mean of robots travelled distance. In our case, it 
emulates the average energy consumed. The second scale is 
the productivity of the system (8), that corresponds to the 
weighted (priority) arithmetic mean of the completed tasks. 
Considering nbrTQi the completed task for each priority. 

∑∑
==

=⋅=
5

0

5

0

)(

ii

iQ inbrTityproductivi  (8) 

C. Results and discussion 

Fig. 3 illustrates, the average distance travelled (energy 
consumed) by the system  to complete all 20 tasks, with a 
travelling distance of 500 units (maximum energy units to 
consume). The results show that the proposed approach is 
slightly minimizing the travelling distance (energy 
consumption).  

Fig. 4, and 5 show the robots performances to complete 
80 tasks with 500 units travelling distance. The results show 
that the proposed approach travels less distance (consumes 
less energy) than HPTF. However, it travels more distance 
(consume more energy) than STDF and NTF. However, the 
results reported in the fig. 5 denote that our algorithm is 
more productive. Such performance is due to the fact that the 
robots cannot achieve the 80 tasks with the travelling 
distance allowed. Therefore, our algorithm manages the 
energy consumption to complete most high priority tasks. 
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Figure 3.  Average travelling distance to complete 20 tasks with maximum 

travelling distance of 500 units. 

 
Figure 4.  Average travelling distance with for 80 available tasks and 

maximum travelling distance of 500 units. 

Regarding reallocation impact, the results of the  scenario 
3, without dynamic in task availability, shown in fig. 6, 
confirm the assumption that with β=1 (full reallocation), the 
system consumes the more and produces the less. In this 
scenario the robots waste a lot of energy reallocating several 
times, which causes depletion of the system energy reserve, 
leading to less production as shown in fig. 7. However, in the 
same scenario 3, with 0.25 ≤ β ≤ 0.5, the robots consume less 
energy and are more productive. 

In the scenario 1 case, with a dynamic in the task 
availability, the robots system, with β=0 (without 
reallocation), consumes the more and produce less than some 
cases with reallocation allowed (i.e. β=0.5 and β=0.25). The 
robots in this case, without reallocation, are not able to adapt 
to changes in the environment. The same results, show that 
with β=0.25 and β=0.5, the system produces the more, 
however, it consumes more than with β=0.1. In this scenario, 
the robots cannot achieve the total 80 tasks with the available 
energy. Therefore, the proposed algorithm manages the 
energy consumption to complete most tasks with high 

priority. The values of β, that offers the best result in that 
case are 0.25 ≤ β ≤ 0.5. 

 
Figure 5.  Productivity of the system for 80 available tasks with a 

maximum travelling distance of 500 units 

 
Figure 6.  Average travelling distance for 80 available tasks with 

maximum travelling distance of 500 units.  

 

Figure 7.  Productivity of the system for 80 available tasks with a 
maximum travelling distance of 500 units. 
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Fig. 8, shows the energy consumed to complete a total 20 
available tasks as simulated in scenario 2 with a dynamic 
tasks availability. This scenario asses the performance of the 
system to manage the energy consumption to complete all 
the available 20 tasks. The results indicate that the 
reallocation with β=0.1, and the case without reallocation 
(β=0), consumes more energy. However, a reallocation with 
β=0.5 and β=0.25 consumes the less energy. As in the 
previous scenarios the optimal value for  β  are 0.25 ≤ β ≤ 0.5 

 

Figure 8.  Average travelling distance to complete 20 tasks with travelling 
distance of 500 units (with a dynamic task availability). 

VI. CONCLUSION AND FUTURE WORKS 

This paper introduces a multi robot transportation task 
allocation strategy embedded with a reallocation mechanism. 
A designed Iterative Local Search metaheuristic is used to 
optimize the tasks allocation. In this work ,two objectives 
were investigated: the performances of the proposed 
approach compared to three heuristics, and, the reallocation 
mechanism impact on the productivity and the energy 
consumption of the system. 

The results show that our approach successfully manage 
the energy consumption in order to balance between 
spending energy to maximize the productivity and saving 
energy to minimize the consumption. Furthermore, the 
results on the reallocation mechanism denote that, task 
reallocation with the right parameters β, has a positive 
outcome on the performances of our system. Thus, as future 
works, include evaluating the approach on important number 
of robots in realistic warehouse environments. Another 
extension will concern other MRS such as multi unmanned 
aerial vehicle (multi-UAV).  
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Abstract—A heuristic algorithm is advanced for the classic 

programming problem in which independent jobs are 

programmed non-preventively on identical parallel machines in 

order to minimize the makepan with load balancing. The 

algorithm utilizes iteratively the LPT procedure to be effective 

computational tools in many hard Combinatorial Optimization 

problems. We present an approximation algorithm built on 

balance which are a type of assignment variables for the classical 

deterministic scheduling problem of minimizing the makespan on 

identical machines. These problems are differentiated by their 

complexity, known as NP-hard in most situation. Computational 

results signalize that the suggest algorithm is very competitive 

with esteem to well-known deductive algorithms for a large 

number of benchmark. 

Keywords— Flexible Manufacturing System (FMS), 

metaheuristic, Identical parallel machines, makespan, genetic 

algorithm (GA) approach, The LPT procedure, shortest processing 

time (SPT) heuristic  

Current production systems are growing in complexity. 
This complexity results from the demands of the market, 
competition, quality as well as the density and diversity of the 
products they process. In this type of problem, we are faced 
with a scheduling problem. The choice of the resolution 
method strongly depends on the size and complexity of the 
problem. If the problem is large and of significant complexity, 
it is not possible to provide an exact algorithm for such 
systems. We are naturally interested in non-exact algorithms 
called 'heuristics' which present more interesting alternatives. 
Among the problems that are often classified NP-Difficile, 
those of scheduling form a large part, which justifies the use of 
the approximate methods for their resolution. 

The system should be flexible, productive and should be 
able to meet the demands within time bounds at a reasonable 
cost. An FMS can be considered flexible, if it is able to process 
parts when they arrive into the system to changing the world as 
flexibility is the way to stay ahead in business [1]. 

The FMS scheduling is among the hardest and interesting 
combinational optimization problem.  For this raison,researche  
used  different  approaches  to  solve  this  problem  such  as  
mathematical  programming,  simulation,  and heuristic 
algorithms… [2]. The choice of the resolution method of the 
optimization problems depends strongly on the size and 
complexity on the problem. If the problem is of small size and 
reduced complexity, an exact method can suffice and lead for 
an optimal solution. For complex problems, the approached 
methods, in particular the heuristic ones present an interesting 
alternative [1]. 

A parallel machines job-shop problem is a generalization of 
a job-shop problem to the case when there are identical 
machines of the same type. Job-shop problems encountered in 
a flexible manufacturing system, train timetabling, production 
planning and in other real-life scheduling systems. This paper 
presents an developed algorithm for solving the parallel 
machines job-shop problem. 

In a classical job shop problem, the elementary product 
operations follow a completely ordered sequence according to 
the product to be manufactured. In some structures, each 
elementary operation may be carried out on several machines, 
from where, thanks to the versatility of the machines, a greater 
flexibility is obtained. We can talk about total flexibility if all 
the machines are able to carry out all the operations, otherwise, 
it is a partial flexibility. This is what we call the hybrid job 
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shop or the flexible job shop. Multiprocessor Scheduling, 
Theory and Applications [3]. 

This work is part of solving the scheduling problems of 
flexible production systems. We were particularly interested in 
those with routing flexibility. This kind of flexibility that can 
be found in every system that includes identical, alternate or 
redundant parallel machines offers several advantages in 
balancing machine loads better, allowing the system to 
continue to operate and maintain its high performance despite 
occurrence of certain unexpected events such as machine 
failures, .... [4] 

These properties are pushed many researchers to take into 
account during the implementation and configuration of the 
systems, which explains the existence of many works that deal 
with scheduling problems in manufacturing systems with 
presence of flexibility. 

The idea of a better balancing of the loads on the machines 
of the job shop, pushed us to try it on a system of parallel 
machines which contains a flexibility in the selection of the 
machines. For this we developed an algorithm that was called 
MMIPMH to select the best makespan for a system of identical 
parallel machines. 

The results of this algorithm are compared to those of the 
LPT rule which is one of the methods that gives the best results 
for the scheduling problem P || C max (the minimization of 
Cmax for the problem of identical parallel machines without 
constraints) which is an NP-complete problem. 

These results confirmed that the MMIMPH method we 
developed almost always gives better results than those given 
by the LPT rule and results in worst case worst case. The 
power of this method is in the manner in which the load 
balancing is done on the different machines of the system [5]. 

I. RESENTATION OF FLEXIBLE MANUFACTURING 

SYSTEM ENVIRONMENT 

The FMS model studied is drawn from the literature (Saygin 
and Kilick, 1999; Hassam and Sari, 2010 [6]). It is composed 
from seven machines and two stations, one is a loading station 
and the other is an unloading one. The system will process six 
kinds of parts. Each machine has an input and an output 
queue. The loading station also has an input queue. Fig. (1) 
represents the model’s configuration, and Table 1 shows 
possible alternative routings for each parts kind with the 
processing time for each machine. 

 
Figure 1. Model FMS configuration. 

L: Loaded Station  
UL: Unloaded Station  

VTC1, VTC2: vertical turning centers   
VMC1, VMC2: vertical milling machines  
HMC1, HMC2: horizontal milling machines  
SHP: shaper 
I: input buffer,   
O: output buffer 

A group of colleagues and I have developed several 
metaheuristics in order to improve the work of the job Shop 
operator and gave us a good result there is a table showing that 

But that is not enough, which made me think about 
developing a balanced machine operator, which is part of the 
job Shop. 

Table I. Production rate of parts for a queues capacity equal 
to 2. 

T.A.A(1/min) 1/5 1/10 1/15 1/20 1/25 

(AG) 23,12 46,22 69,02 92,00 99,99 

(MA) 23,84 47,42 71,21 94,34 99,99 

(MA|PM). 23.95 47.83 71.61 94.66 99.99 

(SS) 23,98 47,90 72,02 95,21 99,99 

MA|PM:  memetic algorithm with management of  
 population.  

MA: memetic algorithm  
GA: genetic algorithm  
SS: Scatter search 
Table I gives the evolution of the rate of production for 

various values of the queues capacity. It is clear that the Scatter 
search (SS) gives better results compared with those of the 
algorithms. 

II.  PARALLEL MACHINES SCHEDULING 

This paper considers the problem of scheduling 
independent jobs on identical parallel machines. the partition 
jobs to machines and sequence jobs for each machine are the 
two essential issues in classical parallel machine scheduling 
problem [7]. The aim of machine scheduling is to assign jobs to 
the machines based on related objective function to minimize 
operating time and increase productivity [8]. The problem can 
be described as follows: we are given n jobs when each 
operation has to start and finish on each one of the identical 
parallel m machines and using available resources in efficient 
manners to execute (assign) jobs or tasks on machines during a 
fixed processing time without preemption. The schematic 
representation of a typical identical parallel processing 
environment involving three identical machines, required to 
produce eight jobs, is shown in Figure 

 

Figure 2. Structure of parallel machine process 
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A. Formulation of the Problem  

The paper considers the problem of finding an appropriate 
allocation of jobs to machines that would optimize the 
performance criterion, for the classical deterministic scheduling 
problem of minimizing the makespan which is defined as the 
total completion time of all the jobs. The performance of 
MMIPMH heuristic is compared with LPT heuristic approach 
by Hu [9]. We will use this notation in what follows: 

n: number of jobs  
m: number of machines 
J: job i, i Є N={1,...,n} 
Mi : machine j, j Є M={1,...,m}  
pj: processing time of J 
Ci: completion time of J 
Cmax: makespan, the maximum completion time of all jobs  
Cm=Completion time or workload of machine m 
Cmin: Minimum of workloads (completion times). 
 : The assignment (decision) variable. 
In this paper, the solution can be obtained in two steps: The 
LPT algorithm is used to find (generate) the initial solution, 
while the developed algorithm is used to improve the initial 
solution.  

• The LPT rule of Graham [10], one of the most 
popular heuristics, to distribute jobs among 
identical machines so as to minimize the 
makespan of the resulting schedule. This rule 
always puts the smaller jobs towards the end of 
schedule, such that P_1≥P_2≥P_3≥⋯≥P_nand 
then successively assigns jobs to the least loaded 
machine.  

According to the (LPT) algorithm, whenever one of the (m) 
machines is freed, the longest job among number of jobs 
(N) in decreasing order waiting for processing is selected to 
be next [20]. The next job (j) will be scheduled on machine 
(i*) according to the equation 

                                 (1) 

The LPT algorithm is summarized below: 

Step 1. Sort then n jobs according to the non-   increasing 
order of their processing time 

Step 2. Set j=1. 

Step 3. Assign job i to machine j according to (1) 

Step 4. If  i=n (i.e. all jobs are allocated) then go to the next 
step, otherwise set i=i+1 and go to Step3. 

Step 5. Calculate C_max^LPT=max{C_(j,),j=1,…,m} 

• Algorithm The algorithm, called elimination of load 
balancing MMIPMH Job and Machine Sets 
(MMIPMH), solves P||Cmax by using LPT approaches, 
many times in sequence. This method is inspired by 
Hopfild neuron network; it does not take all the loads of 
the machines because before we suppress many cases 
for active the calculation. we posed the bound each step 

step 1: 1<=Number the jobs in each lines <n-m+1  

step2 : : , α and 

                                                            (2) 

                                                        (3) 

non-increasing order (15, 9, 8, 7, 7, 6, 6, 5, 4, 3, 3) 

Step 2: set j=1 

Step3: Construct a matrix of which the number of rows is       
equal 2n (n the number of jobs) and the number of 
columns = n and Converting this matrix to a binary 
matrix. 

Step4: Delete all lines after using the formula (4). 

         1<=Number the 1 in each lines <n-m+1             (4)                    

     That is to say all the lines, which contains more n-m + 1 
of 1 and less than 1. The 1 these are the job. Multiply each 
row by jobs using step 1. 

Step5: We compute at each line the Cmax*. Delete lines 
according to formula (2). 

   The feasibility of the load is checked by equation (3). If 
the construction is successful (all machines are loaded and 
all conditions are satisfied), both the upper bound and lower 
bound are updated.  

Step6: print the results and stop. 

B. Computer program  

The developed algorithms have been coded in delphi and 
executed for CPU 2.30 GHz, RAM 6.00 GH. System type 
(64bit) in order to remain comparable in terms of the 
computational time. The program is designed to solve variety 
of problems depending on number of machines (m) and 
number of jobs (N).   
Many computational applications with different levels of 
difficulties have been carried out to evaluate the performance 
of the MMIPMH algorithm. Then we will make a comparison 
between these algorithms and the LPT algorithm previously 
used to solve the same problem to get an idea on the most 
efficient methods for this problem and choose the most 
effective. 
Find the optimal schedule (solution) by using the (LPT) and 
the algorithms to minimize maximum completion time (Cmax) 
for (12) jobs their processing times (Pj) given bellow: 
Pj= [3, 6, 3, 15, 6, 7, 9, 7, 8, 9 , 4, 5]  
The jobs processed by (4) identical parallel machines, each 
machine each job is assigned to exactly one of the machines 
and permission of a job on another machine is not allowed. 
Using LPT algorithm to find the initial schedule (solution):   
Step1: sort the jobs in non-increasing order (15, 9, 8, 7, 7, 6, 6, 
5, 4, 3, 3) 
Step 2: set j =1 
Step 3: assign job (1) to the machine (i) according to equation: 
                                     (1) 
The load on machines:  
C1= P4 + P6 + P10 + P12= 8+7+4+3 = 22  
C2= P3 + P5+ P11= 9+ 7+3 =19  
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C3= P2 + P8 + P9= 9+ 6+5 = 20 
C4=P1+P7=15+6=21 
Step 4:  j = N = 12 (all jobs are assigned (allocated)). 
Step 5: calculate C by using equation (2). 
  

 

 
 

  
Using the algorithm to improve the initial solution:  
Use (LPT) algorithm to find the initial solution (upper bound) 
  
The lower bound (LB) can be found by equation (2) as 

follows:  
 

Therefore:   

 

 Since we can not divide the execution time of jobs, we will 
take the entire part of   
That means the algorithm is going to look for   in the 
meantime [19,21]:   

 

III. RESULTS AND DISCUSSIONS 

TABLE II: The solution for number of (4) Machines and (12) Jobs 

 
According to the results in table (II) the solution of the 

problem (Cmax) which obtained by LPT algorithm 
CmaxLPT=22 but we observed the optimal solution obtained 
by the MMIPMH algorithm Cmax=21 with different 
distribution of jobs on machines and number of solution 
iterations. 

Table II give a summary of the results for the first and 
second data sets respectively. The summary shows the 
performance of proposed MMIPMH approach with the LPT 
heuristic proposed by Hu [9]. 

TABLE III: The solution for number of (m) Machines and (N) Jobs 

Table III gives the evolution of the various numbers of jobs 
for a fixed number of machines. It is clear that the MMIPMH 
algorithm gives better results compared with those of the 
algorithm (LPT). 

IV. CONCLUEIONS 

The idea of a better balancing of the loads on the machines 
of the job shop, pushed us to try it on a system of parallel 
machines which contains a flexibility in the selection of the 
machines. For this we developed an algorithm that was called 
MMIPMH to select the best makespan for a system of identical 
parallel machines. This work was presented in this papier, 
where we presented and explained the algorithms by giving 
explanatory examples. 

The results of this algorithm can be compared to those of 
the LPT rule which is one of the methods that gives the best 
results for the scheduling problem P || Cmax (the minimization 
of Cmax for the problem of identical parallel machines without 
constraints) which is an NP-complete problem. Several 
methods such as dynamic programming, integer method for 
branching and linking, Hopfild, GA have been used to solve 
Identical parallel machine scheduling problem in order to 
reduce the disruption of workload between machines and the 
makespan has been 

Our objective is to determine the performance of heuristic 
MMIPMH  based the loading problems in Identical parallel 
machine compared to the LPT algorithm for a scheduling 
problem in an FMS, many experiments  are used with random 
number of machines (m) and jobs (N) to prove effectiveness of 
the algorithm solution. 

 These results confirmed that the MMIMPH method that we 
developed almost always gives better results than those given 
by the LPT rule and results equal to those of the LPT in the 
worst case. 
The power of this method is in the manner in which the load 
balancing is done on the different machines of the system. 
We also note that this method gives its results in a fairly 
reasonable computation time compared to other methods 
because of the reduction of the search space of the makespan. 

All in order to balance the workload which reduces the 
makepan this result from finding a better sequence of the types 
within reasonable time application. 
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Abstract— Nowadays the balance between occupant thermal 

comfort and energy efficiency in the tertiary building is 

considered as a target of the world. An important energy 

consumption is associated to building heating systems. In this 

paper, we have proposed a new approach to control the 

ambient temperature inside the working office in order to 

minimize energy consumed without reduce the comfort of 

occupants. To achieve this compromise, a predictive functional 

controller has been used. This control algorithm is applied to a 

building heating system. Simulations results found using the 

SIMBAD toolbox, demonstrate the validity, the performance 

and the effectiveness of this control strategy. 

I. INTRODUCTION 

The building sector is considered as a more consumer of 
energy and represents approximately 40% of the world's 
energy consumption. This is due to rapidly growing of 
population and the increasing demand of living comfort. 
Nearly half of the energy use is associated to heating, 
ventilation and air-conditioning (HVAC) systems [1, 2]. 
Reducing the building energy costs has become an urgent 
task, due to the increasing environmental concerns and 
energy prices. Despite, the most HVAC systems at the 
existing buildings are not operating in the efficient way. 
Therefore, the main objective of this work is to develop and 
design a control strategy that can be used to reduce the 
energy consumption and improve thermal comfort in the 
tertiary buildings. 

Even if many studies were carried out in order to 
optimize the energy efficiency of the heating systems, the 
control algorithms that are used for this objective remain 
basic or stand for local control problems, such as on/off type 
or PID controllers, auto-tuning methods of PID parameters 
[3, 4]. The major problem of thermal systems is their slow 
dynamics and the presence of time delays [5]. Therefore, 
other approaches have been proposed in the literature like 
fuzzy logic controllers [6], genetic algorithms [7] or neural 
networks [8, 9]. 

This work enrolled in the context of our research project, 
which is the expansion of the previous works [10, 11, 12], a 
predictive functional control (PFC) methodology has been 
used. The PFC algorithm is considered as a promising 
technique to solve the optimization problem in the building 
sector. Briefly, this advanced method consists to solve the 
industrial complex problems. It is based on the use of a 
dynamic model of the system inside the controller in order to 
anticipate its future behavior of the process. 

The main objective of this paper is to develop a control 
strategy based on predictive functional controller for 
regulating the ambient temperature in the building zone. 
This zone is a working office that can be considered as a 
highly unknown nonlinear complex model, which is taken 
from Simbad toolbox [13]. Our goal is to make the 
temperature inside tracks perfectly the desired one, despite 
the presence of different disturbances and environmental 
constraints. 

The remainder of this paper is organized as follows. 
Section 2 describes the complete process; in the same 
section, the main control problem is stated. Section 3 
devoted to restoring the operating principle of the predictive 
functional control of the heating system. Section 4 presents 
the application of PFC for regulating the temperature in a 
building zone; Conclusions are drawn in the last section. 

II. THE BUILDING ZONE WITH ELECTRICAL HEATER 

CASE STUDY 

A. Zone Model Description 

  The room model consists of a detailed envelope model, 
simplified radiation model and simplified convection model. 
It uses a central node to represent the resultant temperature in 
the zone. The different inputs and outputs of the model are 
described in Figure 1. 
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Figure 1. The simulation model of the room with different perturbations  
and electric heater 

B. Electric Heater Model Description 

This is first order model of an electric heater. 

1) Input: 

• Com: Command from controller limited between 0 and 1. 

2) Outputs: 

• Heat flux: Heat dissipated to surroundings [W] 
• P_elec: Electric consumption of heater [W] 

 

C. Performance indicators 

To verify the effectiveness of the method and compare it 
with other methods, we defined four performance indicators. 
The first two translate the energy consumed and the comfort 
of the occupants. They are naturally defined as: 

1. The energy consumption, in [kWh], during the study 
period: 

    

0

( ) [ ]
ft

cons

t

I P t dt kWh= ∫                               (1) 

2. The comfort index penalizes the difference between 
the temperature of the room and the reference 

temperature, but only during the periods of 
occupation of the room, which gives, in [°Ch]: 

0

( ) ( ) [ ]
ft

comf ref amb

t

I T t T t dt Ch= − °∫                    (2) 

  The last two indices do not have a direct impact on 
consumption or comfort but are also important from a more 
automation point of view. They measure the oscillatory 
phenomena of the temperature and the continuous aspect of 
the command: 

3. The temperature stability index. It measures the 
temperature oscillations and is constructed from the 
differences between the local maximums of the room 
temperature and the desired temperature during the 
occupancy period. Which gives in [° C]: 

   ( )( )max ( ) ( ) [ ]amb ref

while occupancy

TSI local T t T t C= − °∑


        (3) 

4. The stability index of the control corresponds to a 
weighted average of the control variation, and 
depends on the sampling period 

sT  : 

      
( )( 1) ( )

s

mean u t u t
CSI

T

+ −
=                               (4) 

Now that these indicators have been clearly defined, the 
next step is to define the principle and the parameters 
necessary for the implementation of the PFC, so that these 
indicators are the best ones possible. 

III. PREDICTIVE FUNCTIONAL CONTROL (PFC)  

Predictive functional control has been designed to solve 
control problems for medium complexity processes. In the 
industry, PFC has been very successful compared to other 
MPC control strategies. 

It uses a non-aligned model (independent) divided into 
two parts: one autoregressive and the other forced. The 
forced response is projected on a function basis. 

The goal is to rally the output of the process to the set 
point in the future. The prediction calculation is done with 
the help of a numerical model of the process that one wants 
to control. The calculation of the future terms of the order is 
made on a prediction horizon formed of a sequence of 
points that are called coincidence points. The predicted 
output is then supposed to coincide with a reference 
trajectory [14]. 
To set up such a control, we must follow the following steps 
[15]. 

- Obtain and represent the model of the system. 
- Look for the prediction formula (sometimes called 

preacher). 
- Obtaining the analytical expression of the control to 

be applied. 

Electrical heater 

Global vertical radiation 

Global vertical illumination 
[Lux] 

 
Position of the blind 

External Temperature 
 

Resultant temperature of 
the adjacent room in 

contact with the floor of 
the treated room [°C] 

Resultant temperature of 
the adjacent room in 

contact with the ceiling of 
the treated room [°C] 

 
Resultant temperature of 

the adjacent room in 
contact with the internal 
walls of the treated room 

Heat gains from electric 
equipment [W] room 

Heat gains from occupants [W] 

 
Vector describing air flow 

entering the room by 
ventilation or infiltration 
 [°C - g/kg - Pa - kg/s] 

 

M
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orking office)
 

  

Zone temperature [°C] 

 

Vector of internal surface 
temperatures in the zone 

Vector of air leaving the room 
[°C, g/kg, Pa, kg/s] 

 

Natural lighting into the 
zone [Lux] 
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A. Principle of functional predictive control 

In general, we consider the system to be regulated as a 
model that can be modeled according to the ARMA 
representation: 

      
1 1

( ) ( ) ( )
n m

i p j
i j

y k y k i b u k jα
= =

= − + −∑ ∑                          (5) 

iα and jb are the model parameters 

Then the PFC is based on principles that are specific to its 
implementation. 

 
Figure 2. Principle of the PFC [16] 

1. Internal model 

The behavior of a process will be simulated by an 
internal model. It is said internal because it is located in the 
control. The parameters of this model are obtained by 
different techniques of modeling and/or identification of the 
process. 

The goal is to know the future behavior of the process if 
it is submitted to a certain input [17]. 

2. Reference trajectory 

The setpoint (consigne) is the target of the control, but this 
specification is not sufficient and it should be defined how 
to achieve this. The reference trajectory is the future path 
that one would ideally want the regulated process to take in 
order to reach the imposed set point. It is she who will 
impose the dynamics of the closed loop. 

3. Coincidence horizon 

It is necessary to define a time interval [H1, H2] in 
which we find at least a point of coincidence between the 
known reference trajectory and the output of the process. 

 
Figure 3. Coincidence points 

In Figure 3, the points B and C are the points of coincidence 
Between the reference trajectory ( )refy t  and the  output  of 

the process ( )py t in the interval [H1, H2].  

4. Purpose of the control 

It is considered that the increment of the output of the 
process at the point of coincidence is presented by the 
following relation:                                           

    ( ) ( ) ( )P P Pk y k H y k∆ = + −                                            (6) 

where k represents the present time. 
As on the other hand, the model simulates the behavior of 
the process, one can also set the desired increment in the 
model space.                                         

    ( ) ( ) ( )M M Mk y k H y k∆ = + −                                         (7) 

In the end, the control to be applied to the process is 
obtained from the equality between the two increments 
presented, that is to say: 
    ( ) ( )P Mk k∆ = ∆                                                               (8) 

B. The calculation of the control 

One of the characteristics of the PFC control is the 
structuring of the control law. 

This corresponds to choosing the type of setpoint signal 
from basic functions such as step, ramp, parabola, etc. These 
basic functions are used in the prediction part of the 
predictive control. 

As mentioned previously, the predictive control is 
obtained from the equality between the reference trajectory 
and the predicted output of the process at a point of 
coincidence H. 

Thus, the relation (8) allows to find the expression of the 
control. 
The model: 

     
( )

( )
1 ( )

p p

p p

K y t
G p

P u tτ
= =

+
                                               (9)                         

     
/ 1 1

1
/ 11

(1 ) ( )
( )

( )1

e

e

T
M M

p T

k e z y z
G z

u ze z

τ

τ

− − −
−

− −−

−
= =

−
                    (10) 

where eT is the sampling time. 

From the previous sampled model, remembering that 1Z − is 

equivalent to a delay of a sample and noting /eTe τα −=  
(where τ is the time constant), it comes: 
    ( ) ( 1) (1 ) ( 1)p p My k y k K u kα α= − + − −                           (11) 

By doing the same thing for the model, we can write:  

    ( ) ( 1) (1 ) ( 1)M M My k y k K u kα α= − + − −                        (12) 

If we consider the control as constant at a value ( )u k after 

its application at time k, we have: 

    ( 1) ( 2) ... ( ) ( )u k u k u k H u k+ = + = = + =                         (13) 

It is therefore possible to calculate the output at the instant 
k H+ by incrementing in the equation (13). 
This approach leads to the predictor equation: 

    ( ) ( ) (1 ) ( )H H
M M My k H y k K u kα α+ = + −                     (14) 
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The reference trajectory can be set by specifying the desired 
closed loop response time ( )BfT  and choosing an 

exponential decay difference (see the Figure 3).  
From the Figure 3, we can write: 

    ( ) ( )refk C y kε = −                                                         (15) 

where ε(k) is the difference between the set-point C and the 
reference trajectory at time k.  
The reference trajectory is chosen exponentially, the 
decrement of the difference between the set-point and the 
output is given by: 

    /
( ) ( ) ( )e bfT H Hk H k e k

τε ε ε λ−+ = =                              (16) 

with 
/e bfT H

e
τλ −= and bfτ represents the time constant of the 

reference trajectory. 

If it is assumed that at the instant k H+ there is a 
coincidence between the output of the process and the 
reference trajectory, under these conditions, the increment 
of the output of the process ( )p k∆  can be determined by: 

     ( ) ( ) ( ) ( ) ( )p ref ref refk y k H y k C k H y kε∆ = + − = − + −            (17) 

Using relations (15) then (16), the expression of the 
increment of the output becomes:  

     ( ) (1 )( ( ))H
p refk C y kλ∆ = − −                                     (18) 

Given the coincidence between the two trajectories in 
, refk H y+  can be replaced by measuring the output of the 

process in equation (18).  
In the same way as for the method, we can determine the 

increment of the output of the model by using equation (14): 

    ( ) (1 ) ( ) ( )(1 )H H
M M Mk k u k y kα α∆ = − − −                           (19) 

Since the objective is to have ( ) ( )p Mk k∆ = ∆ , we can 

derive from equations (18) and (19) the expression of the 
control:  

    (1 )( ( ) ( )) ( )
( )

(1 )

H
p M

H
MM

C k y k y k
u k

kk

λ

α

− −
= +

−
                        (20)                   

This control corresponds to the scheme described in Figure 4   

 
Figure 4. Block diagram of the PFC control  

C. Parameters needed to implement the PFC 

The preceding paragraph makes it possible to determine the 
shape of the control law, the closed loop time constant 
( )bfτ and the coincidence horizon are necessary for the final 

calculation. 

These parameters are defined as follows: 
Let's note first that the response time in open loop ( )BoT is 

defined from the time constant of the model: 3BoT τ=    

If we define an acceleration factor of the response called 

accelF , this  factor  makes  it  possible  to  specify   the 

desired  response time in closed loop by the relation: 

Bo
Bf

accel

T
T

F
=  

with :  1 3accelF< <  

Thus, the time constant in closed loop is obtained by: 

3
Bf

bf

T
τ =  

Finally, the coincidence point H is taken equal to:  

3
bf

e

H ceil
T

τ 
=   

 
 

IV. IDENTIFICATION OF THE BUILDING HEATING SYSTEM 

The identification of a system is the most difficult part for 
the implementation of a predictive control, specifically the 
heating system that is defined as a non-linear system and 
also because of its slowness. 

For this, we took a linear model that perfectly represents 
the behavior of the heating system, which will be used in the 
following for the application of the PFC control. 

The linear model that identifies our system is that of a 
third order defined by the following continuous transfer 
function [18]: 

   
2 2

( 1)
( )

( 2 1)
z

w w

k T p
G p

p T p T pε
+

=
+ +

                                       (21) 

with: 0.000226k = ; 61741zT = ; 834wT =  ; 1.1606ε =  

V. APPLICATION OF PFC CONTROL TO BUILDING HEATING 

SYSTEM 
 

We have taken the example of an office (36m3) occupied 
from 8h00 to 17h00 from Monday to Friday with the 
following parameters:  

TABLE I.  SIMULATION PARAMETERS 

Designation and Heat Transfer Factor Dimension 

Window surface 2 m2 
Convective heat transfer coefficients  
(wall – floor – ceiling) 

[0.25  0.0001 0.25] W/m2/k 

Initial zone temperature 10 ºC 
Reference temperature while occupancy 19 ºC 
Electric heater nominal power 1000 W 
Number of occupants 2 persons  

Weather data Rennes (region in France) 

Simulation time 1 day 
Equipment heat emission per m2 1 W/m2 
Fresh air supply 40 m3/h/pers    
Mean outside temperature 6.5 °C 
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The structure of the PFC control is shown below 

 
Figure 5. The structure of PFC control applied to heating regulation of 

building zone     
 

A. The control algorithm 

The following steps give the control law of the PFC: 

Step 1: Formulation of the internal model 

 The decomposition of the model  

Using as an internal model equation (21), which will be 
decomposed into simple elements of three sub-models M1, 
M2 and M3. 

    31 2

2 3

( )
1 1

kk k
G p

p T p T p
= + +

+ +
                                      (22) 

The parameters of the model:                            

  
4

1 1

2 2

3 3

2.26 10 1

6.9286 476.1906

20.4403 1428.600

k T

k T

k T

− = × =
 = − = 
 = =

 

The figure below shows the parallel decomposition of the 
model: 

 
Figure 6. Parallel internal model 

Since the model includes an integrator, it is advisable to 
break down the integrating term which is unstable into two 
models M01 and M02 of the first order in parallel [16]. 

In order to implement the model in the control computer 
one must transform the model into discrete; so the parallel 
model plus the BOZ with a sampling period 70et s= gives 

us:  
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3
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1
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1
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z
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−

−

−
−

−

−
−

−

−
−

−

 
= 

− 


− = −



− = −
 −

=
−

                                           (23)                                                        

with:    1 2 3/ / /
1 2 3; ;e e et T t T t Te e eα α α− − −= = =  

 The output of the model 

From the Figure 6, the global output of the model ( )My k is 

given by: 

    
1 2 3( ) ( ) ( ) ( )My k y k y k y k= + +                                     (24) 

with: 

    1 1 1 1 1 1

2 2 2 2 2

3 3 3 3 3

( ) ( 1) ( (1 ))(1 ) ( 1)

( ) ( 1) (1 ) ( 1)

( ) ( 1) (1 ) ( 1)

y k y k k u k

y k y k k u k

y k y k k u k

α α α
α α
α α

= − + + − − −
 = − + − −
 = − + − −

 

Step 2: Formulation of the reference trajector 
    ( ) ( ( ))H

R py k H C C y kλ+ = − −                                  (25) 

with:  * *3/e BfT H TH eλ −=  

Step 3: Calculation of the predicted output 
The estimated output of the model id given by:  

    
3 3

1 1

( ) ( ) ( ( ) ( ))p i p i
i i

y k H y k H y k y k
= =

+ = + + −∑ ∑                  (26) 

Step 4: Calculation of the order law 
The expression of the control law is: 

    
3

1
3 3

1 1

( )(1 )(1 )( ( ) ( ))

(1 ) (1 )

HH
i ip i

H H
i i i ii i

y kC k y k
u

k k

αλ

α α
=

= =

−− −
= +

− −

∑
∑ ∑

            (27) 

B. PFC controller parameters 
4000 ; 50 ; 2 ; 10Bf e accelT s T F H s= = = =  

The closed loop response time is the major setting parameter 
of the PFC that is set by the reference path, and the 
dynamics of the system depends on the latter. For that, we 
tested different values of the 

BfT , so that H would be short, 

which has the consequence of the control which will be very 
active and more stable comparing to a distant H, and we 
could note that the value of 4000BfT s=  ensures a good 

result for the order.  
 

To evaluate the performance of this strategy of the control, 
we have simulated the process for one day the parameters 
and different inputs are given in Table II. 

TABLE II.      THE INPUTS USED IN OUR CASE 

Inputs Parameters 

E_vert [W/m²] Connected to weather data (Rennes, France) 
E_vert [luxe] Connected to weather data (Rennes, France) 
Blind_pos Closed during the period of occupation 
Text [°C] Connected to weather 
(Tlower, Tupper, Tadj) 
[°C] 

Temperature of lower, upper and adjacent 
zones 

Q_elec [W] Heat given by the electrical equipements 
Q_occ [W] Heat given by the occupants 
Air in Air conditionning vector of zone 
Q_EM [W] Power given by the heater 
Control input signal In the interval [0,1] 

C. Simulation results 

The simulation results are illustrated in Figure 7, Figure 8 
and Figure 9. 
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Figure 7. The output of the process and the reference  
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Figure 9. Control error 

Table III shows the performance indices for PFC approach 

TABLE III.      PERFORMANCES INDEX   

Comfort 
index [°Ch] 

Consumption 
index[kWh] 

Temperature 
stability index[°C] 

Command 
stability index 

3.3370 3.0835         12.827 4.0852×10-5 

D. Discussion of the results 

Figure 7 shows the output of the system and that of the 
reference model, it can be seen that during the occupation 
period the ambient temperature follows perfectly the set 
point with very small as shown in the Figure 9. The gap in 
beginning of the occupation period due to inertia of the 
heating system.  

From Figure 8 it is clear that the control has weak 
oscillations only at the beginning of the occupation period 
due to the abrupt change of the temperature, which 
dispersed at the rest of time. For this reason, we conclude 
the stability of the control signal. 

The numerical evaluation of the different indices showed 
in Table III indicate the satisfactory of the comfort inside 
the zone and the optimization of the energy consumption. 
We can conclude that with a minimum consumption of 
3.0835 kWh, we have guaranteed a good comfort. 

 

VI.    CONCLUSION 
 Dans ce travail nous avons abordé en premier lieu l’algorithme de la commande PFC qui n

In this paper, we proposed a method of predictive functional  
control to regulate the temperature in a building zone. The 
main objective addressed herein is a control of building 

heating system in the presence of different types of 
disturbances such as neighborhood temperatures, external 
temperature and weather data. The results obtained after the 
simulation in Matlab/Simulink, show the efficacy of this 
strategy in the control of very complex nonlinear systems. 
The future work will focus on the application of other control 
strategies to reduce the temperature inertia gaps and to 
consider a multizones heating process. 
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Abstract— This paper presents a study about an intelligent 

tuning approach of a PID controller which is to be used in the 

voltage control system of synchronous generator (AVR 

system). The tuning was performed using particle swarm 

optimization (PSO) and it is found that the obtained PID 

parameters strongly depend on the used cost function and the 

ability of the optimizer to explore well the search space. The 

PID controller is used within a closed loop consisting of an 

amplifier, exciter, generator, and the voltage sensor. The 

objective of this optimization design is to achieve high 

performance voltage control of the generator. The 

performance measures of the PID controlled system are 

investigated by considering the characteristics of the step 

response. This study was strengthened by a statistical study 

which shows that the designed optimum AVR system is robust 

against parameter variations. 

Keywords: Automatic voltage regulator, Particle swarm 

optimization, PID controller  

I. INTRODUCTION  

Generator excitation system maintains output voltage and 
adjusts the reactive power flow using an automatic voltage 
regulator [1-2]. Voltage regulation is almost importance for 
the power system as its performance can seriously affect the 
security of the power system and the optimal operation of 
equipments connected to it. Owing to its performance, 
robustness and ease of implementation, the Proportional, 
Integral and Derivative regulator is still mostly used in the 
industry. Various systematic methods are used to design 
PID when plant’s transfer function has an order less or equal 
than two.   However, due to the uncertainties, nonlinearities 
and high order of transfer functions describing the dynamic 
of the power plant, tuning PID parameters of its AVR 
becomes a difficult task. To overcome this, more attention 
nowadays is given to heuristic tuning methods which 
consider the plant’s transfer function as a black box. 
Amongst these methods, one can find PSO [3-5] and GA [6-
7] which have been applied for various engineering 
optimization problems. They are based on seeking the 
optimum of cost functions which well model the desired 
performances of the AVR. However selection of the 
appropriate cost function to be optimized as well as the best 

parameters of the optimizer is not always an easy task. In 
this paper, it is proposed to use PSO algorithm to optimize 
PID gains and subsequently improve AVR system response.  

II. AVR SYSTEM 

An AVR is set of many components connected together 
in such a way the voltage measured at the terminal of the 
generator is maintained close to its nominal value. These 
components are the PID regulator, the amplifier, the 
exciter, the generator and the sensor as depicted in 
fig.1.Therefore designing the PID controller needs the 
knowledge of transfer function of each of the above 
components. For the sake of design, the mathematical 
model of each component is linearized and the obtained 
transfer function takes into account the major time 
constant and ignores the saturation or other 
nonlinearities. Used AVR parameters are shown in 
Table I [8]. 

 
Figure 1.  AVR closed loop system. 

TABLE I.   AVR SYSTEM INFORMATIONS 

Component Transfer function Interval 

Controller 𝐾𝐾𝑝𝑝 + 𝐾𝐾𝑑𝑑/𝐷𝐷 + 𝐾𝐾𝑑𝑑𝐷𝐷 Optimum values 

Amplifier  𝐾𝐾𝐴𝐴/(1 + 𝑇𝑇𝐴𝐴) Ka=[10 40]      
Ta=[0.02 0.1] 

Exciter 𝐾𝐾𝐸𝐸/(1 + 𝑇𝑇𝐸𝐸) Ke=[1 10] 
Te=[0.4 1] 

Generator 𝐾𝐾𝐺𝐺/(1 + 𝑇𝑇𝐺𝐺) Kg=[0.7 1] 
Tg=[1 2] 

Sensor 𝐾𝐾𝑆𝑆/(1 + 𝑇𝑇𝑆𝑆) Ks=[0.7 1] 
Ts=[1 2] 
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III. PARTICLE SWARM OPTIMIZATION 

   Particle swarm optimization is a population-based 
algorithm inspired from the social behavior of organisms 
such as birds and fishes. It was first introduced by Eberhart 
and Kennedy in 1995[9-11]. It is similar to other 
population-based algorithms like (GA) in that the algorithm 
is initialized with a population of random solutions. PSO is 
aimed to find an optimal solution for a specified 
optimization problem under use of appropriate fitness 
function. It is based on the assumption of optimum 
existence inside the considered search field. Furthermore, it 
uses finite number of decentralized intercommunicating 
particles (solutions or agents) initialized to positions in this 
search space moving to hopefully converge to the optimal 
solution as precise and fast as possible. 
 
For a population of N particles, The personal and global 
bests are respectively given by equation (1) and (2): 

 𝑃𝑃𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡 ,𝑑𝑑𝑡𝑡+1 = � 𝑃𝑃𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡 ,𝑑𝑑𝑡𝑡    𝑑𝑑𝑓𝑓    𝑓𝑓(𝑥𝑥𝑑𝑑𝑡𝑡+1) > 𝑃𝑃𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡 ,𝑑𝑑𝑡𝑡        

  𝑥𝑥𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡 ,𝑑𝑑𝑡𝑡+1   𝑑𝑑𝑓𝑓   𝑃𝑃𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡 ,𝑑𝑑𝑡𝑡 ≥ 𝑓𝑓( 𝑥𝑥𝑑𝑑𝑡𝑡+1)              
�              (1) 

 𝐺𝐺𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡𝑡𝑡 = Min�𝑃𝑃𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡 ,1
𝑡𝑡 𝑃𝑃𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡 ,2

𝑡𝑡 …𝑃𝑃𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡 ,𝑛𝑛𝑡𝑡 �                                 (2) 
 𝑃𝑃𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡 ,𝑑𝑑 𝑡𝑡  and 𝐺𝐺𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡𝑡𝑡  are the personal and global best position of 

particle i at iteration t .The particles’ position is updated 
using equation (3). 
 
 𝑎𝑎𝑑𝑑𝑡𝑡+1 = 𝑤𝑤𝑡𝑡𝑎𝑎𝑑𝑑𝑡𝑡 + 𝑐𝑐1𝑟𝑟1�𝑃𝑃𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡 ,𝑑𝑑𝑡𝑡 − 𝑥𝑥𝑑𝑑𝑡𝑡� + 𝑐𝑐2𝑟𝑟2[𝐺𝐺𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡𝑡𝑡 − 𝑥𝑥𝑑𝑑𝑡𝑡]      (3) 

 𝑤𝑤𝑡𝑡  is the inertia weighting factor which is linearly 
decreasing [0.4, 0.9]. 𝑟𝑟1 , 𝑟𝑟2 are random coefficients. 𝑐𝑐1 
emulates the individual or the cognitive behavior of a given 
particle whereas 𝑐𝑐2 represents the swarm influence that is 
excerted on a given swarm agent. This phenomenon is 
highlighted in figure 2. The pseudocode  of PSO algorithm 
is shown in figure 3. 
 

    

 

Figure 2.  Velocity and position updates in PSO. 

 

 

 

 

 

 

 

 

 

Figure 3.  Pseudo code of PSO algorithm. 

IV. PERFORMANCE MEASURE 

In particle swarm optimization discussed in the previous 
section , terms like “best particle, best position” have been 
used. The measurement tool that enables us to classify 
swarm particles is called: cost function. It is worth noticing 
that the effeciency of any optimization algorithm is strongly 
related to the cost function [12-13]. In this work, the 
goodness of the AVR system response is measured using 
the integral absolute error given by equation (5). 

 𝐼𝐼𝐴𝐴𝐸𝐸 = ∫ |𝑒𝑒(𝑡𝑡)|𝑑𝑑𝑡𝑡∞
0

                                                        (4) 
 

The swarm is navigating through a bounded three 
dimensional search space. Particles in the first dimension 
are seeking for the optimal proportional gain in the interval 
[0 2]. The search space for optimum integral gain is in the 
interval [0 1.5] and the derivative gain is located in [0 2].     
 
Before integrating the PSO into the AVR system, one 
should make sure that the algorithm optimizes well. For this 
reason, two test functions given by equations (6) and (7), 
have been considered as cost functions to see whether or not 
PSO algorithm will succeed to find their optimums.  
 𝐽𝐽

1
= 𝑥𝑥2 sin(4𝑥𝑥1) + 𝑥𝑥1 sin(4𝑥𝑥2)                                        (5) 

 𝐽𝐽
2

= −e
−0.2�𝑥𝑥2

2+𝑥𝑥2
2 +3(cos(2𝑥𝑥)+sin(2𝑦𝑦))

                                   (6) 

 
As it is shown in figure 04 and 5, PSO algorithm has 
succeeded to escape the trap of local optima and converged 
to local optima. This means that the algorithm is ready for 
integration in the AVR system. 
 
 
 
 

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 285

E
E
IC
'1
9



 

 
Figure 4.  Graph of test function J1 

 
 

 
Figure 5.  Graph of test function J2  

 

V. SIMULATION AND RESULTS 

Several simulations were carried out with a swarm of 50 
particles for 100 iterations. Since the tuning process is 
offline, the number of population and iterations can be 
increased for better performance.cognetive and social 
factors are equal and the PSO topoogy is full connected. 

Figure 06 shows the optimum AVR step response. One can 
remark that the response is fast and smooth. Also, steady 
state error is very small. More information about AVR time 
domain performances are provided in Table II. 
 
 

 

 
 

Figure 6.  Optimum AVR step response. 

 

TABLE II.  AVR TRANSIENT PERFORMANCES 

Transient performance 
 

PSO 

Percentage overshoot (%) 0.5358 

Rising time 0.2355 s 

Settling time 0.3699 s 

Peak time 0.5207 s 

Steady state error 0.0028 s 

 
 

A. Root locus analysis 

 In order to perform frequency domain analysis, root locus 
of the resulting optimum AVR system is shown in figure 5. 
It is worth noticing that the optimum AVR system has five 
stable poles, four of which are complex and one real pole. 
The pole and zero located in the neighborhood of -100 are 
insignificant and can be omitted without affecting AVR 
system dynamics. The remaining poles are imaginary and 
occurring in conjugate. These poles are significant since 
their real part is very close to the origin of the frame.  
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Figure 7.  AVR root locus graph. 

B. Bode analysis 

The Bode plot of the optimum AVR system tuned by PSO 
algorithm is shown in figure 6. It could be noticed that the 
AVR system has a slope of -40 dB/decade. This means that 
the overall AVR transfer function behaves like a second 
order system and the order of the AVR system could be 
reduced. 
 

 

Figure 8.  Bode plot of AVR system response. 

C. Robusntness and statistical analysis 

It is very important to ensure that all plant processes are safe 
and stable around the operating point. To check the 
robustness of the AVR system against external disturbances, 
several robustness tests have been performed to the  
Optimum AVR system gotten using PSO algorithm by 
varying the time constants of the amplifier, exciter, 
generator and sensor by ±50% and ±25% . Results of this 
test are shown in Table III. It can be noticed that time 

constant variation will not affect system stability. Also, 
large variations of time constants will cause the AVR 
system to have higher overshoot but always within limits. 

TABLE III.  AVR  ROBUSTNESS TEST 
Time 

constant 
ΔT Tr Ts PO(%) Tp 

Ta 

+50% 0.1478 0.4346 6.1664 0.3047 
+25% 0.1804 0.4555 3.0515 1.2591 
-25% 0.3424 0.6024 0.2461 1.2584 
-50% 0.5779 1.0403 0.5153 2.1330 

Te 

+50% 0.3370 1.8688 4.9357 0.8960 
+25% 0.2885 1.1994 2.7405 0.7543 
-25% 0.1796 0.8778 0.000 0.3427 
-50% 0.1246 1.3512 2.6813 0.2396 

Tg 

+50% 0.3455 2.0116 4.3804 0.9555 
+25% 0.2924 1.1829 2.4022 0.8005 
-25% 0.1772 0.8443 0.6415 0.3446 
-50% 0.1214 1.4163 4.3560 0.2332 

Ts 

+50% 0.2254 0.3455 1.1578 0.4756 
+25% 0.2304 0.3573 0.8154 0.4984 
-25% 0.2409 0.3832 0.3167 0.5478 
-50% 0.2464 0.3972 0.1549 0.5840 

 
Table IV represents a statistical test conducted to see what is 
the maximum deviation that occurs in a given AVR 
performance when the time constant of one of its 
components is varied. It could be concluded that the 
maximum percentage overshoot deviation is 5.92%, 
maximum settling time deviation 0.4301 sec and maximum 
rising time deviation is 1.1673 sec. 

TABLE IV.  CRITICAL AVR PERFORMANCES   
Time constant  Performance Maximum deviation 

Ta 

Tr 0.4301 
Ts 0.6057 
Po 5.9203 
Tp 1.8283 

Te 

Tr 0.2124 
Ts 1.1162 
Po 4.9357 
Tp 0.6564 

Tg 

Tr 0.2241 
Ts 1.1673 
Po 3.7389 
Tp 0.7223 

Ts 

Tr 0.210 
Ts 0.517 
Po 1.0029 
Tp 0.1048 

 
 

VI. CONCLUSION 

In this paper, an intelligent voltage control for an AVR 
system is studied. The PID controller is intelligently tuned 
using PSO algorithm. This tuning method has not only 
provided satisfactory results but it has also saved time and 
efforts which are usually wasted in the trial and error 
process. Frequency domain analysis, Robustness analysis 
and statistical analysis were performed on the optimum 
AVR system and the results are satisfactory. 
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Radiotherapy Service 
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Abstract—We present an automatic system for abnormality 

detection basis on machine learning techniques for 

radiotherapy services. The quality of services in radiotherapy 

remains a big challenge in the entire world. For this reason, the 

proposed system improves the quality of services and increase 

medical care. The platform consists of an ensemble of 

computers for server, linear accelerators and scanner 

simulators located in cure rooms. Computers have network 

connection to control the and store the data concerning check-

list of the devices, the temperature, the moisture data, Users 

and patients management. The main contribution is the use of 

machine learning techniques for avoiding fatal mistakes during 

the treatment. An encouraging result is obtained using Neural 

Network (NN). 

Keywords—radiotherapy, sensors, abnormalities detection, 

classification, neural network 

I. INTRODUCTION 

The cure of cancer in radiotherapy services requires a lot 
of attention. Many manipulators are involved to take care 
and to treat patients by using dangerous devices like linear 
accelerators. It is difficult to control the interaction between 
these agents and check the quality of the apparatus (Devices 
and tools) in a daily basis. For example, the medical staff of 
the radiotherapy service in “Centre Pierre et Marie Curie 
hospital (CPMC)” is composed of fifty (50) people. The 
proposed system in this work plans to avoid some mistakes 
of manipulation and management. It improves the quality of 
the services and increases the medical care while applying 
some medical, technical and physical procedures. These 
procedures should be applied by personnel of the 
radiotherapy service. The developed program permits the 
application of these procedures. The main purpose of this 
work is to avoid mistakes of manipulation. They are fatal for 
patients once they are encountered. Accidents occur even in 
developed countries (USA, France, England, etc) [1-3]. 
Currently, the problem of quality of services and accidents 
in radiotherapy services in the world are not solved 
adequately [4-18]. The first version of the system that we 

propose to address this issue is implemented in the 
radiotherapy service of the hospital CPMC in Algiers. 

II. COMPUTERS NETWORK PLATFORM 

The block diagram of the control platform implemented in 
this study is shown in Fig. 1. 

 
Figure 1.  Control platform of the radiotherapy service. 

In the first step, the system consists of set of computers 
(PC), Server, Linear accelerators [19-20], Scanner 
simulators, and temperature, moisture and pressure sensors 
for the cure rooms. 

The PCs are connected to a network and others are used 
to control the check list of the apparatus (linear 
accelerators). These PCs are located outside the cure rooms. 
The Server stores the data (the check list of the devices, 
temperature, moisture and pressure data, Users and 
patients). PCs devoted to the users in order to enter their 
coordinates and all medical information related to patients 
during the sessions of the radiotherapy simulation and 
treatment. 
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The head or the technical manager of the radiotherapy 
services could by this means controls and supervises all the 
machines. Temperature, moisture and pressure sensors are 
located inside the cure and simulation rooms with linear 
accelerators and scanners simulators. This system is 
implemented in order to improve the quality of services and 
to increase the medical care. 

The proposed system was built in collaboration between 
CDTA and CPMC. Fig. 2-3 show the real time control of 
cure rooms and simulation room, which consists of multiple 
screen solution, the system was developed under Labview 
[21-24]. 

 

Figure 2.  Real time control of one cancer treatment room( Labview). 

 

Figure 3.  Real time control of four treatment rooms (Labview). 

Medical treatment procedures utilizing radiation play a 
central role in modern health care. To ensure maximal 
benefits and minimal risks, it is essential that these 
techniques rely on adequate procedures. The available 
system does not guaranty mistakes of manipulations and 
human fatal errors for the patients during treatment. For this, 
we propose an automatic abnormality detection system on 
the basis of machine learning techniques, the proposed 
system function in parallel with the available platform in 
order to control the different procedures. 

III. DESCRIPTION OF THE PROPOSED CONTROL SYSTEM 

The main contribution of the proposed system is to use 
the machine learning techniques for detecting the 

abnormalities in the medical chain treatment. Fig. 4 
summarizes the proposed flowchart. 

The proposed system first trains the input data using NN 
training in order to generate the NN classification model, 
finally the collected data are classified and the decision is 
done. 

In this paper we exploit the supervised Neural Network 
(NN) classifier, which has multiple input, output and hidden 
layers with arbitrary number of neurons [26]. Multi-layer 
perception (MLP) is the famous used NN classifier with 
back propagation learning algorithm which is used for 
optimization. As shown in Fig. 5, the basic NN architecture 
consists of three layer types, called: input layers, hidden 
layers, and output layers. In general, the input layers 
correspond to the features set, the hidden layers are defined 
empirically relatively to the accuracy, and the output layer 
corresponds to the classes. Each class corresponds to a node 
in output layer. Where, the output node value should present 
a high output value on the correct class and a low output 
value otherwise. 

 

Figure 4.  Flowchart of the proposed system. 

 

Figure 5.  Multi-layer Neural Network Architecture. 

Network sensors: 
T, H and P 

Data collection 

NN Training 

NN model 

NN classification 

Decision: 
1: Treatment, 

2: No treatment, 
3: Treatment with abnormality 
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As NN is supervised classifier, set of features vector and 
their corresponding desired output vector are presented at 
the input layers during the training phase. Initial random 
weights are assigned to the set of nodes. The NN adjusts the 
weights related to the connections according to the network 
output and the desired output in order to minimize the 
difference between them. A neuron in the network can be 
represented as: 

 iijii xwfy =
 () 

where xi is the input data, wij is the weight between ith 
neuron of previous layer and  jth neuron of the current layer 
and fi is the activation function. 

IV. EXPERIMENT AND RESULTS 

The data are collected from CPMC using three sensors: 
temperature (T), moisture (H) and pressure (P). The used 
temperature and humidity network sensors are MS6503 and 
PM15PS. More details about the data collection are 
described in [25]. 

The collected data (T, H, P) are labeled into three classes 
according to the decision of the proposed system: 

• Class 1: Treatment, 
• Class 2: No treatment, 
• Class 3: Treatment with abnormality. 

A 1-hidden layer feed forward neural network with 10 
hidden layer neurons is created and trained. The input and 
target samples are divided into training, validation, and test 
sets. The training set is used to learn the network. Training 
continues as long as the network continues improving on the 
validation set. The test set provides an independent measure 
of the network accuracy. 

Performance is shown for each of the training, 
validation, and test sets. It rapidly decreased as the network 
was trained. The best validation performance is 0.016802 at 
epoch 26 (See Fig. 6). 

 

Figure 6.  Best validation performance. 

Fig. 7 shows the performance in term of Receiver 
Operating Characteristic (ROC) curve. 

 

Figure 7.  Receiver Operating Characteristic (ROC) curve. 

Table 1 shows the confusion matrix. The network 
outputs are very accurate, as we can see by the high 
numbers of correct responses in the green squares and the 
low numbers of incorrect responses in the red squares. The 
lower right blue squares illustrate the overall accuracies.  

TABLE I.  CONFUSION MATRIX (%). 

Target 
 

Output 

1 2 3  

1 61.5 0 1 98.7 

2 0 23 0.8 96.6 

3 1.6 0.8 11.5 82.4 

 97.4 96.6 87.5 95.9 

 

Our proposed system achieved 95.9 % for the overall 
accuracies, these warrants the efficiency of the proposed 
protocol for abnormalities detection. 

V. CONCLUSION 

Besides chemotherapy and surgery, radiotherapy is the 
last step when treating cancer. We have designed and 
implemented a computer network platform devoted to 
radiotherapy services. To control the different sensors we 
have proposed an intelligent system based on Neural 
Network in order to avoid errors of manipulation which 
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could be fatal to patients. The objective is to detect 
automatically the abnormalities in the treatment process. 
The obtained results justified that our proposed system 
improved the quality of the treatment cure. 

In future work we propose to implement other machine 
learning techniques. 
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Abstract— In this study, a planning and motion control system 

of manipulator robots is proposed using adaptive control based 

on the slotine-Li method for the stability of nonlinear systems. 

The system is responsible for constantly monitoring the proper 

tracking of the desired trajectories for the robot. The result 

obtained is that the adaptive control algorithm is proposed by 

using a parameter estimation rule as a function of the 

dynamics of the manipulator robot. The effectiveness of the 

proposed system is evaluated through the simulation by the 

MATLAB software of a manipulator robot with two degrees of 

freedom. 

Keywords: Manipulator robot, control, Track planning, great 

precision 

I. INTRODUCTION  

The subject of control of robotic systems remains one of 
the most important topics of the news, which directs 
towards the imitation of the man. An imitation that leads to 
increasingly complex systems [1, 2], and highly nonlinear 
(uncertain). These systems generally do not have the 
mathematical model necessary for their order, which 
requires the availability of very effective tools [8]. 
 For this purpose, several control methods based on various 
approaches have been developed. In the framework of this 
work, we base on the adaptive approach, which leads to the 
realization of very powerful control systems, which makes it 
possible to adjust or estimate online the values of the 
parameters used in the calculation of the control law. 
The principle of the Slotine-LI (adaptive passive) control is 
based on the ability to adapt to different operating 
conditions thanks to an approximate knowledge of the robot 
model. 
The objective of our work is the realization of the 
comparative study and simulation of a Slotine-Li control 
and PID control, under the MATLAB software, for a 
manipulator arm with two degrees of freedom. 
 

II.  THE DYNAMIC MODEL  

The joint consists of two chords. The first connected with a 
rotary joint at the base and the second connects to the first 
with a rotary joint [1, 2, 3]. 

 
With       L1: languor of the first segment 
        L2: languor of the second segment  
The dynamic model of such structure is given by the 
following expression: 

( ) ( , ) ( ) ( , , )M C G                           (1) 
 
           With:    M: is the inertia matrix 

     C: is the matrix of Coriolis forces 
                        G: is the gravity matrix 
 
The components of the inertia matrix [8, 9]: 

2 2 2
11 1 11 2 1 21 1 21 2 1 2

2
12 21 2 21 1 21 2 2

2
22 2 21 2

( 2 cos( ))

( cos( ))

M m I m I I I I I I

M M m I I I I

M m I I





          

      

  
 
The components of the gravity matrix [8, 9]: 
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1 1 11 2 1 1 2 21 1 2

2 2 21 1 2

( ) cos( ) cos( )

cos( )

G m I m I g m I g

G m I g

  
 

          
    

 
The components of the matrix of Coriolis forces [8, 9]: 
 

11 2 1 21 2 2

12 2 1 21 2 1 2

21 2 1 21 2 1

21

sin( )

sin( ) ( )

sin( )

0

C m I I

C m I I

C m I I

C

 

  

 

   

     

   




 


 

The control law of this structure can be written in the 
following form: 

2 2 2[ ( 2 cos( ) ]
1 11 1 1 21 1 21 2 1 2 1

2[ ( cos( ) ] (2)
2 21 1 21 2 2 2

m I m I I I I I I

m I I I I

  

 

          

     



 
             

III. THE COMMAND OF SLOTINE-LI 

In the case of conventional control methods, the 
identification of system parameters has been assumed 
possible. Normally this is not the case, more; it may be that 
these parameters change over time [8]. 

        To remedy this problem, several techniques come 
into being; whose idea is to separate the unknown parameters 
of the system into a single vector [9]. Among these 
techniques, we find the adaptive control law proposed by 
Slotine and Li [8] expressed as follows:  

   ( ) ( , ) ( ) (3)
r r r r r r d

M C G Su u u u u u k                

With:       

(4)

(6)

(7)

(8)

r d

d

r d

S u u

u u u

u u u

u u u







 

 
 
 

 

  

 

 

   

S,
ru , 

ru : are auxiliary signals 

By a simple analogy between the expression (1) and (3), 
it is deduced that the purpose of the order is to ensure that: 

0 0 (9)u u                              

           IV       THE STATE ESTIMATOR 

         A state estimator is introduced to determine the vector 
“ α “ of equation (1). From the error between the measured 
and desired speeds [9, 4], the estimator calculates the 
variation of "α" which may be the cause of the error. 
 

If   0 0 (10)S u u       

 

And also (11)rS u     

   Note: equations (10) and (11) are conditions, the first of 

which is the cancellation of the measurement error and its 

variation, and the second describes closed loop. 
 The variation of α is given by 

( , , , ) ( ) (12)r r ru u u                 

 
The closed loop of the equation we will have: 
 

( ) ( , ) ( ) ( )

( , ) ( ) (13)
r r

r r r r d

M C G M

C G S

u u

u u u u k

        

  

  




 

 

 Given the condition (9), the choice of the Laypunov 
function is make as follows:  

 11
( ) ( ) (13)

2
T T

V t S MS      
 

  

The goal to search is that:   ( ) 0 (14)V t    
 
 Deriving the equation (13) it comes: 

11
( ) ( ) (15)

2
T T

V t S MS S MS      
 

    

From the expression (11) draws:    

                                                (16)rS u      

 Deriving equation (16) will have: 

                                                 (17)rS u       

Replacing   of equation (17) in equation (13) and after 
simplification will result in: 

( , , , ) ( ) (18)r r dMS u u k S C S           

 
Replacing MS 'in equation (15) comes: 

1

( ) ( , , , ) ( )

1
( ) (19)

2

T T

r r d

T

V t S u u S k S C S

S MS

   

 

   

   
 

  

 
 

The term: 
1

0 (20)
2

M C
    
 

   

Because the matrix is antisymmetric. 
To ensure that (14); it is necessary to choose:  

                           1 0 (21)T
S                    

From equation (21) finds the expression of the estimator 
given by equation (12). 
Note: In our case (the output of the Slotine-Li command) is 
given as follows: 

0 (22)r r dM u C u G k S             
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The following figure illustrates the Simulink scheme of the 
Slotine control 

 
              V  Simulation results 
After the realization of the different source codes of the 
different blocks of the two type of the command PID and 
the Slotine control, after the execution (simulation) we 
obtained the following results.  

A. Use case of PID control 

The simulation was performed with a PID whose gain 
values are as follows: Kp1=100, Kv1=20, Kp2=100, Kv2=20, 
 
      The following figures (fig.3 and fig.4) shows the 
behavior of the measured variables (joint position and 
articular velocity) relative to the desired ones. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

A.1  Results interpretation 

  From the results obtained as illustrated in fig.3 (A, B, C), 
note the signals corresponding to the measured magnitudes 
namely th1 and th2, oscillate around the desired signals 
respectively thd1 and thd2, during a considerable period 
(about 4 seconds) during the simulation. This indicates that 
the error in position is considerable. Then in other words, 
the outputs (th1 and th2) do not adapt quickly to the inputs 
(thd1 and thd2). Moreover, that the control used in this case, 
does not ensure the stability of the system, as shown in 
fig.5. Whose torque values are very high during the first 4 
seconds of the simulation, which is justified by the 
oscillation around the desired signals (as illustrated in fig3 
(A, B)), and that these values do not converge to zero during 
the remainder of the simulation time. 
 

 

Fig.3 : The paces of articular position/velocity   

and articular position error of joint1 

 

Fig.4: The paces of articular position/velocity   and 

articular position error of joint2 

 

Fig.5: Torque of joints 
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B. Simulation using the Slotine-Li controlled  

      The following figures (fig.6 and fig.7) shows the 
behavior of the measured variables (joint position and 
articular velocity) relative to the desired ones. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B.1 Results interpretation: 
 
From the results obtained as illustrated in fig.6 (A1, B1), 
 using the Slotine's command, there is a clear resemblance 
between the signals corresponding to the measured 
quantities namely th1 and th2, to the desired signals 
respectively thd1 and thd2. This indicates that the error in 
position is almost zero (fig.6 (C1)). Then in other words the 
outputs (th1 and th2) adapts very quickly to the inputs (thd1 
and thd2). 
          The error recorded is almost negligible, which can 
been caused by slight variations in speeds (fig.6 (C1)), while 
ensuring good stabilization, the torque To1 and To2 tends to 
zero, as illustrated in fig8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

VI Conclusion  
The results obtained during the previous study show that 
with the Slotine-Li controller, the outputs (in position or in 
speed) imitate the reference very quickly. Indeed, when it 
directly controls the error generated by the current position 
of the manipulator and that desired by the manipulator, the 
control signal acts with a high torque, given the dynamics of 
the error. Another variable to consider is a system that 
follows the reference behaves without oscillations and 
whose position error does not exceed 10-4 radians, this due 
to the compensation of the vector of the inertia matrix, the 
vector of forces of centrifugal and Coriolis, the vector of 
gravitational forces and the vector of friction forces 
presented in equation (9). In conclusion, the performances 
(speed, stability) of the systems are considerably improved 
thanks to the Slotine-Li controller. This will enable us to 
consider the adaptation of this technology in our future 
work, to more complicated systems such as mobile 
manipulative robots. 

Fig.7:The paces of articular position/velocity   and 

articular position error of joint2 

 

Fig.6: The paces of articular position/velocity   

and articular position error of joint1 

 

 

Fig.8 : Torque of joints 
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Abstract—This paper proposes a fractional-order adaptive 
Model Predictive Control (FO-AMPC) design in order to 
command a conical tank level with nonlinear dynamics. The 
plant model is estimated online using the Recursive Least 
Square (RLS) algorithm. The predictive model is set to be a 
fractional order system approximated by rational transfer 
functions using the singularity function approach in the 
frequency domain.  Simulations on the conical tank model 
illustrate the effectiveness of the proposed control scheme.  

Keywords— Model Predictive Control; fractional-order 

system; fractional adaptive control, Fractional order adaptive 

MPC, RLS, singularity function technique. 

I. INTRODUCTION 

Recently, fractional-order calculus has been extensively 
studied and applied in many areas of science and engineering 
(see for instance [1], [2], [3]). In control theory, the objective 
of using fractional calculus is to apply the FOC to enhance 
the system control performance. Research activities are 
based on developing new analysis and design methods for 
fractional order controllers as an extension of classical 
control theory. Fractional PIλDμ (Podlubny [4]) , CRONE 
controller (Oustaloup et al. [5])  and Fractional adaptive 
control (Ladaci et al. [6]) are examples of popular Fractional 
order controllers. 

In most cases, however, researchers consider the 
fractional order controller applied to the integer order plant 
to enhance the system control performance. Fractional order 
systems; could model various real materials more adequately 
than integer order ones and thus provide an excellent 
modeling tool in describing many actual dynamical 
processes. 

One of the recent applications of fractional order systems 
and operators in automatic control concerns the model 
predictive control (MPC) framework [7–11]; as for the 
integer order case, this topic focused important attention of 
the control engineering research community for its high 
potential for applications [12], [13]. Many fractional order 
control structures based on MPC configuration have been 
developed in literature. An MPC setting for Takagi-Sugeno 
fuzzy fractional-order systems was introduced in [14] and 
switched MPC of fractional-order systems in [15]. Deng et 

al. [16] proposed a predictive control scheme for the power 
regulation of a fractional order dynamic model for solid 
oxide fuel cell. For these fractional order systems, the control 
engineer has to approximate the fractional order plant model 
with a rational transfer function using some approximation 
techniques and then the MPC control design is performed as 
for an integer model. 

At the other hand, and according to [17], “MPC predicts 
future behavior using a linear-time-invariant (LTI) dynamic 
model. In practice, such predictions are never exact, and a 
key tuning objective is to make MPC insensitive to 
prediction errors. In many applications, this is sufficient for 
robust controller performance. If the plant is strongly 
nonlinear or its characteristics vary dramatically with time, 
LTI prediction accuracy might degrade so much that MPC 
performance becomes unacceptable”. 

Many authors suggested another solution for this problem 
by using the adaptive MPC (AMPC) which has the ability to 
update the linearized model at each control interval [18-20]. 
This means that the controller employs a process model 
which approaches that of the true system over time. 
Conventional adaptive MPC is a linear MPC method that 
uses a nonlinear model to update the linear model only at 
each sample time, k .  

In this investigation, we consider that the prediction 
model is of fractional order, and the identified parameters 
using the RLS estimator are the coefficients of the 
approximating transfer function, using the singularity 
function technique. The proposed fractional order adaptive 
linear MPC method (FOAMPC) can offer an attractive 
alternative to existing predictive control methods for mildly 
nonlinear systems. The main advantages of the proposed 
approach are that the usually tedious and time-consuming 
modeling task can be eliminated and that the controller can 
adapt to changing process conditions with a certain 
improvement of plants performance and robustness. 

The remaining part of this paper is organized as follows. 
Section II presents some theoretical background on fractional 
order systems. The proposed fractional order adaptive MPC 
control strategy is presented in Section III, whereas 
simulation results of its application to a conical tank level 
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control are given in Section IV. Finally, Section V is 
dedicated to concluding remarks and future researches. 

 

II. FRACTIONAL ORDER SYSTEMS 

Fractional calculus is the field of mathematical analysis 
which deals with the investigations and applications of 
integrals and derivatives of arbitrary order [21]. Fractional 
order operators are the integrals and derivatives operators 
with a non integer order. They are a generalization of the 
integrations and derivatives of integer order. In recent years 
considerable interest in the concepts of fractional order 
operators has been simulated by their applications in system 
and control theories [22-23]. 

A. Definitions 

The commonly used definitions of the fractional order 
integrals and derivative are the Riemann-Liouville (R-L) and 
Grunwald-Letnikov (G-L) definitions [21]. 

 

The R-L fractional order integral of order λ>0 is defined as: 
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 and the expression of the R-L fractional order derivative of 
order μ>0 is: 
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with Г(.) is the Euler’s gamma function and the integer n is 
such that (n-1) < μ < n. This fractional order derivative of 
equation (2) can also be defined from equation (1) as: 
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The G-L fractional order integral of order λ > 0 is given by:  
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Where h is the sampling period and the coefficients and 
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The G-L fractional order derivative of order μ > 0 is also 
given by:  
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where h is the sampling period and the coefficients  
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B. Linear approximation of fractional order transfer 
function  

For the purpose of our approach we need to use an 
integer order model approximation of the fractional order 
model reference in order to implement the adaptation 
algorithm. For this aim we use the so-called singularity 
function method proposed by Charef et al. [25], and 
precisely for fractional second order system of the form  
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with m a positive real number such that 0<m<1, there are 
two cases: 
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with   m    and  m21  , which can also be 

approximated by the function,    
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The singularities are given by: 
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and where p is the tolerated error in dB 

The order of approximation N is computed by fixing the 

frequency band of work, specified by max , so that:  
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H(s) can then be written under a parametric shape function 
of order N+2: 
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mia and mib  are calculated from the singularities 
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 For  0.5<m<1, the approximating function is given 
as follows : 
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Where   m    and  12  m  , which by the same 

reasoning the approximating function (10), but with the 
following singularities values: 
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H(s) can then be written under the parametric function (12). 
 

III. FRACTIONAL ORDER ADAPTIVE MODEL PREDICTIVE 

CONTROL (FO-AMPC) 

In the following paragraph, we present the proposed 
methodology for fractional order MPC control design.  

A. Model Predictive Control scheme 

For a control system, the reference trajectory r(k) is defined 
as the ideal trajectory along which a plant should return to 
the set-point trajectory w(k), at any instant k [26]. The 
current error between the output signal y(k) and the set point 
is an error represented as: 

err(k) = w(k)−y(k).                                     (15) 

Then the reference trajectory is chosen such that if the 
output followed it exactly, then the error after i steps would 
be 

      err(k+i) = exp−iTs/Tre f err(k),                                  (16) 
where Tref is the time constant of exponential assuming that 
reference trajectory approaches the set-point exponentially 
and Ts is the sampling interval. Therefore, the reference 
trajectory is defined as 

 r(k+i∣k) = w(k+i)−y(k+i).                             (17) 

 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.  Block Diagram for MPC controller 

The notation r(k + i∣k) implies that the reference trajectory 
depends on the conditions at time k [9]. 
At this stage, the predictive controller uses an internal 
model to estimate the future behavior of the plant. This 
process starts at the current time k and carries over a future 
prediction horizon HP. This predicted behavior depends on 
the assumed control effort trajectory û that is to be applied 
over the prediction horizon and we have to select the input 
which promises the best predicted behavior (See Fig. 1).  
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The notation û represents the predicted value input at time 
k+i at instant k; the actual input u(k+i) may be different than 
û. After a future trajectory is decided, only the first element 
of the trajectory is required as the control input to the 
process. Hence u(k) becomes û (k∣k). The tasks of 
prediction, measurement of output and determination of 
input trajectory are repeated at every sampling instant. This 
is known as the receding horizon strategy, since prediction 
horizon slides along by one sampling interval at each step 
while its length remains the same. 

B. Problem statement 

The most important element in MPC is the model of the 
process/plant, which is required for prediction of the future 
states. Since the decisions that is, the optimal control effort is 
updated regularly, any model uncertainty can be dealt with in 
a fair range [24]. Hence, accuracy of the model used for the 
prediction can be compensated with regular updating of 
states. When MPC is applied to a real process, its output yk is 
measured in real time at every instant for evaluation of 
optimal control effort. The main contribution of this paper is 
to use a fractional order system as prediction model, whereas 
the plant model is of integer order and unknown. The 
following recursive least-squares estimator (RLS) with 
exponential forgetting is used to estimate the actual plant 
model: 

     (18) 

The fractional order prediction model is implemented 
after its approximation using the singularity function 
approach [25].  This fractional order adaptive MPC scheme 
allows us to improve the prediction control dynamics and 
thus the plant output when compared to the classical scheme. 
However, this algorithm is very sensitive to the initial values 
of parameters θ. Thus, we will consider the re-initialization 
of the algorithm when the reference input signal is varied. 

IV. SIMULATION RESULTS 

In this Section, we will apply the proposed FOAMPC 
scheme to the conical tank system shown in Figure. 2. The 
water is pumped from the bottom of the recirculating tank to 
the upper part of the conical tank by means of a pump 
driven by an induction motor of variable speed driven by a 
variable frequency drive. The water flows from the bottom 
of the conical tank to the input of the recirculating tank by 
gravity through a pipe with a valve whose opening can be 
fixed manually [26-27]. 

From [28] the nonlinear model for the conical tank is 
governed by the following equation: 

)g(
1.174.1165.0

63.2023.7843.5
2

h,f
hh

hf
h 


             (19) 

 
Figure 2.  Conical tank configuration. 

where f is the input, h is the output and g(h, f ) is a nonlinear 
function of these two variables. In [26], this nonlinear model 
(18) is approximated by the first order Taylor approximation 
around different operating points. These approximations are 
given by, 

)()( opop ffBhhAh                        (20) 

With  
),(

)g(
opop fhh

h,f
A




 and 
),(

)g(
opop fhf

h,f
B




 . 

where hop and fop are the different operating points to be 
considered. The operating points are determined by dividing 
the whole operation range 15 cm–60 cm into three segments, 
as illustrated in Table I. 

TABLE I.  CONICAL TANK IN LINEARIZED MODELS 

 

These three linearized models can be used as predictive 
models for the classical integer order MPC control. 

A. Controller settings 

Prediction Horizon: Np=18, NU=3, Pondering factor = 0.2. 
Adaptive control: 
We used the RLS algorithm to estimate the model of the 
conical tank level system. As the system has a first order 
model, the transfer function H(z) could be represented as, 

H(z) = b/(z+a)                                      (21) 
And set θ the parameters vector as: θ=[a b], Such that the 
initial values are:  θ0 =1, φ0=1, p=20000. 

B. Results : Two strategies are considered, 

Case 1- Without parameters re-initialization:  
θ(n+1) =  θ(n) ; thus when the reference level changes we 
maintain the last value of  θ, as Initial value for the next 
level.    The simulation results are given in Figures 3 to 6 
respectively for the system response, a zoom for the 
transition response, the control signal and the parameter 
estimation.  
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Figure 3.  Tank level response without re-initialization. 

 
Figure 4.  Zoom of Conical tank step response without re-initialization. 

 
Figure 5.  Control signal without re-initialization. 
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Figure 6.  Parameters estimation without re-initialization. 
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Figure 7.  Tank level response with re-initialization. 
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Figure 8.  Zoom of Conical tank step response with re-initialization. 

 
Figure 9.  Control signal with re-initialization. 

 
Figure 10.  Parameters estimation with re-initialization. 
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Case 2- With parameters re-initialization:  
θ(n+1) = θ0; thus when the reference level changes we 
reinitialize the parameters vector θ to the initial value θ0, for 
the next level.  The simulation results are given in Figures 7 
to 10 respectively for the system response, a zoom for the 
transition response, the control signal and the parameter 
estimation.  
It is obvious that the proposed adaptive approach is able to 
stabilize the nonlinear conical tank and improve the 
dynamical behavior of the AMPC regulator, with more 
rapidity of convergence and less static error.  

V. CONCLUSION 

 
A fractional-order Adaptive Model Predictive Control 

has been designed in order to command plants with linear or 
linearized models. The predictive model is set to be a 
fractional order system approximated by rational transfer 
functions using the singularity function approach in the 
frequency domain.  This model is updated periodically using 
the RLS algorithm. Simulations on a conical tank identified 
model illustrate the effectiveness of the proposed control 
scheme. Further researches will concern the application this 
approach to plants with delays, and investigate the MPC 
robustness enhancement. 
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Abstract— In this paper, we propose an approach for tolerating 

faults in multisensors data fusion on a unicycle-type mobile robot, 

that is requires two basic tasks:  duplication– comparison, and that 

offers detection and redesign services. We propose an architecture 

a Multi Sensor Fusion Based on two extended Kalman filter. This 

architecture contains two independent localization systems using 

two extended Kalman filters between the sensors pairs: (INS / 

GPS) and (ODO / CAM). This study uses sensors data in V-rep 

software and fault injection with Matlab software. 

Keywords—Unicycle-type mobile robot, Diagnosis, FTC, 

multisensors data fusion ,EKF, V-rep.  

I. FINTRODUCTION  

Multi-sensors data fusion has played a significant role in 
diverse areas ranging from local robot guidance to global 
military theatre defense etc. Various multi-sensors data fusion 
methods have been extensively investigated by researchers, of 
which Kalman filtering is one of the most important. Kalman 
filtering is the best-known to optimally estimate the unknown 
states of a dynamic system, which has found widespread 
application in many areas [1]. 

In general, the location of a mobile is to determine its 
(position, speed and attitude) [2]. The sensors used in navigation 
are divided into two main categories: internal sensors (inertial 
unit, odometer, gyroscopic, etc.), and external sensors (GPS, 
laser, camera, etc.)[3]. 

DRS systems: Dead Rocking System (INS, Odometer), 
provide reliable and fast navigation for short-term applications, 
however the rapid degradation of the navigation solution caused 
by the accumulation (through integration) of errors [4]. 

The GPS system (Global Positioning System), meanwhile, 
delivers absolute position information and offers low-cost 
precision, a significant degradation of the ability of the solution 
provided by this system is observable when submitted to a urban 
environment, a forest area or covered areas [4]. 

In such situations, and in order to take advantage and 
characteristics of the two systems and to make the best use of the 
sensor data provided, particularly for the development of a 
reliable and continuous navigation system, the researchers 

thought of a solution to this problem which consists in making a 
fusion of multi-sensor data using an estimator, or we have to 
resort to several sensors of the same nature or heterogeneous. 

Precisely, in our work we want to realize a system able to 
estimate in real time, the position, the speed and the orientation 
of a mobile robot. This system relies on the multi-sensor data 
fusion, which uses the extended Kalman filter (FKE), because 
its ability to estimate parameters of a nonlinear system evolving 
over time. The data fusion that we have exploited is between the 
sensors pairs ( INS / GPS) and (Odom / Cam). 

To ensure the safe operation of multi-sensors perception 
systems, in particular their tolerance to internal faults, we 
propose a standard fault tolerance method (duplication and 
comparison) in data fusion which consists of adding a 
comparison mechanism and diagnostic. 

Data acquisition ensure with V-Rep, rejection of data and 
injection of faults with Matlab. 

II. KINEMATIC MODEL OF UNICYCLE MOBILE 

ROBOT  

A unicycle is a robot powered by two independent wheels 
and owning eventually a number of crazy wheels ensuring its 
stability. The scheme of unicycle type robots as given in Fig. 1.  

Where: v is linear velocity ,θis the orientation of the robot, R 
is the radius of each wheel, 2L is the distance between two 
wheels and (xi , yi) are the position of the mobile robot. 

 
Fig. 1. Unicycle-type mobile robot. 
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The kinematic model of the robot is given by:  

[𝑥̇𝑐𝑦̇𝑐𝜃̇ ] = [cos 𝜃 0sin 𝜃 00 1] [𝑣𝜔]    (1)      

III. LOCALIZATION ARCHITECTUR OF THE MOBILE ROBOT  

 

 
Fig. 2. Synoptic diagram :  Multi Sensor Fusion Based on extended Kalman 

filter 

IV. MULTI SENSOR FUSION  

A) Extended Kalman filter 

The extended Kalman filter can be viewed as a nonlinear 
version of the Kalman filter that linearized the models about a 
current estimate.  𝑋𝐾 = 𝑓(𝑋𝐾−1, 𝑈𝐾−1)+𝑊𝐾                    (2) 𝑍𝐾 = ℎ(𝑋𝑘) + 𝑉𝐾 
The model and implementation equations for extended Kalman 
filter are defined as following equation:   
Prediction: 𝑋̂𝐾 𝐾−1⁄ = 𝑓(𝑋̂𝐾)                             (3) 𝑃𝐾 𝐾−1⁄ = 𝐹(𝑋̂𝐾)𝑃𝐾𝐹𝑇(𝑋̂𝐾) + 𝑄 
 
Update: 

 𝐾𝐾 = 𝑃𝐾 𝐾−1⁄  𝐻𝑇(𝐻. 𝑃𝐾 𝐾−1⁄  . 𝐻𝑇 + 𝑅)−1            (4) 𝑋̂𝐾 = 𝑋̂𝐾 𝐾−1⁄ + 𝐾𝐾 [𝑍𝐾 − ℎ(𝑋̂𝐾 𝐾−1⁄ )] 𝑃𝐾 = 𝑃𝐾 𝐾−1⁄ − 𝐾𝐾𝐻𝑃𝐾 𝐾−1⁄  
 

Where 𝑋̂𝑘represents the predicted state vector and Xk/k-1 
denotes the estimated state vector, k is the Kalman gain matrix, 
P represents the covariance matrix; F are the Jacobian matrices 
of the state equation f with respect to the state vector Xk+1 and 
the noise variable Wk, respectively; Hk+1 is the Jacobian 
matrix of the measurement h with respect to the state vector 
Xk+1 and the noise variable Vk, respectively.[5] 
The measurement model describes what the sensors measure. 
GPS and camera measures the position of the robot, encoder 
measures the wheel's velocity, and the INS measures the 

angular velocity and acceleration rate in gyroscope and 
accelerometer, respectively [6]. Process and measurement 
model for each sensor as follows : 

A. INS/GPS 

Prediction: 
The process INS model 

Xk + 1 =
[  
   
   
xyzuvw∅θψ]  
   
   

K
+ Te* f(xk, uk)  + Wk        (5) 

Where x is the state vector, which contains the position, velocity 
and euler angles,and u represents the Imu outputs (angular rates 
and accelerations)  𝑥 = [𝑥 𝑦 𝑧     𝑢 𝑣 𝑤   ∅ 𝜃 ψ]𝑇 𝑢 = [𝑝 𝑞 𝑟     𝑎𝑥 𝑎𝑦 𝑎𝑧   ]𝑇 
The nonlinear INS process state model is given by equation (). 

f(x, u) =
[  
   A [uvw]b𝐶 [pqr]]  

                                          (6) 

where: 𝐴 = [cos(θ) cos( Ψ) cos(θ) sin( Ψ) − sin(θ)𝑎21 a22 sin(Ø) cos(θ)a31 a32    cos(Ø) cos(θ)]  
b= [ ax + vr − wq + gsin(θ)ay − ur + wp − gcos(θ) cos(Ø)az + uq − vp − gcos(Ø) cos(θ)] 

C=[1 sin(Ø)tan(θ)  cos(Ø)tan(θ)0 cos(Ø) − sin(Ø) 0 sin(Ø) sec(θ) cos(Ø) sec(θ)] 

and a21 =  sin(θ) sin(Ø) cos( Ψ) − sin( Ψ) cos(Ø) 𝑎31 =  sin(θ) cos(Ø) cos( Ψ) + sin( Ψ) sin(Ø) 𝑎22 = sin( Ψ) sin(θ) sin(Ø) + cos( Ψ) cos(Ø) 𝑎32 = sin( Ψ) sin(θ) cos(Ø) − cos( Ψ) sin(θ) 
 

The Jacobian matrix of f with respect to Xk+1 is 𝐹 = 𝜕𝑓(𝑥,𝑢)𝜕𝑥 . 

 
And WK is a covariance matrix Q. Where QK=BQBT  
 

𝐵 = 𝛿𝑓𝛿𝑢 =
[  
   
   

0 0 00 0 00 0 0 0 0 00 0 00 0 00 −𝑑𝑡 𝜔 𝑑𝑡𝑑𝑡 𝜔 0 −𝑑𝑡 𝑢−𝑑𝑡 𝑣 𝑑𝑡 𝑢 0 𝑑𝑡 0 00 𝑑𝑡 00 0 𝑑𝑡𝑑𝑡 𝑠𝜙𝑇𝜃 𝑐𝜙𝑇𝜃0 𝑑𝑡𝑐𝜙 −𝑑𝑡𝑠𝜙0 𝑑𝑡𝑠𝜙𝑠𝑒𝑐𝜃 𝑑𝑡 𝑟𝑐𝜙𝑠𝑒𝑐𝜃 0 0 00 0 00 0 0 ]  
   
   
               (7) 
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  𝑄 =
[  
   
  δp2 0  00    δq2 00 0 δr2 (0 ⋯ 0⋮ ⋱ ⋮0 ⋯ 0)
(0 ⋯ 0⋮ ⋱ ⋮0 ⋯ 0) δax2 0 00 δay2 00 0 δaz2 ]  

   
  
                (8) 

 
δ: are diagonal elements of covariance matrix Q of WK. 
Update: 

GPS measures the position of the robot, then the measurement 
matrix is: 𝑍𝐾 = [𝑥𝑔𝑝𝑠   𝑦𝑔𝑝𝑠   𝑧𝑔𝑝𝑠  𝑉𝑥𝑔𝑝𝑠   𝑉𝑦𝑔𝑝𝑠  𝑉𝑧𝑔𝑝𝑠]𝐾𝑇 = ℎ(𝑋𝐾) + 𝑉𝐾 

(9) 
Vk are Gaussian noises for the measurement model with 
covariance R.  

 𝑅 = [δx2 0 00 δy2 00 0 δz2] 

 
With : 

ℎ = [  
   

𝑥𝑦𝑧𝑈𝑐𝛳𝑠𝜓 − 𝑉𝑐Ø𝑠𝜓 + 𝑉𝑠Ø𝑐𝜓 + 𝑊(𝑠Ø𝑐𝜓 + 𝑐Ø𝑠𝛳𝑐𝜓)𝑈𝑐𝛳𝑠𝜓 + 𝑉𝑐Ø𝑐𝜓 + 𝑉𝑐Ø𝑠𝛳𝑐𝜓 − 𝑊(𝑠Ø𝑐𝜓 + 𝑐Ø𝑠𝛳𝑐𝜓−𝑈𝑠𝛳 + 𝑉𝑠Ø𝑐𝛳 + 𝑊𝑐Ø𝑐𝛳 ]  
    

 
The Jacobian matrix of h with respect to Xk+1 is  𝐻𝐾 = 𝜕ℎ(𝑥,𝑣)𝜕𝑥  given by:  

B. Odometer/ Visual odometry 

Prediction: 
The odometer model equation is given by:   [𝑥̇𝑐𝑦̇𝑐𝜃̇ ] = [cos 𝜃 0sin 𝜃 00 1] [𝑣𝜔]                  (10) 

 
Where: v is linear velocity and θ is the orientation of the robot 
represents the odometer outputs. The system model is shown:  
 𝑋𝐾+1 = 𝑓(𝑋𝐾, 𝑈𝐾)  +  𝑊𝐾                 (11) 
XK is the state vector 𝑥 = [𝑥 𝑦 𝑧  ]𝑇 
 [𝑥𝑦𝛳]𝐾+1 = [𝑥𝑦𝛳]𝐾 + [𝑣𝑐𝑜𝑠𝛳𝑣𝑠𝑖𝑛𝛳𝑤 ]𝑇𝑒 + 𝑊𝐾       (12) 

The Jacobian matrix of f with respect to Xk+1 is 𝐹 = 𝜕𝑓(𝑥,𝑢)𝜕𝑥  , given by: 𝐹 = [1 0 −𝑇𝑒𝑉𝑠𝑖𝑛𝛳0 1 𝑇𝑒𝑉𝑐𝑜𝑠𝛳0 0 1 ] 
With  

𝑢 = [𝑣 𝑤]𝑇 
 𝑊𝐾 : is Gaussian noise for the process model with covariance Q 

: 𝑄𝐾 = 𝐵𝑄𝐵 
With: 𝑄 = [δv2 00 δw2 ] 
. 𝐵 = 𝜕𝑓(𝑥,𝑢)𝜕𝑢 = [ 𝑇𝑒𝑐𝑜𝑠𝛳 0𝑇𝑒𝑉𝑠𝑖𝑛𝛳 00 Te]                 (13) 

Update: 
 

The measurement visual odometer matrix is: 𝑍𝐾 = [𝑥𝑐𝑎𝑚   𝑦𝑐𝑎𝑚   𝑧𝑐𝑎𝑚  ]𝐾𝑇 = ℎ(𝑋𝐾) + 𝑉𝐾 
Vk are Gaussian noises for the measurement model with 
covariance R.  𝑅 = [δx2 0 00 δy2 00 0 δz2] 

 
The Jacobian matrix of h with respect to Xk+1 is  𝐻𝐾 = 𝜕ℎ(𝑥,𝑣)𝜕𝑥  giv en by:  

 𝐻𝐾 = 𝜕ℎ(𝑥,𝑣)𝜕𝑥 = 𝐼3                                  (14) 

 

V. FAULT TOLERANT CONTROL 

In this section we present fault tolerant control method that is 
constituted by two basic tasks, fault detection and fault 
diagnosis and control redesign. 
A) Fault detection: To detect errors in the systems, we compare 
the estimated positions  by the two extended Kalman filters. 
than we calculate the Euclidean distance between the fiters’s 
positions (EKF1, EKF2). 

 Dis(EKF1,EKF2) = √(xEKF1 − xEKF2)2 + (yEKF1 − yEKF2)2            (15) 

 
We compare this distance to a specific threshold Thrd . If  𝐷𝑖𝑠(𝐸𝐾𝐹1,𝐸𝐾𝐹2) exceeds the threshold the system detect an error else 
no error is detected. 

 
A) Fault diagnosis and control redesign  

We need two steps to diagnose the error and redesign the system 
in case of faults:  

 In the first step we compare the outputs of similar 
sensors, to identify the wrong branch. The sensors 
used in the prediction models (INS / ODO) on one 
side, and the sensors used in the correction models 
(GPS / CAM) on the other side. 
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Fig. 3. Fault diagnosis flowchart  

 If the output of a sensor deviates from its dual, the 
diagnostic system a material faults on one of these 
two sensors of the same type. The defective sensor 
will then be identified in the comparison of the 
sensors of the same branch. 

 If the sensor outputs are similar, the system will 
diagnose a software fault. 

 In the second step we compare the sensors of the same 
branch, to identify the wrong sensor. The first branch 
is (INS / GPS) and second branch is (ODO/ CAM). 

B) System decisions : 

 

 If a material error is detected in the first branch, the 
output will be the EKF2 position. 

 If a material error is detected in the second branch, 
the output will be the EKF1 position. 

 If no error is detected, the output will be tow 
branches average. 

 If a software error is detected, an alert is generate 
indicating that the location is wrong 

VI. SIMULATION RESULTS 

In this section we propose to evaluate the fault tolerance 
mechanisms described above. This study uses sensors data in  
V-rep software and fault injection with Matlab software. First, 
we present (Software environment, Faults, Measures) that we 
used to perform these experiments. Second, we present the 
results of our fault injection.[7] 
 

A) Software environment 

Our evaluation environment is based on simulated data 
acquisition using V-rep software. Data replay and fault 
injections were implemented using Matlab. V-rep is Virtual 
robot experimentation platform, it is general purpose robot 
simulator with integrated development environment, Sensors, 

mechanisms, robots and whole systems can be modeled and 
simulated in various ways.[7] 

B) Faults 

Hardware faults are simulated by altering and modifying 
sensor output values, while software faults are simulated through 
mutation by modifying the models and gains of the Kalman 
filters. [7] 

 Hardware faults: based on feedback from our 
engineers, we identified three categories of hardware 
faults that the sensors embedded in our vehicle may be 
subject to: bias faults, frozen data fault. 

 Software faults are in most cases introduced during the 
software development phase (specification, design, 
coding, etc.). 

C) Measures 

The five thresholds Thrs1, Thrs2, Thrs3, Thrs4 and Thrs5  were 
defined here from experimental values using the system’s 
nominal behavior.  

Thresholds Designation Value 
[m] 

Thrs1 Position between the two Extended 
Kalman filters (PosEKF1 , PosEKF2 ) 

3  

Thrs2 Position between the two similar 
sensors (INS/Odo) 

4.5  

Thrs3 Position between the two similar 
sensors (GPS/Cam) 

5.5  

Thrs4 Position between the two sensors 
(INS/GPS) 

2  

Thrs5 Position between the two sensors 
(ODO/CAM) 

2  

 

D) Simulation and results    

In this section, we present simulations and results of 
scenarios proposed for evaluated our fault tolerant control 
architecture, The first simulation scenario of the robot is to 
follow an circular trajectory without faults (nominal behavior). 

 
Fig. 4. Nominal behavior: Position estimated by the two extended Kalman 
filters and the system output. 

Start 

EKF1 EKF2 

Dis
(FK1,FK2)

  ≥ 
Th

Dis(EKF1,EKF2) 

Yes No 
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Fig. 5. Nominal behavior: Distance between the positions given by the two 
Extended Kalman filters. 

The second simulation scenario of the robot is to follow the 
same trajectory, at t=93.75s we inject simulated hardware fault 
in the GPS sensor: we added a jump of 10 m on the yGPS:  

yGPS(tk) = yGPS(ti) + 10 
 

 
Fig. 6. .Additive fault in GPS: Position estimated by the two extended Kalman 
filters and the system output. 

 

Fig. 7. Additive fault in GPS: Comparaison between sensors 

 

Fig. 8. Additive fault in GPS: Distance between the positions given by the 
two Extended Kalman filters.  

The third simulation scenario of the robot is to follow the same 
trajectory, at t=0s we injected several types of mutations: (a) 
numerical value substitution: a numerical value may be replaced 
by a specific value in its domain (such as 0, 1, and−1 for 
integers); (b) unary operator: aunary operator may be replaced 
by another (cos become sin for instance . . . ); (c) binary 
operator: a binary operator may be replaced by an operator from 
a specific set (− instead of+ and vice versa . . . )[7]. 

 

Fig. 9. Software fault in Kalman filter 1: Position estimated by the two 
extended Kalman filters and the system output. 

 

Fig. 10. Software fault in Kalman filter 1: Distance between the positions given 
by the two Extended Kalman filters. 
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Fig. 11. Software fault in Kalman filter 1: Comparaison between sensors 

* 

VII. CONCLUSION  

In this paper, we have proposed an approach diagnosis of faults 
using multisensors data fusion on a unicycle-type mobile robot. 
This approach use four sensors namely the GPS, Camera, INS, 
and odometry for the robot localisation.  The fault diagnosis on 
two basic tasks:  duplication and comparison.  A sensor fusion 
stratery has been implemented based on two extended Kalman 

filters which allow for two independent localization systems. 
The proposed approach has been validated in simulation using 
the Vrep environment.  
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Abstract— The work represented in this paper aims to 

develop an application to control and supervise the FESTO 

Compact Workstation via EasyPort interface. This station 

available at the National School of Technology allows the 

study of several types of control loops (level, flow, pressure, 

temperature) and aids students to learn several concepts in 

process automation. The objective of this work is to develop 

a LabVIEW application that allows the data acquisition 

(measurements) and digital and analogical control of the 

various actuators transmission from PC to the station. The 

developed application aims can be used for training 

conventional PID regulator and as a base for the 

implementation of advanced control theories.  

Keywords— Didactic system for process automation; 

LabVIEW; Control loops, FESTO Compact Station; EasyPort 

USB. 

I.  INTRODUCTION 

An important component in engineering education, in 
particular in the field of process automation and control, is 
the formation of students to deal with real industrial 
process. The needed skills can be acquired by the 
interaction and the manipulation of didactic systems that 
mimic real industrial process. Therefore, the National high 
school of technology (ENST) has the Festo “Compact 
Workstation” for training students on topics related to 
process control design and industrial automation.  

The Festo Compact Workstation [1] is a didactic 
station developed by the German company "FESTO". It 
has been designed to allow students practice by 
experimentation basic and advanced control theories. This 
station represents one of an attractive system for both 
education [2] [3] and research [4] [5] in process control. It 
is composed of several loops of regulation (Level, Flow, 
Pressure and Temperature). These loops can be controlled 
by a PC via an EasyPort interface and FluidLab®-PA 
software. The current available software is a closed source 
demo software that allows students to use the predefined 
controller and to change their parameters; however, it is 
not possible to access to the elementary components of the 
station and to change the controller structure. This software 

limits the exploitation of this station to the predefined 
(PID) controller and it can’t be used for the 
implementation of other control strategies. To tackle with 
the above-cited problems, this work has been focused in 
the development of our proper LabVIEW application that 
allows the control and the supervision of different elements 
composing the Festo Compact Workstation. 

The remainder of this paper is organized as follows. 
The next section gives an overview description of the 
station. The third section presents the used procedure to 
ensure the communication between the station and 
LabVIEW via EasyPort USB.   The section four describe 
the developed application for process control and 
supervision. An experimental test is presented in section 5 
while the last section of this paper concludes this work and 
discusses the possible future work. 

II. FESTO COMPACT STATION DESCRIPTION 

 The FESTO Compact Workstation didactic station 
represented by Fig. 1 is dedicated mainly to the study of 
the four control loops (Level, Flow, Pressure and 
Temperature). These variables represent the four basic 
control variables currently used in industrial process. 

 
Fig. 1: FESTO compact Workstation [1] 

The control of this station and the supervision of its 
operation impose the exploitation of Input/ Output 
interface between the station and the control PC. 
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Therefore, the EasyPort USB [6] is a module that offers 
the possibility of data change (digital/ analogical) between 
the station and the LabVIEW. These data can be 
measurements or controls signals. Fig. 2 shows the 
different connections between PC, EasyPort USB and the 
other components of the station. 

In the next subsections, we give a brief description of the 
four loops that compose it and identify their inputs and 
outputs. The next section describes how these data can be 
exchanged with the developed LabVIEW application. 

 
 

Fig. 2: Different connections PC-EasyPort USB-station  

A. Level control loop 

The station is composed of two tanks B101 and B102. 
The aim of this regulation loop is to maintain the level 
inside the tank B102 at a fixed value (Setpoint). For this 
purpose, the pump P101 is used to deliver the fluid from 
the tank B101 to the tank B102 via a piping system and an 
analog ultrasonic sensor is used for level measurement as 
shown in fig. 3. Disturbances to this control loop can be 
created by the full (opening / closing) of the ball valve 
V102 or by using the manual valve V104 to empty the 
water from the upper tank B102 into the lower tank B101. 

 
Fig. 3: P&ID Diagram of the level control system [1] 

The ultrasonic sensor transmits the level value as a 
current (4 ... 20 mA), which is then converted into a 
standard voltage (0...10VDC) by the converter (current / 
voltage) (A1). This measurement can be transmitted to the 
EasyPort through the X2 analog terminal. The level control 
is done by the pump P101 actuated by the motor M1. For 
this, the control program will generate a setting value and 
transmits it to the station via EasyPort as a voltage between 
(0...10VDC). This command is then transmitted to the 
motor (M1) of the pump via the relay K1 and the terminal 
for analog signals. This terminal will adapt the standard 
voltage (0...10VDC) to a voltage (0...24VDC) required for 
motor control.  

B. Flow Control Loop 

The purpose of this control loop (Fig. 4) is to maintain 
the flow value fix even in the presence of disturbances. 
Flow measurement is carried out in the measurement point 
"FIC B101" linked to an optoelectronic pallets sensor. The 
flow control can be performed using the P101 pump or the 
proportional valve V106. In the first case, the voltage of 
the pump defines its speed of rotation while in the second 
case it’s the voltage of the coil of the valve V106 which 
defines the stroke of the valve piston. Noting that when the 
flow control is done through the V106 valve, the P101 
pump runs at a constant speed. 

 
Fig. 4: P&ID Diagram of the flow control system [1] 

 

It is possible to generate disturbances by the partial or 
total (opening/closing) of the manual valve V104. 

The optoelectronic sensor measures the value of the flow 
and sends it in the form of a square wave (0...1200Hz). Its 
frequency is then converted into a standard voltage 
(0...10V) (DC) by the (frequency/voltage) converter (A2) 
and transmitted to EasyPort via the terminal for analog 
signals (X2). 

The control program generates the command signal and 
transmits it in the form of a voltage (0...10 VDC) via 
EasyPort to the proportional valve V106 or the pump 
motor, the procedure here is identical to that of the level 
control where the relay K1 and the analog signal 
conversion terminal are operated. 

               
1-EASYPORT USB. 5- Analog cabel. 

2- I/O terminal (XMA1). 6- 24 V DC power supply. 
3-I/O- data cabel with SysLink. 7- Universal cable.  
4- Analog terminal. 
 

8-USB cable. 

Station I/O 
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C. Prussure Control Loop 

 In this loop, the pressure is controlled in a pipeline 
system. There are two pressure control systems depending 
on the control element: using pump P101 or proportional 
valve V106 as illustrated the Fig. 5. 

 
Fig. 5: P&ID Diagram of the pressure control system [1] 

D. Temperature control loop 

The temperature control is done in the lower tank B101. 
The fluid stored in this tank can be heated by a heat 
exchanger E104 and circulates under the effect of the 
pump which rotates at constant speed as shown in fig. 6. It 
is important to mention here that for using this loop, the 
operating temperature of the B101 tank must not exceed 
65 °C and the heating resistor must be completely 
immersed in the fluid. 

The ignition period of the heating resistor, which is the 
control variable, determines the quantity of heat supplied 
at the output by the heat exchanger E104. 

 
Fig. 6: P&ID Diagram of the temperature control system 

The resistance of the PT100 sensor is connected to the 
(PT100/Voltage) converter (A3). This voltage is 
transmitted to the analog terminal (X2). The heating 
resistor is controlled via an internal relay connected 
directly to the EasyPort through the O1 output of XMA1. 

III. COMMUNICATION BETWEEN THE FESTO COMPACT 

SATION AND LABVIEW VIA EASYPORT USB 

EasyPort USB is a process interface for bidirectional 
transmission of signals between a control process and a PC 
[6].  

The use of this interface allows the realization of the 
following tasks: 

• Control of a real process by PC. 

• Control of a process model simulated by a real API. 

• Acquisition and analysis of measurements obtained 
on a real process. 

Data is transmitted to and from an EasyPort USB 
process interface by means of addressed write and read 
commands. There exist different access levels that can be 
used for executing these write and read commands 
depending on how to incorporate EasyPort USB into 
application.  

Our objective in this work is to develop an application 
with LabVIEW to control the FESTO Compact 
workstation. Therefore, we adopted the use of the ActiveX 
Control as a software interface.  

To establish the communication between FESTO 

Compact Workstation and LabVIEW via EasyPort USB, 
we have used some functions that allow the use of this 
station as ActiveX object in LabVIEW and consequently 
data exchange between LabVIEW application and 
EasyPort USB such as Automation Open, Invoke Node, 
Property Node and Automation Close.  

IV. DEVELOPING THE LABVIEW APPLICATION 

In this section, we describe our LabVIEW developed 
application for the control and the supervision of the 
FESTO Compact Workstation via the EasyPort USB. This 
application contains a start Virtual Interface (VI) giving 
access to 4 other VI that allow the control and the 
supervision of the 4 control loops in real time. Fig. 7 
shows the overall architecture of the developed 
application. 

 
Fig. 7: The application architecture 

The first and common step, between the different loops, in 
the development of this application is how to manipulate 
the analogical and digital data. Fig. 8 and 9 show the 
developed code for reading and writing numerical values 
in LabVIEW. These data describe the sensors states (Fig. 
8) and On/Off actuators (Fig. 9).  

 

Start Interface 

Flow Loop Level Loop Temperature Loop Pressure Loop 
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Fig. 8: Reading sensors states 

 

Fig. 9: Numerical Actuator control 

Reading and sending analogical signals like sensor 
measurement and control of actuators are carried out using 
the code illustrated in Fig. 10. This figure presents an 
example of how to read level measurement (Fig. 10.a) and 
write the pump command (Fig. 10.b). 

 

 

(a) Reading level measurement 

 
(b) Writing the Command of the pump P101 

Fig. 10: Reading and writing analogical data  

 

The table below shows different functions that are used to 
read the analog values: 

TABLE I. Different functions used to read analogical data 

             Function Values output  

GetAnalogInput0 Level of water in the tank B102 

GetAnalogInput1 Flow of water in the canalisation 

GetAnalogInput2 Pressure in the tank B103 

GetAnalogInput3 Temperature in the tank B101  

We have applied a set of mathematical operations to the 
values sent by "GetAnalogInput" function because they 
do not represent the actual values of the measurements. 
Each value sent by this function is represented in the 
numeric range (0 ... 32767) and is equivalent to a voltage 
value between (0-10 V). It is therefore necessary to apply 
a scaling measure. 

In the remainder of this section, we describe the pressure 
interface as an example of the developed VI. It has two 
operating modes: control by pump P101 or proportional 
valve V106. The flowchart represented by figure 11 
illustrates the different steps carried out for the realization 
of 2 VI named "Pressure Regulation" and "Supervision: 
Pressure". 

 
Fig. 11: Different steps followed for the realization of the VI of the 

pressure loop 

 

The control interface of the pressure loop offers to the 
user the choice of the control element and the PID 
controller to be used. Depending on the choice of the 
control element as well as the controller (P, PI, PD, PID), 
a control signal is sent to the actuators through EasyPort 
USB using the "SetAnalogOutput1" action for the V106 
proportional valve or the "SetAnalogOutput0" action for 
pump P101. The LabVIEW code that performs the two 
modes of control are presented in the Fig. 12 and Fig. 13. 

 

 

Fig. 12: LabVIEW code of the pressure loop using proportional valve 
V106 as a control element 
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Fig. 13: LabVIEW code of the pressure loop using P101 Pump as a 

control 

These figures shows the possibility of using this code with 
small modifications for the implementation of other 
controllers.  

The sub-VI "Supervision: Pressure" offers to the student 
the possibility of visualizing the states of the sensors 
recovered in real time as shown in the fig. 14. 

 
Fig. 14: The sub-VI "Supervision: Pressure" 

Fig. 15 illustrates the developed interface for pressure 
control.  

 

Fig. 15: Pressure interface 

V. EXPERIMENTAL RESULTS 

After completing the application design and development, 
it was necessary to test it to validate our work. The Fig. 16 
shows an example of the obtained result when testing the 
pressure loop test. In this experiment (Fig. 16.a), we tested 
a PI regulator using a pump as control element for 
different value of set point (Blue). This figure shows how 
the developed application aid student to improve their 
skills in process control with experimentation and in 
interactive approach. The Supervision VI represented in 
Fig. 16.b get information about the real process in real 
time that can help student to understand the considered 
process.     

 
(a ) Pressure loop test 

 

(b ) Supervision of the pressure loop 

Fig. 16: The result of the pressure loop test 

VI. CONCLUSION AND FUTURE WORK 

This paper presents the developed LabVIEW 
application for FESTO Compact workstation control and 
supervision. The design and development of this 
application starts by the study of the considered process 
and all the control loops that compose. The issue of how to 
establish communication between the station and 
LabVIEW has been also addressed using EasyPort USB 
and ActiveX. Different VI have been developed in this 
work for the control and the supervision of the four control 
loops.  

The current version of the developed application can be 
viewed as an interactive teaching system that allows an 
improvement in basic industrial control education and 

 
1 Parameters to edit the graph 7 Regulator type 
2 Clear the curves 8 Leds 
3 Curves 9 Start and Stop 
4 Digital controls 10 Supervision window 
5 Select the control system 11 The Graph 
6 Setpoint   
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training. Its use for practical experimentation touch on the 
important basic notions and problems. This application has 
didactic properties such as friendly graphical user 
interfaces, modular architecture, data storage and graphical 
visualization of real   measurements. The final interactive 
system composed of the station and the application helps 
students to understand and compare different identification 
and control methods. This application can be easily 
extended with the implementation of other advanced 
control methods in future works. 
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Abstract—In this paper we propose a new methodology for a 

fractional order PID-like controller in order to supervise a 

high-precision position of a industrial robot arm loading round 

steel blocks from inside a rotary hearth furnace. The novel 

fractional order PIIλDμ control configuration involves a 

standard integrator joined to fractional order integral and 

derivative actions. The design procedure begins with the use of 

relay method to tune an integer order PID controller that 

stabilizes. Then the fractional order integral and derivative of 

orders λ and μ approximated with rational functions using the 
singularity function method are introduced and the new 

parameters are tuned by optimizing performance criteria. 

Simulation results illustrate the efficiency of the proposed 

controller and its ability to fulfill the performance constraints 

and avoid undesirable overshoots with a bounded range of 

input currents variation.  

Key word: Fractional order PI-IλDμ, Singularity function 

method, industrial robot, relay method, Performance. 

I. INTRODUCTION 

Fractional order control is focusing a great research effort 
and touching a widening field of applications [1-2]. In 
particular, fractional order PID controllers have been 
intensively studied and developed this last decade [3-4]. 
Since the first design of Podlubny [5], many fractional order 
PID-like structures and parameter tuning techniques have 
been proposed in literature. Numerous fractional order PID 
control studies considered mechanical systems applications 
[6-7] and particularly on robotic manipulators [8-10].  

Indeed, many dangerous or difficult tasks are realized in 
industrial processes through robots manipulators. In this 

paper, we consider supplying and discharging heavy steel 
blocks, from an industrial furnace [11].   

The industrial robot moves horizontally inside the 
furnace in order to remove the heated blocks from the 
furnace with minimum fuel consumption. An important issue 
is to correctly discharge the steel blocks without hitting them 
with the gripper, which requires an automatic control 
structure for the positioning of the industrial robot [12]. In 
the initial classical control system, the current positioning of 
the robot is made with an 11% overshoot, which has to be 
reduced in order to minimize the possible stroke.  

The aim of this work is to design a fractional order PID-
like control configuration, for the automatic positioning of 
the discharging robot, in order to obtain the desired 
performance such as no overshoot and a settling time of 
maximum 3 seconds, and to be able to guarantee the rhythm 
of rolling of 4 peaces/ minute. 

The proposed fractional order controller combines an 
integer order integral action with a couple of fractional order 
integral and derivative operators. We maintained the original 
integral in order to eliminate the steady state position error. 

This paper is organized as follows. Section II comprises 
two main parts: the fractional order systems definitions and 
the approximation methods are presented.  In section III the 
industrial robot model is presented. Section IV gives the 
fractional order PID-like controller design method and in 
Section V   numerical simulations of its application to the 
position control of the robot are given to verify the 
effectiveness of the proposed scheme.  To complete the 
paper conclusions and discussions are added in Section VI. 
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II. FRACTIONAL ORDER SYSTEMS  

A. Fractional Calculus and fractional order systems 

Fractional calculus where the integration and 
differentiation are arbitrary (fractional) order is an old 
concept which dates back to Cauchy, Riemann Liouville and 
Leitnikov in the 19th century. Fractional calculus is 
extending of the concept of integer order integral and 
derivative, the fractional integral and derivative have been 
defined. Fractional order calculus also provides a good tool 
for describing dynamic process. In a general way, fractional 
order calculus refers that orders of differentials and integrals 
can be arbitrary or fractional [13-14]. 
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Here, 
0

t is the initial value,   is the fractional order which 

can also be complex, and R(q) is the real part of the 
fractional order. 
There are several definitions for fractional order derivatives 
of which three most commonly used definitions are the 
Grünwald–Letnikov’s, Riemann–Liouville’s, and Caputo’s 
derivative definition. 
if  f(t)  is  a continuous time function, for the order n where   

 0 1n , there are some definitions for fractional 

derivatives of  f(t) [13]: 
- The Grünwald–Letnikov’s derivative definition can 

be written as; 
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Where, h is the sampling period with the coefficients 
j
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(2) is given as follows 
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    (2.b) 

The Caputo’s derivative definition has the following Form; 
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The Riemann–Liouville’s mth derivative of function f(t) is 
described as, 
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Where n is the first integer larger than m 
     1n m n   ,   n N and ( )n  is the gamma function. 
   In the analysis and synthesis of automatic control systems, 
the Laplace transform method is used commonly. 
The Laplace transform of the differ-integral operator 

a t
D

  
is given by the expected form [14-15]: 

            0 ( ), . ( )
t

L D f t s s F s
            (5) 

where F(s) = £ { f (t)} is the normal Laplace transformation, 
n is integer that satisfies n-1<γ ≤ n. 
A fractional-order system is defined by the system which is 
better described by the fractional order mathematical 
models. Contrary to the conventional approach, the 
fractional-order system has the transfer function of an 
arbitrary real order.  
 

B. Approximation method 

Many approximations methods have been developed in 
the fractional calculus literature. The most popular are those 
of Charef et al. (1992) called the singularity function 
method and Oustaloup’s method (1995) [15].  

The singularity function method is based on the 
fractional order poles powers function approximation in the 
frequency domain with a rational one.  This method is very 
easy to implement and is based on the approximation of a 
function of the form: 

                           
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)(                                         (6) 

where λ is a positive number such that 10   .   In a 
given bandwidth  hb  , , this fractional operator can 

ba approximated as, 
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with   
c

IK
1

   and  
c , is the cutting frequency given 

by,    
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and    is the maximal error in dB. 
                                                                    
The singularities are given by: 
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The order of approximation N is computed by fixing the 

frequency band of work, specified by max , so that:  

NN pp  max1  . This leads to: 

      N= integer part of 11
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. 

III. ROBOT POSITIONING SYSTEM MODEL 

The positioning system of the industrial robot is electro-
hydraulically driven because of the heavy and hot blocks of 
steel it has to properly handle.  After the discharge robot’s 
position is measured using a linear incremental encoder, the 
value is converted in millimeters. The robot is positioned 
above the block in relation to the center of the round block of 
steel at discharge.  

A video camera is used in order to measure this 
displacement, and special software calculates the distance 
from the block center to the industrial robot’s axis in 
millimeters. The positioning system model has been obtained 
using a parametric identification method, based on a set of 
experimental data [11,16]. 

The model transfer function is given as, 


125.375.0

153.18
)( 2 


ss
sH  

IV. FRACTIONAL ORDER CONTROLLER DESIGN 

The fractional order PID-like controller is obtained in 
two steps, as follows: 

A. Standard PID control design 

In order to tune an integer PID control system that 
stabilizes the industrial robot positioning system, one can use 
the Relay method. The controller’s parameters are obtained 
after the analysis of the simulated positioning signal’s step 
response, using simple formulas. The Relay method consists 
of implementing a feedback closed-loop structure that has 
the relay block and the fixed part model of the process to be 
controlled on the direct path, and a unitary feedback path as 
represented in Figure 1. 

The reference signal represents the billet displacement 
and is set at 1 mm. A relay with hysteresis is used as the 
relay block, having the error signal as the input signal, the 
switch point value eps and the relay output signal given in 
(11). The relay’s parameters need to be set in such a way that 
the output signal p(t) exhibits maintained oscillations. 

 

 

Figure 1.  The relay step test configuration 


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The PID controller parameters are determined quite 
easily as [11], 

 
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For the simulation of the industrial robot functionality a 
billet displaced to the right of the robot axis with 100 mm is 
considered. The simulated position of the robot, generated by 
the PID automated control structure, is depicted in Figure 2. 

It shows that the obtained step response presents an 
overshoot of 36% for the positioning system, which needs 
further improvement. 

 

 

 

 

 

 

 

 

 

 

Figure 2.  The robot position usin the relay based PID controller 
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B. Proposed fractional order PII
λ
D
μ
 
 
control design 

In recent years, it is remarkable to see the increasing 
number of studies related to the theory and application of 
fractional order controller (FOC), especially PIλDμ controller, 
in many areas of science and engineering. Research activities 
are focused on developing new analysis and design methods 
for fractional order controllers as an extension of classical 
control theory [17-18]. 

In this paper, a new tuning method for fractional order 
proportional, integral and derivative (PIIλDμ)  is proposed , in 
order to decrease the position error and the control input 
energy and ensure the same overall performances for the 
positioning of the industrial robot, even if the block of steel 
is located at the maximum stroke. The general form of a 
feasible FOPID controller is presented in (14),  

  






 
 s T+

s T
1

+
s T

1
+1

1+Ts

k
=(s) H d

ii

p
FOPID         (14) 

where the controller parameters are the same as those 
presented for the PID controller in the previous section and λ 
represents the fractional integral effect’s order, μ represents 
the derivative effect’s order. The controller parameter’s 
values are equal to the PID controller that generates no 
overshoot, obtained through trial and error. 

In order to keep a zero steady state error the integral 
effect order is kept, while for the integral and derivative 
effect’s order a factional form is used, as to decrease the 
effect of the derivative action over the control signal and 
decrease Je and Jeu.  

The values of the fractional-order λ and μ are determined by 
means of successive computer simulations of the proposed 
FOPID control system. 

V. SIMULATION RESULTS 

The proposed FOPID closed-loop control structure is 
simulated via computer simulation, using MATLAB 
Simulink. The fractional order integrator and derivative, of 
order λ respectively μ, are approximated using the Charef’s 
method so-called the Singularity function. 
In order to verify the IO model’s accuracy the quadratic 
error criterion and the combined quadratic criterion between 
the process and the simulated response is computed, using 
the following criteria involving the output error and the 
input energy and a combined one respectively, 
 

               2)(terJe
                                     (15)  

          22 )()( tcterJeu                      (16) 

With α = 0.6 and β = 0.4. 
In Table 1, the authors present the values obtained for 

the criteria Je and Jeu when applying the proposed controller 
to the robot manipulator model. Different values were 
chosen for the two non–integer parameters, according to the 

procedures steps. It can be noted, from the values presented 
in Table 1 that the best value resulted for λ is 0.1 and μ  is 
0.8, for which the quadratic error criterion and the combined 
quadratic criterion is equal to Je=143.873 , Jeu=115.840. 
After applying the results of the previously presented 
identification procedure, the fractional order transfer 
function model of the positioning system, for which the 
smallest value for the Je, Jeu is obtained, is given as,  
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Figure 3.  Comparison between the position of the robot generated by the 

integer order PID control structure and the FOPID control structure.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  Comparison between the control signal of the robot generated 
by the integer order PID control structure and the FOPID control structure.  
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TABLE I.  QUADRATIC CRITERIA VALUES OBTAINED FOR DIFFERENT VALUES OF THE FRACTIONAL PARAMETERS  

 μ =  0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

λ = 0.1 

 

Je=142.907 

Jeu=113.42 

142.896 

113.408 

142.851 

113.371 

142.810 

113.337 

142.762 

113.301 

142.728 

113.268 

142.694 

113.245 

142.651 

113.227 

142.629 

113.227 

0.2 

 

142.848 

113.392 

142.826 

113.371 

142.770 

113.325 

142.721 

113.283 

142.671 

113.242 

142.626 

113.205 

142.590 

113.179 

142.545 

113.159 

142.521 

114.835 

0.3 

 

142.878 

113.426 

142.840 

113.393 

142.761 

113.330 

142.699 

113.278 

142.640 

113.229 

142.589 

113.187 

142.550 

113.158 

142.505 

113.139 

142.479 

102.373 

0.4 

 

142.975 

113.519 

142.922 

113.475 

142.824 

113.396 

142.749 

113.334 

142.680 

113.277 

142.623 

113.231 

142.582 

113.201 

142.537 

113.181 

142.510 

380.783 

0.5 

 

143.178 

113.684 

143.110 

113.638 

142.993 

113.546 

142.910 

113.477 

142.836 

113.416 

142.778 

113.369 

142.74 

113.341 

142.699 

113.325 

142.673 

374.495 

0.6 

 

143.515 

113.9714 

143.433 

113.9066 

143.300 

113.804 

143.213 

113.732 

143.137 

113.669 

143.0818 

113.624 

143.0514 

113.602 

143.0212 

113.594 

142.998 

371.877 

0.7 

 

144.000 

114.376 

143.913 

114.300 

143.772 

114.189 

143.684 

114.117 

143.612 

114.058 

143.565 

114.019 

143.545 

114.005 

143.530 

114.009 

143.512 

366.842 

0.8 

 

144.872 

115.057 

144.767 

114.969 

144.621 

114.859 

144.544 

114.795 

144.486 

114.747 

144.458 

114.722 

144.459 

114.725 

144.475 

114.753 

144.464 

107.259 

0.9 

 

145.565 

115.600 

145.457 

115.535 

145.327 

115.432 

145.262 

115.378 

145.220 

115.342 

145.208 

115.331 

145.226 

115.346 

145.261 

115.389 

145.261 

109.655 

 

 

The comparative graph between the IO and the FO 
controller’s step response at the same billet displacement of 
175 millimeters is presented in Figure 3. From this figure 
analysis, it is deducted that the overall performances remain 
the same, meaning there is a zero steady state error and a 
settling time is lower than 2.6 seconds, also the control 
signal presented in Figure 4 has been reduced comparatively 
with the IO model. 
It can be noted that the quadratic error criterion and the 
combined quadratic error between the curves from Figure 5 
has a much smaller value than in the case of the IO model, 
resulting in the fact that the model from Eq. (17) is much 
more accurate than the model from Eq. (12). This proves 
that the usage of a fractional order transfer function, as the 
robotic arm’s positioning system model, is justified [19]. 
 

VI. CONCLUSION 

The positioning system of an industrial robot is 
controlled using a proposed fractional order PID-like 
controller in order. The novel fractional order PIIλDμ control 
configuration involves a standard integrator joined to 
fractional order integral and derivative actions. The design 
procedure begins with the use of relay method to tune an 
integer order PID controller that stabilizes. Then the 
fractional order integral and derivative of orders λ and μ 
approximated with rational functions using the singularity 
function method are introduced and the new parameters are 
tuned by optimizing performance criteria. Simulation results 
illustrate how with the developed control system, the 
positioning accuracy of industrial robots can be greatly 
improved. 
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Abstract— Proportional-integral-derivative (PID) controllers 

have now been widely used in industrial control systems for 

their high reliability and usability. The major task in PID 

control theory is how to find optimal values of the parameters 

Kp, Ki and Kd. In this paper, a novel approach to determine 

the optimal values of a PID controller is presented. The 

proposed method is based on using a Single Neuron (SN) which 

its weights represent the PID parameters. To update these 

weights we use the BAT optimization algorithm. Our approach 

is tested on robot arm position control and a comparison is 

made with the classic tuning PID method Ziegler-Nichols. 

Keywords— PID controller, Single Neuron , BAT algorithm, 

robot arm, Ziegler-Nichols. 

 

I. INTRODUCTION 

Industrial and commercial systems have been taking 
advantage of robot technology in recent years. Over the past 
few years, a wide range of control research and numerous 
control applications have been presented. One of the areas 
of interest in industrial, educational and medical 
applications is robotic manipulator.  

It is very important to design and evaluate robot 
manipulators and to apply control techniques before using 
them to work with high accuracy in these circumstances [1]. 
Several industrial robot manipulators are controlled by 
linear methods (e.g. Proportional-Derivative (PD) 
controller, Proportional- Integral (PI) controller or 
Proportional- Integral-Derivative (PID) controller) 

In the field of control technology, the use of PID control 
has been a long history, typically the three controller gain 
parameters, proportional gain KP, integral gain KI, and 
derivative gain KD are usually tuned by several methods 
[2].  
  Many articles have been proposed solutions to this 
problem, like the famous Ziegler-Nichols tuning method [3]. 
In [4], the pole placement technique was used to adjust PID 
parameters and a combination of pattern recognition with 
expert systems was applied in [5] on an industrial PID 
controller. Recently with the apparition of evolutionary, bio-
inspired and intelligent algorithms researches on PID tuning 
become improved. Among papers talking about introducing 
these algorithms in PID parameters adapting, we can cite: 
Particle Swarm Optimization algorithm [6, 7], Genetic 
Algorithm [8, 9], Fuzzy logic [10], BAT algorithm [11] and 
others. Artificial Neural Networks have also been used for 
the PID tuning with the advantage of reduction the method 
complexity to find optimal parameters of the PID by using a 
single neuron [12-15]. In this paper we propose to apply a 
Single Neuron (SN) to adapt parameters of the PID to 
control the robot arm. The weights of this neuron are 
adapted with the BAT algorithm.   

This paper is arranged as follows: Section 2 describes 
the system. The neuron model used in this work is depicted 
in section 3 describes. In section 4, we give an overview 
about the BAT algorithm. Simulations, results are given in 
section 5. Finally, we finish with conclusion in Section 6. 
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II. ROBOT JOINT SYSTEM 

 
Degrees of freedom generally describe the robot arms. 

Usually this number indicates the number of single-axis 
rotational joints in the arm. In our work we use a single joint 
robot arm which is given in Fig.1. 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

The following formula gives the dynamic behavior of 
the robot arm control system [16]: 

       
 

              
 

                
 

           
 

         
 

            
After simplifications, we will get the transfer function as 

below: 
 𝜃𝜃𝐿𝐿(𝐷𝐷)𝐸𝐸𝑡𝑡(𝐷𝐷)

=
𝐾𝐾𝑇𝑇𝐽𝐽𝐿𝐿𝜇𝜇𝐷𝐷3 + (𝑅𝑅𝜇𝜇𝐽𝐽 + 𝐵𝐵𝐿𝐿𝜇𝜇 )𝐷𝐷2 + (𝐾𝐾𝑇𝑇𝐾𝐾𝜇𝜇 + 𝑅𝑅𝜇𝜇𝐵𝐵)𝐷𝐷                 (7) 

 
Where. 
Rm : armature- winding resistance in ohm. 
Lm : armature – winding inductance in Henry. 
Ia : armature – winding current in ampere. 
Ea :armature voltage in volt . 
em :back emf voltage in volt. 

Km :back emf constant in volt / (rad/sec) 
Tm :torque developed by the motor in N.m 
KT :motor torque constant in N.m/A 
J : moment of inertia of motor and robot arm in kg. 2 m /rad. 
B : viscous – friction coefficient of motor and robot arm in   
       N.m/rad /sec. 
θm :angular displacement of the motor shaft in rad. 
θL :angular displacement of the robot arm in rad. 
N : gear ratio 
 
For our work we get the following parameters: 
Rm =21 Ω , Lm =2 H ,  KT =38 N.m/A , J = 2 kg.m2 /rad  
 B = 1 N.m/rad/sec , Km =0.5V/(rad/sec) and n =0.05 
Thus the transfer function becomes:  
                      

  𝐺𝐺(𝐷𝐷) =
𝜃𝜃𝐿𝐿(𝐷𝐷)𝐸𝐸𝑡𝑡(𝐷𝐷)

=
38

4𝐷𝐷3 + 44𝐷𝐷2 + 40𝐷𝐷                                    (8) 

 

III. THE NEURON MODEL 

 We begin in this section by describing the neuron 
model used in this work. The neuron used in this study is 
composed of a simple neuron which receives external inputs 
as depicted in Fig.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We use the following notations relative to our work:  
x i(k) : the ith input of the neuron.            (1 ≤ i ≤ n) 
s(k) : the output of the neuron. 
w i(k) : the weight of the connection from the ith input x i(k) 
           to the input of the neuron. 
f : the activation function of the neuron. 
n: number of the inputs to the neuron. 
The output of the neuron is given by this equation: 
               
                  𝐷𝐷(𝑘𝑘) = 𝑓𝑓�∑ 𝑤𝑤𝑑𝑑(𝑘𝑘)𝑥𝑥𝑑𝑑𝑛𝑛𝑑𝑑=1 (𝑘𝑘)�                              (9) 

 
The PID controller is by far the most common control 

algorithm. Most feedback loops are controlled by this 
algorithm or minor variations of it. Many thousands of 

Fig.2- The neuron model 
            

 

 

 

 

. 

. 

. 

. 
 

 

 

 

 

Fig.1- Schematic representation of a single joint   
           robot arm 
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instrument and control engineers worldwide are using such 
controllers in their daily work [17].  

The classic PID feedback control structure is shown in 
Fig. 3. 

 

 

 

 

 

 

 

 

 

The objective is to find an optimal control signal so we 
minimize the following objective function:     𝐸𝐸 =

1

2
�𝑒𝑒(𝑘𝑘)2

𝑇𝑇
𝑘𝑘=1

=
1

2
��𝑟𝑟(𝑘𝑘) − 𝑦𝑦(𝑘𝑘)�2

𝑇𝑇
𝑘𝑘=1

                    (10) 

T is the total number of epochs. 

      The continuous analog PID controller using the Laplace 
transform is given by: 
 

               𝑈𝑈(𝐷𝐷) = �𝐾𝐾𝑝𝑝 +
𝐾𝐾𝐼𝐼𝐷𝐷 + 𝐾𝐾𝑑𝑑𝐷𝐷� 𝐸𝐸(𝐷𝐷)                           (11) 

Using the approximation: s ≈ 1-z-1, we obtain the form of 
the PID controller using the z transform as: 
 

        𝑈𝑈(𝑧𝑧) = �𝐾𝐾𝑝𝑝 +
𝐾𝐾𝐼𝐼

1−𝑧𝑧−1
+ 𝐾𝐾𝑑𝑑(1 − 𝑧𝑧−1)� 𝐸𝐸(𝑧𝑧)              (12) 

 
After a short modification: 
 
(1 − 𝑧𝑧−1)𝑈𝑈(𝑧𝑧) = 

          �𝐾𝐾𝑝𝑝(1 − 𝑧𝑧−1) + 𝐾𝐾𝐼𝐼 + 𝐾𝐾𝑑𝑑(1 − 𝑧𝑧−1)2�𝐸𝐸(𝑧𝑧)           (13) 

 
       By applying the inverse z transform to this equation, the 
discrete time PID algorithm can be written as follows:    
  
      ∆𝑢𝑢(𝑘𝑘) = 𝐾𝐾𝑝𝑝∆𝑒𝑒(𝑘𝑘) + 𝐾𝐾𝐼𝐼𝑒𝑒(𝑘𝑘) + 𝐾𝐾𝑑𝑑∆2𝑒𝑒(𝑘𝑘)                 (14) 
Where:  
      ∆𝑢𝑢(𝑘𝑘) = 𝑢𝑢(𝑘𝑘) − 𝑢𝑢(𝑘𝑘 − 1)                                             (15) 
 
We can write: 

 

 
             𝑒𝑒(𝑘𝑘) − 2𝑒𝑒(𝑘𝑘 − 1) + 𝑒𝑒(𝑘𝑘 − 2)                                 (16)    
 
Finally, equation (14) becomes: 
 

 

            𝐾𝐾𝑑𝑑[𝑒𝑒(𝑘𝑘) − 2𝑒𝑒(𝑘𝑘 − 1) + 𝑒𝑒(𝑘𝑘 − 2)]                     (17) 
 
  In our work, we use the single neuron as an incremental 
controller to compute the increment term ∆u(k). 
   The neuron has three inputs:  
 

  18)                

 
And the output of the neuron will represent the 

increment of the control signal. It is given by: 
 

              𝐷𝐷(𝑘𝑘) = ∆𝑢𝑢(𝑘𝑘) = 𝑓𝑓�𝑑𝑑𝑛𝑛𝑝𝑝(𝑘𝑘)�                                   (19) 

The variable inp is the input of the neuron given by the 
following summation: 

  𝑑𝑑𝑛𝑛𝑝𝑝(𝑘𝑘) = 

    𝑤𝑤1(𝑘𝑘)𝑥𝑥1(𝑘𝑘) + 𝑤𝑤2(𝑘𝑘)𝑥𝑥2(𝑘𝑘) + 𝑤𝑤3(𝑘𝑘)𝑥𝑥3(𝑘𝑘)               (20) 

 
The control signal applied to the system is given by: 

           𝑢𝑢(𝑘𝑘) = 𝑢𝑢(𝑘𝑘 − 1) + ∆𝑢𝑢(𝑘𝑘)                                        (21) 
 
The structure of the single neuron controller is given in 

Fig.4. 
 
 
 
 
 

 

 

 

 

 

 

 
The different weights wi(k) ( i = 1, 2, 3) represent the 

parameters K I, Kp and Kd respectively. 
 
The frame form of the PID controller using the single 

neuron is depicted in Fig.5. 
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- 

Fig.3- Structure of an adaptive PID controller 
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Fig. 4- Design of the single neuron controller 

 

 

 

 

 

 

 

Fig. 5- Block diagram of the single neuron PID controller 
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IV. THE BAT ALGORITHM 

 
Bat algorithm was developed by Xin-She Yang in 2010 

as a metaheuristic optimization algorithm. This new 
technique is based on micro-bats echolocation with varying 
emission and loudness pulse levels. 

Bats use sonar echoes to identify and avoid obstacles: 
they determine the size of an object, how far away it is, how 
fast it is moving, and even its shape, all separated in a 
second. Bats turn their own pulse into useful information 
after reaching and reflecting to gage how far the target is 
[18].  

Yang used three abstract rules to translate these bats ' 
actions into algorithms: 
1- To sense space, all bats use echolocation, and they also 

conveniently guess the difference between food / prey 
and ambient barriers. 

2- Bats travel spontaneously at velocity v i at location x i 
with a set frequency fmin, varying wavelength λ and 
loudness A0 to search for prey. They can change the 
wavelength of their emitted pulses automatically and 
adjust the pulse emission frequency r from [ 0, 1 ], 
depending on their target's proximity.  

3- While the loudness can differ in many ways, we 
presume that the loudness ranges from a large 
positive value A0 to a constant minimum value Amin. 

 
The initial position x i for each bat, including velocity v i 

and frequency f i, is initialized. Using the following 
equations, the movement of virtual bats is given for each 
time step t by updating their velocity and position. 
 

           𝑓𝑓𝑑𝑑 = 𝑓𝑓𝜇𝜇𝑑𝑑𝑛𝑛 + 𝜌𝜌�𝑓𝑓𝜇𝜇𝑡𝑡𝑥𝑥 − 𝑓𝑓𝜇𝜇𝑑𝑑𝑛𝑛�                                  (22) 
 

     𝑎𝑎𝑑𝑑𝑗𝑗(𝑡𝑡) = 𝑎𝑎𝑑𝑑𝑗𝑗(𝑡𝑡 − 1) + �𝑥𝑥𝑡𝑡𝑏𝑏𝑒𝑒𝐷𝐷𝑡𝑡𝑑𝑑 − 𝑥𝑥𝑑𝑑𝑗𝑗(𝑡𝑡 − 1)�𝑓𝑓𝑑𝑑              (23) 
 

                    𝑥𝑥𝑑𝑑𝑗𝑗(𝑡𝑡) = 𝑥𝑥𝑑𝑑𝑗𝑗(𝑡𝑡 − 1) + 𝑎𝑎𝑑𝑑𝑗𝑗(𝑡𝑡)                          (24) 
 
Where: 
ρ∈ [ 0,1 ] refers to the random number provided 
xj

gbest refers to the current best global solutions 
For the local search part, once a solution is selected among 
the current best solutions, a new solution for each bat is 
generated locally using random walk: 
 
         𝑥𝑥𝑑𝑑𝑛𝑛𝑒𝑒𝑤𝑤 = 𝑥𝑥𝑑𝑑𝑂𝑂𝑙𝑙𝑑𝑑 + 𝜎𝜎𝐴𝐴𝜇𝜇𝑒𝑒𝑡𝑡𝑛𝑛𝑂𝑂𝑙𝑙𝑑𝑑                                                  (25) 
With : 
σ ∈ [0,1] is a random number and represents 
direction and intensity of random-walk.  𝐴𝐴𝜇𝜇𝑒𝑒𝑡𝑡𝑛𝑛𝑂𝑂𝑙𝑙𝑑𝑑 is the average loudness of all the bats. 

 
The BAT algorithm procedure can be resumed in different 
steps in Fig.6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
For our case the BAT algorithm is used to find optimum 
values of the three weights w1, w2 and w3.  
The schematic diagram of the neuron PID controller trained 
by the BAT algorithm is given in Fig. 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

V. SIMULATION AND RESULTS 

For simulation, we take the following sigmoid bipolar 
transfer function for the neuron: 

Objective function f(x), x= (x1, x2, …,xd)
T 

Initialize the Bat population xi and vi for i=1, 2, ….,n 
Define pulse frequency Qi∈ [Qmin, Qmax] 
Initialize pulse rates ri and the loudness Ai 

while (t < Tmax ) // number of iterations 
Generate new solutions by adjusting frequency, and 
updating velocities and locations/solutions 
if (rand (0,1) > ri ) 
Select a solution among the best solutions 
Generate a local solution around the best 
solution 
end if 
Generate a new solution by flying randomly 
If (rand (0,1) < Ai and f(xi) < f(x)) 
Accept the new solutions 
Increase ri and reduce Ai 

end if 
Rank the bats and find the current best 
end while 
Post process results and visualization 

Fig. 6- The BAT algorithm procedure 

Fig. 7- Neuron PID controller trained by BAT algorithm 
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                𝑓𝑓(𝑥𝑥) =
1−𝑒𝑒−𝑥𝑥
1+𝑒𝑒𝑥𝑥                                               (26)  

For the BAT algorithm parameters, we use the following 
values: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Each individual in the BAT population is formed of 

three parameters: K I, Kp and Kd representing, respectively, 
the neuron weights w1, w2 and w3. 
We use the following notation: 
ZN-PID: the Ziegler Nichols based PID controller. 
BAT-SN-PID: the BAT algorithm Single Neuron based PID    
                        controller. 
 

Table II shows the optimal values obtained with the 
different methods ZN-PID and BAT-SN-PID with the 
parameters performance. 

 

 

 

 

 

 

 

Fig. 8 shows the obtained system responses using the 
ZN-PID and the BAT-SN--PID methods for a unit step 
reference.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

From the simulation results showed in Fig. 8 we can see 
that: 
- There is an important overshoot with the ZN-PID method 
but with the BAT-SN -PID the overshoot is reduced 
considerably. 
- The response to the set point is faster using the BAT-SN-
PID than the ZN-PID. 
 For evaluate the diverse performances of the two 
methods, we use the following main parameters using in 
analyzing the performance of a PID controller: 
Rise time : time required for a signal to reach from 
10% to 90% of the final value.  
Overshoot : normalized difference between the time 
response peak and steady output.  
Settling time : time required for the response to reach and 
stay within the specified range of its final value.  
Peak time : time at which the peak value occurs.  

Table III shows the parameters performance obtained 
with the different methods ZN-PID and BAT-SN -PID. 

 
 
 
 
 
 
 
 
 
 
 
 
 

As point out from the table III all the parameters: settling 

time, rise time, overshoot and peak time are reduced with 

the BAT-SN-PID controller in comparison to the ZN-PID. 

    Table I. Parameters of the BAT algorithm                              

 
Parameter Value 

Population size (n) 20 

Number of generations (ng) 100 

Range of the weight w1 (Ki) [0  20] 

Range of the weight w2 (Kp) [0  0.1] 

Range of the weight w3 (Kd) [0  10] 

Minimum frequency (fmin) 0 

Maximum frequency (fmax) 2 

Loudness (A) 0.5 

Pulse rate (r) 0.5 

 

Parameter ZN-PID BAT-SN-PID 

Kp 6.94 3.7943 

Ki 6.94 0.0721 

Kd 1.73 7.6929 

 

    Table II. Parameters results          
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Fig. 8.  Set point responses using the ZN-PID and the   
             BAT-SN-PID with a constant reference  

 

Parameter ZN-PID BAT-SN-PID 

Settling time (s) 8.4029 2.4723 

Rise time (s) 0.4011 0.3036 

Overshoot (%) 62.9828 2.5891 

Peak time (s) 1.2125 0.4021 

 

    Table III. Parameters performance                
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In the second part of the simulation, we take a variable 
reference and the obtained results are shown in Fig.9. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

In the case of a variable reference, the controller BAT-
SN-PID gives a good tracking of the reference, while we 
can see that the ZN-PID controller cannot follow the 
variable trajectory 

 

VI.  CONCLUSION 

 PID controller is the most and practical controller used 
in many applications to achieve a desired response. The 
difficulty in a PID controller is to find optimum values for 
the three parameters (Kp, K i and Kd).  
 In this paper, we propose a method for the PID control 
based on a Single Neuron (SN). The SN weights (PID 
gains) were tuned using the metaheuristic BAT algorithm. 
Our technique was tested to control a robot arm and the 
obtained results are very suitable. 
 The results show clearly the efficiency of our approach 
and it was hopeful to apply this method on other industrial 
applications. 
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Abstract— this paper treats the stabilization analysis for a 

class of nonlinear descriptor systems subject to input saturation 

and unknown disturbance. The synthesized control strategy is 

based on the Takagi-Sugeno design approach and a non-parallel 

distributed compensation (non-PDC) control law. Stabilization 

conditions are derived using non-quadratic Lyapunov functions 

to ensure the closed-loop system stability despite the given 

saturation constraint on the control input. The optimization 

problem is formulated in terms of linear matrix inequalities 

(LMIs). The technique is illustrated through numerical examples.   

Keywords—Takagi-Sugeno descriptor models; Actuator 

saturation; Stability; non-PDC; Linear matrix inequalities (LMIs). 

I. INTRODUCTION 

Recently, Takagi-Sugeno (T-S) models have been widely 
investigated to study nonlinear models [1].  Among nonlinear 
control theory, the T-S model-based approach has attracted 
great interest since it constitutes universal approximation of 
any smooth nonlinear function by a “blending” of some local 
linear system models. This method greatly facilitates 
observer/controller synthesis for complex nonlinear systems 
[2]. Based on this modeling technique, stability conditions 
have been obtained directly from Lyapunov methodology [3, 
4]. For control design, the so-called parallel distributed 
compensation (PDC) has been the most commonly used 
scheme and remain to associate inferred state of output 
feedback to each local subsystem.  Stabilization of T-S 
systems and the control design are investigated via the direct 
Lyapunov method. In fact, various works deal with stability 
analysis using either quadratic Lyapunov functions [1] where 
common matrices to each subsystem have to be found, 
piecewise Lypunov functions [3], more recently non quadratic 
Lyapunov functions [4, 5]. The derived conditions are 
formulated into a set of linear matrix inequalities (LMIs). 
These LMIs can be solved, when a solution exists, by classical 
convex optimization algorithms [2, 4-6]. In practice, many 
systems are physically described by nonlinear descriptor 
models [6]. The T-S descriptor model representation has the 
advantage to decrease the number of LMI constraints since it 
conserves nonlinearities in the left-hand side will keeping the 
original structure of the nonlinear model [7, 11-15].    

    Usually real physical applications suffer from actuator 
saturation and/or sensor saturation. Thus, a great attention has 

been given to the control design of T-S models with input 
saturation constraints [8-9]. Among the most popular works 
dealing with saturated input constraints, the convexity based 
approach to the saturation function (see [9-10] and the 
references therein). The interest of this approach is to consider 
a bounded ellipsoidal symmetric region of stability solved by a 
set of LMIs. Moreover, descriptor design approaches has been 
recently studied in [11] to deal with problem of input saturated 
T-S systems using a polytopic representation of the saturation 
function. The T-S descriptor fuzzy system is affected by 
unknown exogenous disturbances ωk ,the main contribution 

of the new method can be summarized as the proposed result, 
can be applied to T-S systems subject to Η2  approach. In the 

present paper, stability analysis for discrete-time T-S 
descriptor system subject  to input saturation is proposed. New 
LMIs conditions are derived based on two Lyapunov functions 
with the Finsler’s lemma [12] which allows decoupling the 
control law from the Lyapunov function.  

This paper is organized as follows: Section 2 provides 
some useful notation and properties, it also introduces the 
discrete-time T-S descriptor model; Section 3 presents the 
main results for controller design of  saturated discrete-time  
T-S descriptor models subject to disturbances; Finally in 
section 4 two examples are given to demonstrate the 
effectiveness of the proposed approaches.   

II. NOTATION AND PROBLEM STATEMENT 

Given a set of nonlinear functions 

{ }ri
i

h ...1,0(.) ∈≥ , { }
e

rk
k

v ...1,0(.) ∈≥ having the convex 

sum property , ∑
=

=
r

i ih
1

1(.) ,  ∑
=

=
e

r

i
vk

1
1(.)  ,a shorthand notation 

will be used in the sequel to represent convex sum of matrix 

expressions: ∑
=

=
r

i i
Ykz

i
h

h
Y

1
))((  and ∑

=
=

r

i k
Ykz

k
v

v
Y

1
))((  

for single convex sum; ∑
=

+=
+

r

i i
Ykz

i
h

h
Y

1
))1((  for a 

delayed convex sum ; 







∑
=

−

=
− i

Y
r

i
kz

i
h

h
Y

1
))((

1

for the 

inverse of a convex sum. )(AM  the Hermitiann of the 
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matrix A ,i.e  
TAAA +=Μ )( for a vector k

xx, denotes its 

k-th entry, and +kx denotes )1( +kx . rN denotes the set 
{1…r},I  denotes  the identity matrix.(*) stands for the terms 
deduced by symmetry in symmetric block matrices. 

     Let us consider the following discrete-time TS fuzzy model 
in the descriptor form subject to input saturation and external 
disturbances: 

ωω kBuksatBhxkAhxkEv ++=+ )(            (1) 

Where n
k

x ℜ∈ is the state vector,  
m

k
u ℜ∈  is the control 

input vector,  k  is the sample. Matrices 
i

A  and  
r

Ni
i

B ∈,   

represent the i-th linear right-hande side model and  

{ }
e

rk
v

E ...1, ∈  , represents the k-th linear left-hand side 

model of  T-S descriptor models. The membership functions 

))(( kz
i

h  and ))(( kz
k

v  satisfy the convex sum property and 

depend on the known premise variables. The MFs depend on 
the premise variables grouped in the vector )(kz  which is 

known and  usually depends on the state vector. The dead 

zone nonlinearity  u
n

u
n

ℜ→ℜ:(.)ψ   is defined by:   
                             )()(

k
usat

k
u

k
u −=ψ                             (2) 

However the saturation function u
n

u
n

sat ℜ→ℜ:  is defined 

as: 







=

=

)max,min()()(

)]().....().....(
1

[)(

t
u

tk
u

tk
usign

tk
u

t
sat

nk
u

nu
sat

tk
u

t
sat

tk
usat

k
usat

             (3) 

With 0max ≥
t

u  designate the saturation level.  

Relaxation Lemma [14]: Let k
ij

T  be matrices of appropriate 

dimensions, then for { } { }
e

rkrji ...1,,...1, ∈∈  : 

0<k
ij

T                                                                                    

jik
ji

Tk
ij

Tk
ii

T
r

≠<++
−

,0
1

2
                                           (4) 

Finsler’s Lemma [16]. Let nTn
kx ℜ∈=ℜ∈ θθ,  and 

mxnR ℜ∈   such that nRRank <)( ;  the following 
expression are equivalent: 

{ }0;0;;0) =≠ℜ∈∀<
k

Rx
k

xn
k

x
k

xT
k

xa θ

0:) <ℵ+ℵ+ℜ∈∃ℵ TTRRmxnb θ  

Congruence Lemma: Let Π  a positive definite matrix, 
symmetric of the appropriate dimension, Υ  is a nonsingular 

matrix compatible with Π  then, the product  0>ΠYTY  is 
called the congruence transformation of Π . 

Property 1. Let. X  and Y matrices of the appropriate size, 

the following expressions holds: 

XTYYYXTYXYXTXY −+≥−⇔≥−−− 10)(1)(  

Saturation Lemma [16]: Given 

matrices mxn
jk

F ℜ∈ , nxn
jk

H ℜ∈  and mxn
jk

W ℜ∈  , 

for
m

Nt
r

Nkji ∈∈ ,,, , let us define the following set: 







 





 ≤−ℑ−−ℑℜ∈=Ρ

)max(
11:

t
u

k
x

jkjk
W

jkjk
Gn

k
x

u
 

 If
uk

x Ρ∈  then 0)1()()( ≤−ℑ−−






k
x

jkjk
W

k
uT

jk
ST

k
u ψψ  

holds of any positive diagonal matrices mxn
jk

S ℜ∈  and for 

any scalar function 
r

Nji
ij

∈ℑ ,,  , satisfying the convex sum 

property.  

Assumption 1. The validity domain Ωx  of the system (1) is 

defined by:   { }
q

Nm
k

x
m

Qn
k

xx ∈≤ℜ∈=Ω ,1;              (6)                   

Where the vectors mxn
m

Q ℜ∈  are corresponding to the state 

constraints of system (1). 
 
Assumption 2. The disturbance signal ωk  belongs to the 

following class of function:  









≤ℜ→ℜ= ∑
∞

=

+

1

2 0,:
i

k
T
k

nu
k ωωωωδ           (7) 

In order to mitigate the effect of ωk  on the state space xk we 

will use the 2Η -approach. We want to guarantee: 

0,0,
22

≠>≤
kkk

x ωγωγ            (8) 

III. MAINS RESULTS 

      In this section, the objective is to design a non-PDC 
control law ensuring the desired control performance and 
guarantying the stability of the closed loop perturbed system, 
despite the presence of input control saturation. Accordingly, 
the proposed non-PDC controller law is designed as follows: 
 

khvk xHFu 1
(.)
−=                           (9) 

 
The combination of the T-S descriptor model (1) with the 
control law (9) yields: 
 

kBkukxHhvFhBkxhAkxvE ωωψ +−−+=+ ))(1
(.)(  (10) 
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Expression (8) can be rewritten as an equality constraint: 

[ ] 0
)(

1
(.) =



















−−+ +−

k

k

k

k

hvhvhh u

x

x

BBEHFBA

ω
ψω

   

                                                                                         (11) 

      In the following, two different Lyapunov functions will be 
considered: 

kh
T
kk xPxxV 1)( −=   with hXhPT

hPhP =−>= 1,0 . 

kxhHhPT
hHT

kxkxV 1)( −−=   with 0>= T
hPhP . 

A. Case 1 

     The 2H  gain denoted γ  of the transfer kω  to kx   is 

bounded, and defined in equation (8).   By considering the 

saturation lemma and  2H norm, the dynamic of considered 

system is given by:  
 

0

11)()(1)(211

<−

+−−+−−−−
+

−
++

k
T
kk

xT
k

x

k
x

hv
H

hv
W

hv
S

k
u

k
u

hv
ST

k
u

k
x

h
PT

k
x

k
x

h
PT

k
x

ωγω

ψψψ

 (12) 

The inequality (12) written  as: 

( )
0

)(

000

012011
000

000

)(
<+

−

−−−−
+

−−

+























































k

ku
kx
kx

I
hvShvHhvWhvS

hX

IhX
T

k

ku
kx
kx

ω
ψ

γω
ψ  

(13) 

Via the Finsler’s Lemma, equality (11) and inequality (13) 
results in: 

( )

[ ] 0(*)

0

0
1

(.)

00

02

000

000

<+−−+





































−

−

+

−

−
+

−−

ω

ω γ

BBEHFBA
N

M

B

NB

hvhvhh

T

TT
h

I

T
hvShvW

hX

IhX

(14)

Where matrices nxnM ℜ∈  and nxnN ℜ∈  are free matrices 
fixed later on. Let us select   

hvHH =(.)
 .Now, the results can be obtained depending and 

is stated in the following Lemma. 

 

Lemma 3. The closed-loop T-S descriptor model (1) is 
asymptotically stable, if there exist matrices     

mxn
jk

W
jk

Fnxn
jk

HT
j

P
j

P ℜ∈ℜ∈>= ,,,0  a matrix 

q
Nmmxn

m
Q ∈ℜ∈ , ,a positive diagonal  matrix 

mxm
jk

S ℜ∈  for { } { }
e

rkrji ...1,...1, ∈∈ , and positive scalar 

γγ = such as conditions 4 are satisfied with:  

0

000

*20

**
)(

0

***

****

<

−

−−

+−+

−

+−−

=











































































ITB

T
jk

ST
i

BT
jk

S
jk

W

j
P

j
P

k
EM

jk
F

i
B

jk
H

i
A

I
jk

H

j
P

jk
HT

jk
H

k
ij

T

γω

 

(15) 

r
Nj

q
Nm

j
P

m
Q

j
P

∈∈≤
−

−












,,0

1

*

                            (16) 

And, 

r
Nj

q
Nm

t
u

tjk
W

tjk
F

j
P

jk
HM

∈∈≤

−−

+−

































,,0

2)max(
)()(

*
)(

      (17) 

 

Proof. From inequality (16) it can be deduced that 
xkx Ω∈ . 

 Furthermore, by Schur complement lemma [16] and matrix 
property 1, it can be deduced from (17) that : 

( )
0

2max

)
)()(

()
)()(

(
≥

−−
−

t
u

tjk
W

tjk
FT

tjk
W

tjk
F

jk
H

j
PT

jk
H    (18) 

Pre and post-multiplying ( 18) with  T
jkH −  yields: 

( )
0

2max

)
)()(

()
)()(

(
≥

−−−−−−

−

t
u

T
jk

H
tjk

WT
jk

H
tjk

FTT
jk

H
tjk

WT
jk

H
tjk

F

j
P

(19) 

 

Then, it is easily observed that condition (19) implies the 
inclusion 

u
P

x
⊆Ω .Now by using the congruence lemma 

property with the full rank matrix 

( )IT
hv

S
h

PT
hv

Hdiag
+

, (14) yields: 
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( )

[ ]
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0
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02
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
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
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

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





−
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h

T
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T
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T
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h
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hv
HIhXT

hv
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(20) 

In order to derive an LMI optimization problem, a good choice 
is to consider  0=M and  

h
XN = then (20) yields if: 
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*

*
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−

−
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

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        (21)  

Theorem 1. Given T-S descriptor system (1) whose validity 
domain is characterized by a matrix 

q
Nm

m
Q ∈, . If there 

exist positive definite matrix 
j

P , a positive diagonal matrix 

jk
S  and a matrices 

r
Nkji

jk
W

jk
F

jk
H ∈,,;,,  and positive 

scalar γγ = ,solutions of the optimization problem defined 

as (23) : 
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                                                                                              (22) 

                             














)22(

)17(

)16(

)4(

min

LMI

LMI

LMI

LMI

γ

                               (23) 

 

Proof: The result of theorem 1 is derived from the proof of 

Lemma (3) by choosing 0=M  and  T
h

PN −=  .Thus, this 

proof is omitted here for brevity.  

 

B. Case 2 

Consider 
h

HH =
(.)

 in (9). Then the variation of the 

Lyapunov functions in case 2 by considering the saturation 

lemma and  2H -norm yields:  

0

11)()(1)(2)(
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+−−+−−∆
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With:   k
x
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H

h
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h
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k
x

k
x

h
H

h
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h
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k
x

k
xV 11)( −−−

+
−

+
−
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Developping inequality (24) one can obtain :  
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H +−−−=Γ 1)1,1(
   ,  
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−=Γ
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h
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h
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hv
W

hv
S .                

                                                                             

The same proof is used as theorem 1 but 

using ( )IT
hv

S
h

PT
h

Hdiag
+  in congruence application, 

we conclude the following theorem: 

Theorem 2. Given T-S descriptor system (1) whose validity 
domain is characterized by a matrix 

q
Nm

m
Q ∈, . If there 

exist positive definite matrice 0>= T
j

P
j

P , a positive 

diagonal matrices 
jk

S  and a matrices 

r
Nkj
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W
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F

j
H ∈,;,, , and positive scalar γγ =  

solutions of the optimization problem defined as (28):  
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












)27(

)26(

)16(

)4(

min

LMI

LMI

LMI

LMI

γ

                        (28) 

 
Proof.  The result of Theorem 2 is derived from the proof of 

Lemma 2 by choosing 0=M  and   1−
+

=−
+

=
h

PT
h

HN .Thus, 

this proof is omitted here for brevity.  

IV. ILLUSTRATIIVE EXAMPLE 

     Two examples and their computer simulation results are 
provided to show the effectiveness of the proposed methods. 
The first one is a numerical example given to illustrate the 
validity of the control design. The second one is a Benchmark 
of an inverted pendulum system used for comparison with 
other methods proposed in recent published papers. 
Simulation results with initial conditions 

[ ]
32

)0( ππ −=x .Saturation limits is: 1max =
t

u .The 

number of rules is 
nl2 , then nl represent the number of 

nolinearities in the left /right hand side of T-S model. The 
membership function )(

k
z

i
h are calculated as follows :  

For exemple : 

min1max1

min11)(
1

k
z

k
z
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Example 1: Let us consider the following academic nonlinear 
descriptor system: 
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ω
B .By using the sector 

nonlinearity approach [2], and the descretization with the 
Euler’s Method, the previous nonlinear system can be 
expressed on the T–S fuzzy descriptor form (1) as follows: 
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right part respectively of T-S fuzzy model, the domain of 
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2
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1
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k

x
k

x
x , the disturbance signal 

is : )*10sin()( tt =ω , and the sampling period chosen  

1.0=
e

T .Simulation results are presented in figure (1) and 2) : 
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Fig.1. System control input.
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Fig.2. System responses in the presence of actuator saturation and 

disturbances. 
 

The Theorem 1 gives the following gain: 3432.1=γ  
 
Example 2: Let us now consider the benchmark of an inverted 
pendulum on a cart given by Fig. 3. The motion equations 
obtained from the Newton's second law are given by {see 
[17]}: 

)(
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Fig.3.  Inverted pendulum. 

 

Via the sector nonlinearity approach, we have: 
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and the right part of  T-S fuzzy model, the domain of 

attraction is: 3
2

;
45

22
1

≤≤
k

x
k

x π
, 5.0=

e
T  is the 

sampling period. The disturbance signal is : )sin()( tt =ω . 
Simulation results are presented in figure (4) and (5)  : 
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Fig.4. System control input.  
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Fig.5. System responses in the presence of actuator saturation. 

 
The Theorem 2 gives the following gain matrices: 

0825.3=γ  
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−
−

= 





i
i

P  

[ ] 2,1;7,5,3,1;2767.305338.137 === kj
jk

F  

[ ] 2,1;8,6,4,2;9856.1930218.243 ==−= kj
jk

F  







−−
−−

==
1566.02295.0

0659.00513.0

31
HH ;







−−
−

==
0737.03347.0

7708.00810.0

42
HH ; 







−−
−

==
0550.03324.0

0142.01001.0
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86
HH . 

 

Figure 2 and 5 shows the different control inputs applied to the 
proposed system, where represent the derived non-PDC 
controller input. The closed-loop disturbed discrete-time T-S 
responses derived with the controller gain matrices, are 
depicted in Figure 1 and 4. It can be deduced that the designed 
controller allows achieving a stable closed-loop performance. 
 

V. CONCLUSION 

    This paper proposes a novel LMI-based framework for 
controller synthesis of discrete-time disturbed descriptor T-S 
systems with state and input constraints. Based on non-
quadratic Lyapunov functions and non-PDC controllers, new 

stability conditions have been designed. The controller gains 
are then obtained by solving an optimization problem under 
LMI constraints. Through two numerical examples, the 
efficiency of the approaches has been demonstrated. 
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Abstract—Surface EMG signals are found to be very effective 

in identifying the intent of the voluntary movement. First of all 

because they are generated by human will and can be acquired 

in a non-invasive way. Then, they can also help in estimating 

and predicting the continuous motion of a joint. However, 

predicting methods of continuous motion founded on EMG 

signals, are mainly based on the quality of the EMGs, and can 

lead to incorrect estimates. 

In this work, a method of identification and predicting knee 

movement was proposed. This method uses a dynamic model 

of the complex tendon-muscle as a function of EMG signals 

based on the HILL model. As a model of the human muscle, it 

establishes a link between the dynamics of the knee joint and 

EMG signals. The model parameters identification is based on 

an optimization algorithm (the trust region algorithm).  

Since the HILL model is open-loop, we propose an inertial 

sensor and neural network approach to estimate knee joint 

position and speed as feedback information. These are then 

used as a corrective measure in a closed-loop correction-

prediction algorithm, such as the extended Kalman algorithm. 

I. INTRODUCTION 

Intent is at the origin of any voluntary movement. It is 
generated through a series of operations controlled by the 
central nervous system, which ensures its diffusion to the 
skeletal muscles allowing motor skills.  

For people with a motor disability, the intention is 
interrupted according to the rupture zone of the neural 
pathways, giving rise to two approaches of strategy of 
identification of the intention for the control of an 
exoskeleton. The first approach is considering that the 
muscle is active, i.e. the patient suffers from muscle 
weakness but still manages to develop very little effort. The 
latter triggers an identification and estimation process based 
on force sensors that will serve as feedback to the controller, 
who will in turn generate the assistance torque required to 
execute the movement[1],[2],[3]. The second approach, it 

considers that the interruption is at the tendon, so the patient 
cannot develop any effort, therefore, the strategy is based on 
the measurement of physiological signals, EMG and EEG. 
Several studies use classification algorithms for intention 
estimation [4]. these algorithms consist of two steps, the first 
is the extraction of the EMG signal characteristics and the 
second step classifies the different target movements 
according to the set of selected information. These 
algorithms, such as support vector machines [5], neural 
networks [6] and many others, are discrete methods and limit 
the number of movements. Currently, research is interested 
in estimating intention, to have any movement in a 
continuous way, a kind of desired trajectory. A model of the 
muscle-tendon complex exists, which allows the EMG 
electromyographic signal to be directly linked to the 
necessary torque developed by each muscle to generate the 
assisting torque to be applied to the joint. In the literature, the 
Hill model and the transformed Hill model are most often 
used[7]. 

In this work, the Intent identification is based on the 
second approach, because it is much more intuitive than the 
first approach, it allows to anticipate movement and also 
with good control, the realization of the monolithic function 
of the exoskeleton. 

This paper is organized as follows. The second section 
will focus on the modeling of the muscle-tendon complex. 
The estimation of the continuous movement of the knee joint 
a closed loop will be presented in the third section.  The 
fourth section will include the results of the simulation and 
experimentation, followed by a conclusion in the last section.  

II. OPEN-LOOPESTIMATION FORTHE INTENT OF 

CONTINUOUS JOINT MOVEMENT 

In this section, we will briefly explain Hill's model. 
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A. Muscle activation dynamics  

Muscle activation represents the amount of electrically 
stimulated muscle fibers that is sufficient for a muscle to  

 

Figure 1.  Hill muscle–tendon complex model. 

contract. This is also equivalent to the amount of active force 
produced by the muscle. However, there is a gap between 
muscle activation and strength development. The amplitude 
of muscle activation is represented by an interval varying 
between[0 1]. The best way to achieve muscle activation is 
to proceed in three steps, first the EMG signal is filtered, 
thenrectified, processed and smoothed using the square root 
mean square (RMS) value, in order to eliminate any negative 
amplitude. Then it is normalized[8]. There are several ways 
to normalize the EMG signal. The most common method in 
the literature is the MVC method (maximum voluntary 
contraction). Once we have quantified the EMG signal, we 
move on to the second step, which consists of transforming 
the EMG signal to neural activation, then the third step, the 
transition from neural activation to muscle activation [8].  
These transformations are respectively defined by these 
following equations:  

u(k)=α·e(k−d/Temg)−β1 · u(k−1)−β2u(k−2)(1) 
Where dand Temg respectively represent the 
electromechanical delay and sampling time of the EMG 
signal, α, β1 and β2 are the coefficients that define the 
dynamics of the second-order equation[8],[9]. To obtain a 
stable solution for (1), these coefficients must comply with 
the following constraints: 

� β1 = γ1 + γ2β2 = γ1 . γ2α −  β1 −  β2 = 1 

�(2) 

where |𝛾𝛾1| < 1 and|𝛾𝛾2| < 1 

The relationship between neural activation u(k) and muscle 
activation a(k) is the following formula [8], [9]. 

a(k)=
𝑒𝑒𝐴𝐴 . 𝑢𝑢 (𝑘𝑘)−1𝑒𝑒𝐴𝐴−1

 (3) 

A is a non-linearity factor, which varies between -3 and 0. 

B. Hill's model 

Hill's model, describes approximately the behavior of 
human muscle during contraction and extension. it 
establishes also a link between the dynamics of the knee 
joint and EMG signals. 
Hill's model consists of three main components: 
• The contractile component: It represents the source of 

the active force that is generated by the muscle. 
• The parallel elastic component: This component is 

placed in parallel with the contractile element. It 
represents the elastic aspect of the muscle. 

 

 
Figure 2.  Knee joint motion. 

 
• The series elastic component: Placed in series with 

respect to the contractile element, it represents the 
elongation of the tendon that transmits the force exerted 
on the joint. 

 
Following the model proposed by Hill, several models were 
implemented, including the Hill model transformed and 
proposed by Zajac[7], [8], which can be defined by the 
following equations: 

 𝐹𝐹𝜇𝜇𝑡𝑡 = [𝐹𝐹𝐴𝐴𝜇𝜇 . +𝐹𝐹𝑃𝑃𝜇𝜇 ]. cos(𝜑𝜑)

= �𝐹𝐹𝐴𝐴(𝑙𝑙).𝐹𝐹𝑉𝑉(𝑙𝑙). 𝑡𝑡(𝑘𝑘).𝐹𝐹0
𝜇𝜇 + 𝑓𝑓𝑝𝑝(𝑙𝑙)�.𝐹𝐹0

𝜇𝜇 . cos(𝜑𝜑)
(4) 

In order to calculate (4), the physiological parameters can be 
approximated as follows: 
 Where𝐹𝐹𝐴𝐴(𝑙𝑙), 𝐹𝐹𝑉𝑉(𝑎𝑎) 𝑡𝑡𝑛𝑛𝑑𝑑 𝐹𝐹𝑝𝑝(𝑙𝑙)represents respectively, the 
nominal active force as a function of the nominal length of 
the muscle, the force as a function of speed and the nominal 
elastic force as a function of the nominal length of the 
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muscle. V is the nominal speed of muscle contraction. 𝐹𝐹0
𝜇𝜇 is 

the maximum isometric force and a(k) represents muscle 
activation. Finally we can estimate the assistance torque 
with the Hill model by this following relationship: 𝜏𝜏 = 𝐹𝐹𝜇𝜇𝑡𝑡 . 𝑟𝑟                                               (5) 

C. The state-space EMG model of continuous knee joint 
movement 

In this work we used the knee joint with the Rectus femoris 
of the quadriceps muscle as a case study, however the 
procedure can be used for any muscle-tendon complex[9]. 
We have therefore opted for the Hill model transformed by 
Zajac, in order to establish a direct link between the EMG 
signal and angular acceleration. The figure below illustrates 
the benchmarks used for the modified Hill model[9]. 
Fig. 2 shows that the angular acceleration of the knee can be 
calculated as follows: 𝜃̈𝜃 =

1𝐼𝐼𝑒𝑒 . (𝜏𝜏 − 𝜏𝜏𝑒𝑒𝑥𝑥 )                                     (6) 

Where 𝜏𝜏𝑒𝑒𝑥𝑥 = 𝜏𝜏𝑒𝑒𝑥𝑥8_𝜇𝜇𝑡𝑡𝑥𝑥  . sin(𝜃𝜃)(7) 
 𝐼𝐼𝑒𝑒 represents the moment of inertia of the leg which is 

assumed to be constant for a given weight. 𝜏𝜏𝑒𝑒𝑥𝑥   is a 
combination between the moment developed by the tip of 
the leg and the moment developed at its center of gravity. 
Finally, by combining equations (4), (5) and (6), we will 
have the dynamic model of knee joint motion[8], [9]: 
 𝜃̈𝜃 = (𝑆𝑆0 + 𝑆𝑆1  .𝜃𝜃 + 𝑆𝑆2 .  𝜃𝜃2). 𝑡𝑡(𝑘𝑘) 

+𝑆𝑆3  . 𝑒𝑒𝐷𝐷4 .𝜃𝜃 − 𝑆𝑆5 .  sin⁡(𝜃𝜃)                          (8) 
With  

⎩⎪⎪
⎪⎪⎪
⎪⎨
⎪⎪⎪
⎪⎪⎪
⎧𝑆𝑆0 =

𝑞𝑞0 .𝐹𝐹0
𝜇𝜇 .𝑏𝑏1 . cos(𝜑𝜑)𝐼𝐼𝑒𝑒 +

𝑞𝑞1.𝐹𝐹0
𝜇𝜇 .𝑏𝑏1 . (𝑏𝑏0 − 𝑙𝑙𝑡𝑡). 𝑏𝑏1𝐼𝐼𝑒𝑒 .𝑙𝑙0𝜇𝜇 +

𝑞𝑞2 .𝐹𝐹0
𝜇𝜇 .𝑏𝑏1 . (𝑏𝑏0 − 𝑙𝑙𝑡𝑡)2 .𝑏𝑏1𝐼𝐼𝑒𝑒  . (𝑙𝑙0𝜇𝜇 )2. cos(𝜑𝜑)𝑆𝑆1 =

𝑞𝑞1.𝐹𝐹0
𝜇𝜇 .𝑏𝑏1 . (𝑏𝑏1)2𝐼𝐼𝑒𝑒 .𝑙𝑙0𝜇𝜇 +

2. 𝑞𝑞2 . (𝑏𝑏1)2. (𝑏𝑏0 − 𝑙𝑙𝑡𝑡)2𝐼𝐼𝑒𝑒  . (𝑙𝑙0𝜇𝜇 )2. cos⁡(𝜑𝜑)𝑆𝑆2 =
𝑞𝑞2. (𝑏𝑏1)3.𝐹𝐹0

𝜇𝜇𝐼𝐼𝑒𝑒  . (𝑙𝑙0𝜇𝜇 )2. cos(𝜑𝜑)𝑆𝑆3 =
𝐹𝐹0
𝜇𝜇 .𝑏𝑏1. cos(𝜑𝜑)𝐼𝐼𝑒𝑒 . exp�10. (𝑏𝑏1)2 . (𝑏𝑏0 − 𝑙𝑙𝑡𝑡)2𝑙𝑙0𝜇𝜇 . cos(𝜑𝜑)

− 15�𝑆𝑆4 =
10. 𝑏𝑏1𝑙𝑙0𝜇𝜇 . cos(𝜑𝜑)𝑆𝑆5 =
𝜏𝜏𝑒𝑒𝑥𝑥_𝜇𝜇𝑡𝑡𝑥𝑥𝐼𝐼𝑒𝑒

� 

 

We obtain now the state-space EMG model of 
continuous knee joint movement 

⎩⎪⎨
⎪⎧𝜃̈𝜃𝑘𝑘+1 = �𝑆𝑆0 + 𝑆𝑆1 .𝜃𝜃𝑘𝑘 + 𝑆𝑆2  .  𝜃𝜃𝑘𝑘2�. 𝑡𝑡(𝑘𝑘)

+𝑆𝑆3  . 𝑒𝑒𝐷𝐷4 .𝜃𝜃𝑘𝑘 − 𝑆𝑆5  .  sin⁡(𝜃𝜃𝐾𝐾) 𝜃̇𝜃𝑘𝑘+1 = 𝜃̇𝜃𝑘𝑘 + 𝜃̈𝜃𝑘𝑘 .  𝑇𝑇𝐷𝐷𝜃𝜃𝑘𝑘+1 = 𝜃𝜃𝑘𝑘 + 𝜃̇𝜃𝑘𝑘 .  𝑇𝑇𝐷𝐷 �                  (9) 

III. CLOSED LOOP ESTIMATION OFTHE CONTINUOUS KNEE 

JOINT MOTION 

The relationship (9) represents Hill's simplified model, 
which describes the continuous movement of the knee joint 
depending on the muscle activation. The 𝑆𝑆𝑑𝑑parameters are 
identified and stored in offline, however the continuous 
estimation of motion can be performed in real time. 

It is only a hypothesis that the physiological parameters are 
constant.Indeed, theseparameters change according to the 
human, skincondition and the measurement, which implies 
uncertainties at the model,therefore it will generate an 
accumulation of errors during recursive calculation and 
willlead the system to diverge. Also, (9) is an open-loop 
model, i.e. in addition to the EMG electrodes, we do not 
have a sensor, which could provide joint motion 
measurements as feedback information.  

The main contribution of this work is thefeedback 
information extraction method, based on measurements of an 
inertial central unit (IMU) and artificial neural network, 
which will then be used to correct continuous movement. 

A. construction of measurement feedback equations 

1) Data collection:In order to collect information from 
the states of the knee joint as feedback, we use an artificial 
neural network technique, with an acquired database 
containing IMU data placed on the quadriceps and 
constituting the RNA input vector and the target vector, 
which  
represents the kinematic measurement of the knee from a 
potentiometer. 

 
 

 
 

Figure 3.  Block diagram of the holistic state estimation of the Hill 
model. 

2) ANN: A downstream network was selected with an 
input layer consisting of a node, a hidden layer of 20 nodes 
and a single node output layer. The network used performs 
supervised learning to modify the network weights so that 
the output best matches the target vector. The updating of 
the network weight values has been optimized using the 
Levenberg-Marquardt optimization algorithm.Selection: 
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3) Closed-loop Hill's model: In order to achieve the 
feedback information, we propose these following 
measurement equations for the model (9): �ℎ1𝑘𝑘 = 𝜃𝜃ℎ2𝑘𝑘 = 𝜃̇𝜃�                                            (10) 

 
Where,[𝜃𝜃𝑘𝑘 ; 𝜃̇𝜃𝑘𝑘] represents the state vector of our system, ℎ1𝑘𝑘and ℎ2𝑘𝑘 represents the measurement equations. In order 

to correct the behavior of the model (9). Fig. 3 illustrates the 
diagram of Hill closed-loop model. 

B. Open-loop system identification 

For the identification of the Hill model we applied the trust 
region algorithm, this method was used to optimize and 
solve a non-linear problem [10], applied to an objective 
function such as: 

E(x)      

C. Estimation and prediction of continuous motion by the 
extended Kalman algorithm 

The extended Kalman filter is an algorithm that estimates 
the optimal states of a stochastic non-linear system from a 
reference model and also through the combination of 
available measurements (Input/Output). Also, its strong 
point is to be able to predict parameters and it corrects errors 
from the sensors and the model itself [11]. 
In the following we present our approach based on the 
extended Kalman filter to estimate the states of the knee 
joint. We can now write the system in the form of a model 
in the state space: 𝑥𝑥𝑘𝑘+1 = 𝑓𝑓(𝑥𝑥𝑘𝑘 , 𝑡𝑡𝑘𝑘)+𝑊𝑊𝑘𝑘                                   (11) 

   𝑦𝑦𝑘𝑘+1 = ℎ�𝑥𝑥𝑘𝑘  �+𝑎𝑎𝑘𝑘+1(12) 
 

𝑓𝑓(𝑥𝑥𝑘𝑘 , 𝑡𝑡𝑘𝑘) = ⎣⎢⎢⎢
⎡𝜃̈𝜃𝑘𝑘+1 = (𝑆𝑆0 + 𝑆𝑆1  .𝜃𝜃𝑘𝑘 + 𝑆𝑆2 .  𝜃𝜃𝑘𝑘2). 𝑡𝑡(𝑘𝑘)

+𝑆𝑆3  . 𝑒𝑒𝐷𝐷4 .𝜃𝜃𝑘𝑘 − 𝑆𝑆5  .  sin⁡(𝜃𝜃𝐾𝐾) 𝜃̇𝜃𝑘𝑘+1 = 𝜃̇𝜃𝑘𝑘 + 𝜃̈𝜃𝑘𝑘 .  𝑇𝑇𝐷𝐷𝜃𝜃𝑘𝑘+1 = 𝜃𝜃𝑘𝑘 + 𝜃̇𝜃𝑘𝑘 .  𝑇𝑇𝐷𝐷 ⎦⎥⎥⎥
⎤
 

 ℎ�𝑥𝑥𝑘𝑘  �=� 𝜃𝜃𝑘𝑘
 𝜃̇𝜃𝑘𝑘� 

 
To use the EFK algorithm, we first linearize the model (13) 
around the last estimated state. 

                                            𝐹𝐹𝑘𝑘 =
𝟃𝟃𝑓𝑓𝟃𝟃𝑥𝑥 |𝑥𝑥=𝑥𝑥�𝑘𝑘                              

= � 0 0 (𝑆𝑆1  + 2. 𝑆𝑆2  .  𝜃𝜃𝐾𝐾).𝑡𝑡(𝑘𝑘) + 𝑆𝑆3 . 𝐷𝐷4  . 𝑒𝑒𝐷𝐷4 .𝜃𝜃𝑘𝑘 − 𝑆𝑆5  .  cos(𝜃𝜃𝐾𝐾)𝑇𝑇𝐷𝐷 1 0

0 𝑇𝑇 1

�     (14) 

        𝐻𝐻𝑘𝑘+1 =
𝟃𝟃ℎ𝟃𝟃𝑥𝑥 |𝑥𝑥=𝑥𝑥�𝑘𝑘+1,𝑘𝑘 = �1 0

0 1
�(15) 

The algorithm of the extended Kalman filter is as follows: 
• Prediction step: 𝑥𝑥𝑘𝑘+1 = 𝑓𝑓(𝑥𝑥𝑘𝑘 , 𝑡𝑡𝑘𝑘) 

 𝑦𝑦𝑘𝑘+1 = 𝐹𝐹𝑘𝑘 . 𝑥𝑥𝑘𝑘 .𝐹𝐹𝑘𝑘𝑇𝑇 + 𝑄𝑄     (16) 

• Update step: �𝐾𝐾𝑘𝑘+1 = 𝑃𝑃𝑘𝑘+1,𝑘𝑘𝐻𝐻𝑘𝑘+1
𝑇𝑇 (𝐻𝐻𝑘𝑘+1𝑃𝑃𝑘𝑘+1,𝑘𝑘𝐻𝐻𝑘𝑘+1

𝑇𝑇 + 𝑅𝑅)−1𝑥𝑥�𝑘𝑘+1 = 𝑥𝑥�𝑘𝑘+1,𝑘𝑘 + 𝐾𝐾𝑘𝑘+1(𝑦𝑦𝑘𝑘+1 − ℎ(𝑥𝑥�𝑘𝑘+1,𝑘𝑘)𝑃𝑃𝑘𝑘+1 = (𝑃𝑃𝑛𝑛  x 𝑛𝑛 − 𝐾𝐾𝑘𝑘+1 .𝐻𝐻𝑘𝑘+1)𝑃𝑃𝑘𝑘+1,𝑘𝑘 � (17) 

 

IV. RESULTS AND DISCUSSION 

A. The experimental protocol 

In order to evaluate the performance of the proposed 
intention model, we collected EMGs signals as well as 
signals from the reference movement, from 2 healthy 
people, one male and one young woman aged 24 years. 
The acquisition system consists of 3 sensors: the EMG 
signal measurement sensor, the inertial sensor and the 
potentiometer-based sensor. The processing is carried out 
using the Dspace 1103 card. Fig. 4 illustrates the signal 
acquisition protocol. 
EMG signals are acquired using a MyoWare sensor (AT-04-
001). This one is designed for direct use, as the output 
signal from this sensor is amplified, filtered and rectified. 
The acquisition frequency can be up to 2kHz. 
To be able to measure EMG signals correctly, we go 
through the following steps: 
After determining the femoral straight muscle, we clean the 
skin thoroughly, to remove all this debris, we place the 
measuring electrodes in the center of the muscle belly and 
the reference electrode in a non-depolarized area. 
The (flexion/extension) movements must be with an average 
speed. The experiment is done in 20 tests per person, to test 
the accuracy of the sensor. A recording lasts 60 seconds, 
during which the person must make non-stop 
(flexion/extension) movements. 

 
Figure 4.  Diagram of the acquisition protocol. 
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Figure 5.  Acquisition of EMGs signals and reference angle - (A): 
subject 2, (B): subject 1. 

 
Figure 6.  Filtering of the raw EMG signal and its normalized. (C): 
subject 1, (D): subject 2. 

 
Figure 7.  Transition from EMG signal to muscle activation - (E): 
subject 1, (F): subject 2. 

Between each test the person must rest for 10 minutes to 
avoid muscle fatigue. Once the signals are acquired, they 
will be digitized by an analog-digital module of the Dspace 
card, with a sampling frequency of 1 kHz. Then the signal 
will be filtered with a Chebyshev low pass filter of order 2, 
for this freed of Frequencies carrying measurement noise.  
Finally, a time window of 30 ms has been defined in order 
to extract the RMS characteristic vector from the EMG 
signal, which is supposed to contain the distinctive 
information specific to each test.  In order to avoid the 
compatibility problem of the  

TABLE I.  OPTIMAL IDENTIFICATION OF THE OPEN LOOP HILL MODEL 

 

 
Figure 8.  Estimation of Hill model parameters. -Subject 1 (A): The 
position of the knee joint, (B): The speed of the knee joint. -Subject2 (C) : 
the position of the knee joint, (D) : the speed of the knee joint. 

EMG signals of different people, we normalize the EMG 
signal with the method (MVC). 

B. Identification of the open-loop Hill’s model 

The 𝑆𝑆𝑑𝑑represents the physiological parameters of the 
muscle-tendon model, which have been identified using a 
confidence  

region optimization algorithm, minimizing the following 
criterion: 

𝐸𝐸(𝑥𝑥) = �∑(𝑌𝑌(𝑋𝑋) − 𝑌𝑌�)2                             (17) 

With Y represents the vector of the system states, X 
represents the vector of the parameters to be estimated and 𝑌𝑌�represents the measurement vector. Tab.1 shows the 
performance of the identification results. 

The experimental results of the identification of the Hill 
model in open loop, with the comparison between the real 
measurement by the potentiometer and the estimated 
Output. We notice that the two graphs of subject 1 are 
getting closer but we notice an estimation error that is 
important, due to the accumulation of inaccuracies of the 
Hill model during the  
recursive calculation. As a result, the open-loop system may 
diverge as in the case of subject 2. 
 

TABLE II.  PERFORMANCE EVALUATION OF THE THREE NEURAL 
NETWORKS (SUBJECT 2) 

Subject 2 RMSE(de
g) 

RMSE(deg
/s) 

Cc(de
g) 

Cc(deg/
s) 

No- 3.651 1.814 0.989 0.968 

Parameters S0 S1 S2 S3 S4 
S5 

Initial 0.0100 -2 10 0.0100 0.1000 0.4000 

Best 

(Sub1) 

1.9701 -
1.3173 

-
0.1144 

0.0865 -1.57 0.3161 

Best 

(Sub2) 

2.4 -1.529 -1.3 0.09 -1.223 0.390 
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recurssiv
e 

Input 
Recurssi
ve 

2.122 1.736 0.994 0.9706 

I/O 
recurssiv
e 

2.798                 
 

2.389 0.991 0.940 

 

 

TABLE III.  PERFORMANCE EVALUATION OF THE THREE NEURAL 
NETWORKS (SUBJECT 1) 

 
 
 
 
 
 
 
 
 

C. Experimentation of the Hill closed-loop model 

By substituting the estimated parameters of Hill's open-loop 
model, we were able to improve the estimation of its states,  
using the constructed measurement equations and the 
extended Kalman filter algorithm. 
In order to evaluate the performance of the neural network 
we studied 3 types of networks: a non-recursive neural 
network, with an input layer with a node, a recursive 
network  
with an input layer composed of 3 nodes, the latter represent 
the input vector shifted by 1 then 2 sampling steps and 
finally the last network is recursive at input and output, it 
includes an input layer with 5 nodes, namely: an input node, 
2 input nodes offset by 1-2 sampling steps and 2 output 
nodes offset by 1-2 sampling steps. The performance of the 
3 networks is compared and presented in tab.2 and tab.3. 
The performance of the different neural networks is 
evaluated by the root mean square error (RMSE) and the 
correlation coefficient. 

      𝑅𝑅𝑀𝑀𝑆𝑆𝐸𝐸 = �1𝑛𝑛 ∑(𝑦𝑦𝜇𝜇 − 𝑦𝑦𝑒𝑒)2 .  𝜌𝜌 =
𝐶𝐶𝑐𝑐𝜎𝜎𝑦𝑦𝜇𝜇 .𝜎𝜎𝑦𝑦𝑒𝑒                    (18) 

Where, Ym and Ye represent the measured signal and the 
estimated signal of knee joint movement respectively. tabl 2 
and 3, present a comparison between the performance of 
learning networks.  The latter show that the most efficient 
network is the input recursive network for subject 1 Fig. 
with an estimate of the real angle including a correlation 
coefficient of Cc=0.994 and a root mean square error of 
RMSE = 2.122 deg. For subject 2 the most efficient network 
is the recursive input and output network with a 
RMSE=0.7816 and a Cc= 0.9997. The Fig. curves illustrate 
the estimates of the measures as feedback. 
 

 

Figure 9.  Estimation of feedback measurements-Subject 1 (A) : position 
of knee joint, (B) : speed of knee joint. -Subject2 (C) : the position of the 

knee joint, (D) : the speed of the knee joint.  

 

Subject 1 RMSE(de
g) 

RMSE(deg
/s) 

Cc(de
g) 

Cc(deg/
s) 

No-
recurssiv
e 

3.457 4.532 0.988 0.975 

Input 
Recurssi
ve 

1.951                 4.273 0.996           0.986 

I/O 
recurssiv
e 

0.781 3.747 0.999 0.9903 
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Figure 10.  Estimation of Hill model states by EFK -Subject 1 (A) : position 
of knee joint, (B) : speed of knee joint. -Subject2 (C) : the position of the 

knee joint, (D) : the speed of the knee joint.  

D. Estimation of continuous knee joint movement by EFK 

Once the feedback measurement equations were 
constructed, we used the extended Kalman filter algorithm 
to estimate the states of the knee joint. The Q and R 
covariance matrices are chosen by tattooing and 
compromise. Fig.11 shows the experimental results of the 
estimation of the angle and speed of the knee joint, or 
comparison. The measurement of the potentiometer serves 
as the real value for the comparison 

TABLE IV.  COMPARISON BETWEEN THE ESTIMATION OF THE OPEN-
LOOP AND CLOSED-LOOP SYSTEM (SUBJECT 1) 

TABLE V.  COMPARISON BETWEEN THE ESTIMATION OF THE OPEN-
LOOP AND CLOSED-LOOP SYSTEM (SUBJECT 2) 

Subject2  RMSE(rd/s) RMSE 

(rad) 

Cc(rd/s) Cc(rd) 

OP MODEL 

3.08 2.1817 0.74 0.846 

CP MODEL 

0.0265 0.0209 0.9779 0.9985 

 
In order to verify the improvement brought by the 
constructed measurement equations, tab.3 and Tab.4 show 
the results obtained when identifying the Hill model in open 
and closed loop. 
We can see that the estimation of the Hill open loop model 
is much less efficient due to the accumulation of model 
errors. 
The closed-loop model has been successful in overcoming 
accumulation errors and has maintained convergent 
estimation while improving the accuracy. 

 

V. CONCLUSION 

 
In this work, we have identified the intent of the continuous 
movement of the knee joint with a Hill model. This allows a 
direct link to be established between the dynamics of the 
knee joint and the EMG signal. A system for estimating the 
behavior of the knee joint based on inertial sensors and 
neural networks has been built to provide measurement 
equations as feedback information. A trust-region 
optimization algorithm was used for optimal identification 
of the Hill model. A condition estimation algorithm (the 
extended Kalman filter) was also proposed to reject all 
uncertainties in the model and improve the estimation. 
Extensive experiments have been carried out, as well as 
comparisons between model-based estimates and actual 
measurements from a potentiometer, confirm the 
effectiveness of the proposed methods. As part of the future 
prospects, we will introduce a method based on EEG 
(electroencephalographic) signals, to increase the speed of 
detection of the intention of movement and apply it to 
prostheses or orthoses. 
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Abstract—In this paper, a control approach is proposed for 

controlling the internal fluid temperature in a heat exchanger 

network at the boundary by manipulating its velocity. This 

approach consists to design a distributed state feedback 

controller using the geometric control, based on the concept of 

the characteristic index, in the framework of the late lumping 

approach.  Numerical simulations illustrate the effectiveness of 

the proposed control approach. 

I. INTRODUCTION 

 Heat exchanger is a device in which heat transfer is 
realized across the separating wall between two fluids at 
different temperatures. According to the fluids flow 
direction there are several configurations such as counter-
current heat exchanger, where the fluids flow in the opposite 
direction, and the co-current heat exchanger, in which the 
fluids flow in the same direction [1]. Thesetwo 
configurations represent the basic structure for heat 
exchangers. Generally, in practice, we find the combination 
of these last to form a heat exchanger network.  

Heat exchanger is a Distributed Parameter System (DPS) 
since the fluid temperatures are not uniform with respect to 
the space variable along the heat exchanger [2]. 
Consequently, the modelling of this system leads to Partial 
Differential Equations (PDE’s). The fluid temperature in 
heat exchanger can be controlled by manipulating the inlet 
temperature or the velocity (flow rate) of a fluid [3]. 
Considering the velocity of one of the heat exchanger fluids 
as the control variable, a very common case in practice, 
leads to a bilinear system which represents a particular class 
of nonlinear systems [4], [5]. Bilinear systems are 
characterized by the product of the state variable and the 
control variable, that is, they are linear with respect to the 
state variable and linear with respect to the controlvariable 
when they are considered independently, but not jointly 
linear in both [4]. For this system class, the spatial operator 
has a particular structure that can be easily exploited to 
develop control laws [6]. 

In recent years, the late lumping approach is the obvious 
choice for the DPS’s control. This approach consists in 

designing the controller directly using the PDE’s without 
any approximation; the controller is of distributed nature 
that enhances the performance in closed-loop [7], [8] ,[9]. 
This approach is very developed in the case of linear DPSs, 
thanks to the semi-group theory [10]. The control theory of 
nonlinear DPS’s remains very challenging due to the 
complexity of formulated control problems and the absence 
of a general theory. The study is usually done case by case 
[11]. 

The late lumping approach is moderately used for the 
control of heat exchangers. In [3] and [12], the geometric 
control was used for the control at the boundary of a co-
current and counter-current heat exchanger, respectively. 
The Backstepping control was used in [13] to control a co-
current heat exchanger. In [14], the internal model control 
for a heat exchanger network has been proposed. These 
proposed control techniques are based on the choice of the 
fluid inlet temperature as a control variable.  

The paper is organized as follows: In Section II, we 
present the heat exchanger network model.  The control 
design, based on the geometric theory, is developed in 
section III. Section IV is devoted to show the 
obtained simulation results. Finally, we end the paper with a 
summarizing conclusion 

II. HEAT EXCHANGER NETWORK MODEL 

The tubular heat exchanger network, of length2𝐿𝐿,considered 
is a cascade of two heat exchangers as shown in Figure 1. 
The first is a co-current heat exchanger andthe second is a 
counter-current one. The internal tube, in which the cold 
fluid flows and enters at temperature𝑇𝑇0, is common between 
the two exchangers. This tube is in the contact with the 
environment over a distance2μ before being transferred to 
the second heat exchanger. The hot fluids of the co-
currentheat exchanger (enters at temperature𝑇𝑇1

0) and the 
counter-current heat exchanger (enters attemperature𝑇𝑇3

2𝐿𝐿) 
flow in external tubes.  
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Fig.1. Heat exchanger network. 
 
The dynamic behavior of the heat exchanger network is 

described by a set of coupled partial differential equations, 
when the diffusion phenomenon is neglected, given as 
follow [14]: 

 𝜕𝜕𝑇𝑇(𝑧𝑧, 𝑡𝑡)𝜕𝜕𝑡𝑡 = −𝑎𝑎0

𝜕𝜕𝑇𝑇(𝑧𝑧, 𝑡𝑡)𝜕𝜕𝑧𝑧 + �ℎ𝑑𝑑�𝑇𝑇𝑑𝑑(𝑧𝑧, 𝑡𝑡) − 𝑇𝑇(𝑧𝑧, 𝑡𝑡)�     (1)   

3

𝑑𝑑=1

 𝜕𝜕𝑇𝑇1(𝑧𝑧, 𝑡𝑡)𝜕𝜕𝑡𝑡 = −𝑎𝑎1

𝜕𝜕𝑇𝑇1(𝑧𝑧, 𝑡𝑡)𝜕𝜕𝑧𝑧 + ℎ1�𝑇𝑇(𝑧𝑧, 𝑡𝑡) − 𝑇𝑇1(𝑧𝑧, 𝑡𝑡)�(2) 𝑇𝑇2(𝑧𝑧, 𝑡𝑡) = 0                                                                              (3) 𝜕𝜕𝑇𝑇3(𝑧𝑧, 𝑡𝑡)𝜕𝜕𝑡𝑡 = −𝑎𝑎3

𝜕𝜕𝑇𝑇3(𝑧𝑧, 𝑡𝑡)𝜕𝜕𝑧𝑧 + ℎ3�𝑇𝑇(𝑧𝑧, 𝑡𝑡) − 𝑇𝑇3(𝑧𝑧, 𝑡𝑡)�        (4) 

 
With ℎ𝑑𝑑 ≡ 0on  Ω𝑗𝑗≠𝑑𝑑for𝑑𝑑, 𝑗𝑗 = 1,2,3. 
The initial conditions are 
 𝑇𝑇(𝑧𝑧, 0) = 𝑇𝑇∗(𝑧𝑧)                     (5) 𝑇𝑇1(𝑧𝑧, 0) = 𝑇𝑇1

∗(𝑧𝑧)                    (6) 𝑇𝑇3(𝑧𝑧, 0) = 𝑇𝑇3
∗(𝑧𝑧)                     (7) 

 𝑇𝑇∗(𝑧𝑧),𝑇𝑇1
∗(𝑧𝑧) and 𝑇𝑇3

∗(𝑧𝑧)are the initial spatial temperature 
profiles of the internal fluid, external fluid of the co-current 
heat exchanger and external fluid of the counter-current heat 
exchanger, respectively. 
The boundary conditions that represent the fluid inlet 
temperatures are defined as follows: 
 𝑇𝑇(0, 𝑡𝑡) = 𝑇𝑇0(𝑧𝑧)                        (8) 𝑇𝑇1(0, 𝑡𝑡) = 𝑇𝑇1

0(𝑧𝑧)                       (9) 𝑇𝑇3(2𝐿𝐿, 𝑡𝑡) = 𝑇𝑇3
2𝐿𝐿(𝑧𝑧)                  (10) 

 
The temperatures of the internal fluid, the external fluid of 
the co-current heat exchanger, the environment temperature 
and the external fluid of the counter current heat exchanger 
are defined, respectively, in the following zones: 
                        𝑇𝑇, 𝑧𝑧 ∈ 𝛺𝛺1 = (0,2𝐿𝐿) 
                        𝑇𝑇1 ,        𝑧𝑧 ∈ 𝛺𝛺2 = (0, 𝐿𝐿 − 𝜇𝜇) 
                        𝑇𝑇2 , 𝑧𝑧 ∈ [𝐿𝐿 − 𝜇𝜇, 𝐿𝐿 + 𝜇𝜇] 

                        𝑇𝑇3 , 𝑧𝑧 ∈ 𝛺𝛺3 = (𝐿𝐿 + 𝜇𝜇, 2𝐿𝐿) 
 
Such as 𝑇𝑇(𝑧𝑧, 𝑡𝑡), 𝑇𝑇1(𝑧𝑧, 𝑡𝑡) , 𝑇𝑇3(𝑧𝑧, 𝑡𝑡) ∈ ℒ2([0,2𝐿𝐿]).  ℒ2(. )is 
the space of square-integrable functions in interval[0,2L]. 𝑎𝑎0, 𝑎𝑎1,  and 𝑎𝑎3, are the velocities of the internal fluid, the 
external fluid of the co-current heat exchanger and the 
external fluid of the counter-current heat exchanger 
respectively.ℎ𝑑𝑑are the heat transfer coefficients. 𝑡𝑡 ∈
[0,∞) ⊂ ℜand𝑧𝑧 ∈ [0,2𝐿𝐿] ⊂ ℜ are the time and spatial 
variables, respectively.ℜis the set of real numbers. 
 

The open-loop simulation is performed using the method 
of lines. This method consists in transforming the EDP’s 
into ordinary differential equations by discretizing them 
with respect to the space variable 𝑧𝑧 [15].  Method of lines 
principle is based on dividing the space domain Ω into 𝑇𝑇 
points, using a discretization step∆𝑧𝑧. Then, a finite 
difference scheme will be chosen to discretize the partial 
derivative with respect to 𝑧𝑧leading to a Lumped parameter 
system (LPS) of dimension𝑇𝑇. 
For open-loop simulation, the finite difference scheme used 
is givenas follow: 
 

 𝜕𝜕𝑋𝑋�𝑧𝑧𝐽𝐽 , 𝑡𝑡�𝜕𝜕𝑧𝑧 =
𝑋𝑋�𝑧𝑧𝐽𝐽 , 𝑡𝑡� − 𝑋𝑋�𝑧𝑧𝐽𝐽−1, 𝑡𝑡�∆𝑧𝑧     𝑗𝑗 = 1, … ,𝑇𝑇         (11) 

 
The parameters of the heat exchanger network are given in 
Table 1 as follow: 
 

Table 1: Exchanger network parameters 
 
Parameter ℎ1  ℎ2  ℎ3  𝑎𝑎0  𝒗𝒗𝟒𝟒 𝑎𝑎3 μ 
value 1s-1 1s-1 2s-1 2ms-1 5ms-1 1ms-1 0.16m 
Parameter 𝑇𝑇 𝐿𝐿 
value 100 2m 
 
The values of the inlet fluid temperatures are given in the 
following Table 
 

Table 2: Boundary condition values 
 

Boundary condition 𝑇𝑇0(𝑧𝑧) 𝑇𝑇1
0(𝑧𝑧) 𝑇𝑇3

2𝐿𝐿 
Value 25°C 50 °C 70°C 
 
   For the given parameters and boundary conditions values, 
the spatial temperature profiles in the heat exchanger 
network are shown in Figure 2. Note, that thespatial 
temperature profiles of the exchanger network are a series of 
two heat exchangers temperatureprofiles, the co-current and 
counter-current, respectively. The internal tube contact with 
the environment causes a drop in the internal 
fluidtemperature. 
 

2
3 ( )LT t  

0 ( )T t  

Co-current heat 
exchanger 

Counter-current 
heat exchanger 

1( , )T z t  
2 ( , )T z t  

3( , )T z t  

( , )T z t  

L  
L µ−  L µ+  
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Fig.2. Open-loop spatial temperature profiles of the heat 
exchanger network. 

 

III.     CONTROL APPROACH DESIGN 

In this section, divided in two parts, we propose our control 
approach.  We formulate at first the control problem then we 
develop in more details the control design. 
 

A.  Control problem formulation  

The main purpose of controlling heat exchangers is to 
maintain an output temperature fluid at a desired value. In 
this work, the objective is to control the internal fluid 
temperature at the boundary𝑧𝑧 = 2𝐿𝐿, by manipulating its 
velocity𝑎𝑎0. 
The controlled output and the manipulated variable are 
given, respectively, as follows: 
 𝑦𝑦(𝑡𝑡) = �𝑇𝑇(𝑧𝑧, 𝑡𝑡)|𝑧𝑧=2𝐿𝐿 (12) 𝑢𝑢(𝑡𝑡) = 𝑎𝑎0(𝑡𝑡)                       (13) 

 
The choice of the fluid velocity as a control variable leads to 
a particular class of nonlinear DPS’s called the bilinear 
systems [5]. 

B.  Control law design 

The control strategy is developed using the geometric 
control, introduced in [9]and based on the characteristic 
index, denoted𝜌𝜌, following the late lumping approach. The 
geometric control is an interesting and appropriate approach 
for designing control laws for DPS’s following the late 
lumping approach. This strategy consists on the design of 
the control laws directly using PDE’s, which leads to a 
distributed controller that improves the performance of 
closed-loop system [9], [11]. 
      The characteristic index represents the smallest order of 
the time derivative of the controlled output 𝑦𝑦(𝑡𝑡)when the 
manipulated variable𝑢𝑢(𝑡𝑡)appears explicitly [9]. For this, the 

first time derivative of the controlled output is calculated as 
follow: 
 𝑑𝑑𝑦𝑦(𝑡𝑡)𝑑𝑑𝑡𝑡 = �𝜕𝜕𝑇𝑇(𝑧𝑧, 𝑡𝑡)𝜕𝜕𝑡𝑡 �𝑧𝑧=2𝐿𝐿 

 

= −𝑎𝑎0(𝑡𝑡)
𝜕𝜕𝑇𝑇(𝑧𝑧, 𝑡𝑡)𝜕𝜕𝑧𝑧 + ℎ1(𝑇𝑇1(2𝐿𝐿, 𝑡𝑡) − 𝑇𝑇(2𝐿𝐿, 𝑡𝑡)) 

+ℎ2�𝑇𝑇2(2𝐿𝐿, 𝑡𝑡) − 𝑇𝑇(2𝐿𝐿, 𝑡𝑡)�
+ ℎ3�𝑇𝑇3(2𝐿𝐿, 𝑡𝑡) − 𝑇𝑇(2𝐿𝐿, 𝑡𝑡)�                  (14) 

 
The coefficients ℎ1 = ℎ2 = 0at the boundary𝑧𝑧 = 2𝐿𝐿then, 
 �𝜕𝜕𝑇𝑇(𝑧𝑧, 𝑡𝑡)𝜕𝜕𝑡𝑡 �𝑧𝑧=2𝐿𝐿 = −𝑎𝑎0 (𝑡𝑡)���𝑢𝑢(𝑡𝑡)

�𝜕𝜕𝑇𝑇(𝑧𝑧, 𝑡𝑡)𝜕𝜕𝑧𝑧 �𝑧𝑧=2𝐿𝐿
+ ℎ3�𝑇𝑇3(2𝐿𝐿, 𝑡𝑡) − 𝑇𝑇(2𝐿𝐿, 𝑡𝑡)�                  (15) 

 
The spatial temperature profile of the internal fluid is not 
constant then, �𝜕𝜕𝑇𝑇𝜕𝜕𝑧𝑧�𝑧𝑧=2𝐿𝐿 ≠ 0                                        (16) 

 
The manipulated variable appears linearly in the first time 
derivative of the controlled output. Consequently, the 
characteristic index 𝜌𝜌is equal to 1. 
A first order dynamic behavior will be imposed, in closed-
loop, between the desired set-point 𝑇𝑇𝑑𝑑(𝑡𝑡)  and the controlled 
output 𝑦𝑦(𝑡𝑡)given as follows, 
 

                                    𝜏𝜏 𝑑𝑑𝑦𝑦(𝑡𝑡)𝑑𝑑𝑡𝑡 + 𝑦𝑦(𝑡𝑡) + 𝑇𝑇𝑑𝑑(𝑡𝑡)                      (17) 

 
where𝜏𝜏is a desired time constant in closed-loop. 
Thereafter, the substitution of first time derivative of the 
controlled output 𝑦𝑦(𝑡𝑡) by its expression given in Equation 
(15) into Equation (17), yields: 
 𝜏𝜏 �−𝑎𝑎0

�𝜕𝜕𝑇𝑇(𝑧𝑧, 𝑡𝑡)𝜕𝜕𝑧𝑧 �𝑧𝑧=2𝐿𝐿 + ℎ3
��𝑇𝑇3(𝑧𝑧, 𝑡𝑡) − 𝑇𝑇(𝑧𝑧, 𝑡𝑡)��𝑧𝑧=2𝐿𝐿�   + 𝑦𝑦(𝑡𝑡)

= 𝑇𝑇𝑑𝑑(𝑡𝑡)  (18) 
According to the Equation (18), the expression of the 
control law is deduced and given as follows 
 𝑎𝑎0(𝑡𝑡) = −�𝑇𝑇𝑑𝑑(𝑡𝑡) − 𝑦𝑦(𝑡𝑡) − ℎ3

��𝑇𝑇3(𝑧𝑧, 𝑡𝑡) − 𝑇𝑇(𝑧𝑧, 𝑡𝑡)��𝑧𝑧=2𝐿𝐿𝜏𝜏 �𝜕𝜕𝑇𝑇 (𝑧𝑧 ,𝑡𝑡)𝜕𝜕𝑧𝑧 �𝑧𝑧=2𝐿𝐿 � 
(19) 
 

V.     SIMULATION RESULTS 
       In order to evaluate the effectiveness of the control law 
given in Equation (19), by simulation, the method of lines is 
used. The exchanger network parametersand the boundary 
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conditions values are given in Table 1 and Table 2, 
respectively. 
      To avoid undesirable behavior of the controlled output 
y(t) caused by sudden changes of the set point𝑇𝑇𝑑𝑑(𝑡𝑡), a first 
order filter, given by the following equation, is used to 
smooth the controlled output 
 

                          𝜏𝜏 𝑑𝑑𝑇𝑇𝑓𝑓(𝑡𝑡)𝑑𝑑𝑡𝑡 + 𝑇𝑇𝑓𝑓(𝑡𝑡) = 𝑇𝑇𝑑𝑑(𝑡𝑡)                            (20) 𝑇𝑇𝑓𝑓 is the filtered set point and 𝜏𝜏𝑓𝑓  is the time constant of the 
filter. The filtered control law is then written as follows 𝑎𝑎0(𝑡𝑡) = −�𝑇𝑇𝑓𝑓(𝑡𝑡) − 𝑦𝑦(𝑡𝑡) − ℎ3

��𝑇𝑇3(𝑧𝑧, 𝑡𝑡) − 𝑇𝑇(𝑧𝑧, 𝑡𝑡)��𝑧𝑧=2𝐿𝐿𝜏𝜏 �𝜕𝜕𝑇𝑇 (𝑧𝑧 ,𝑡𝑡)𝜕𝜕𝑧𝑧 �𝑧𝑧=2𝐿𝐿 � 
 (21) 
Two simulation tests namely trajectory tracking and the 
disturbance rejection for two different values ofμ are 
performed. The aim is to evaluate the ability of the control 
law, given by Equation (21), to reach the objective fixed in 
each of the simulation tests when μ is important (a 
significant drop in the internal fluid temperature appears). 

A.  Trajectory Tracking  

      The first simulation test is done when the desired output 
is varied. Therefore, two set points 𝑇𝑇𝑑𝑑(𝑡𝑡) = 65 °C 
and𝑇𝑇𝑑𝑑 (𝑡𝑡) = 50 °C are imposed at 𝑡𝑡 = 10s and 𝑡𝑡 = 100s 
respectively. Forμ = 0.16m, Figure 3 shows that the 
controlled output 𝑦𝑦(𝑡𝑡)tracks suitably the set point𝑇𝑇𝑑𝑑 (𝑡𝑡). The 
variations of the manipulated variable 𝑢𝑢(𝑡𝑡)shown on Figure 
4, are admissible. The temperature profiles obtained at time 𝑡𝑡 = 200s are realist as illustrated on Figure 5. The trajectory 
tracking is also performed whenμ = 0.24m, as shown in 
Figure 6, with a low variation of the manipulated variable 
(see Figure 7). In this case, the temperature profiles are 
given by Figure 8. 

B.  Distrubance rejection 

       In practice, all systems are subject to disturbances 
during their operation. Consequently, it is necessary to 
evaluate their influences on the system dynamics in closed-
loop.This is indeed done in the second simulation test. 
The test consists in applyinga variation of −50% on both the 
velocity𝑎𝑎1of the external fluid of the co-current heat 
exchanger and the velocity 𝑎𝑎3 of the external fluid of the 
counter current heat exchanger at 𝑡𝑡 = 200s which are now 
considered as a disturbance. Figure9 and Figure 12 show 
that the controlled output𝑦𝑦(𝑡𝑡) is not affected by the 
disturbance for μ = 0.16mand μ = 0.24m, respectively. For 
this, an insignificant variation is produced on the 
manipulated variable shown in Figure 10 and Figure 13 for μ = 0.16m and μ = 0.24m,respectively. The temperature 
profiles obtained at time 𝑡𝑡 = 200 s are realist as we can 
notice from Figure 11 and Figure 14 for μ = 0.16m 
and μ = 0.24m,respectively. 
 

V.  CONCLUSION 
       In this paper, a distributed state feedback controller is 
developed to control the internal fluid temperature at the 
boundary of a heat exchanger network, described by a set of 
PDE’s, when the velocity is assumed as the manipulated 
variable. 
The control problem formulated leads, in a closed loop, to a 
bilinear DPS. The controller is designed in the framework of 
the geometric control theory, based on the characteristic 
index, using directly the PDE’s without any approximation. 
The simulation results show the effectiveness of the control 
law designed for the trajectory tracking problem and 
disturbance rejection. This is verified in case of an 
important value of μ. 
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Fig. 3. Tracking problem: evolution of the controlled output T(2L, t) with 

μ = 0.16m. 

 
Fig. 4. Tracking problem: evolution of the manipulated variable v0(t) with 

μ = 0.16m. 

 
Fig. 5.Tracking problem: spatial temperature profiles at t=200s with μ = 

0.16m. 

 
Fig. 6. Tracking problem: evolution of the controlled output T(2L, t) with 

μ = 0.24m. 

 
Fig. 7. Tracking problem: evolution of the manipulated variable v0(t) with 

μ = 0.24m. 

 
Fig. 8.Tracking problem: spatial temperature profiles at t=200s with μ = 

0.24m. 
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Fig. 9. Regulation problem: evolution of the controlled output T(2L, t)  

withμ = 0.16m. 

 
Fig. 10. Regulation problem: evolution of the manipulated variable v0(t) 

with μ = 0.16m. 

 
Fig. 11.Regulation problem: spatial temperature profiles at t = 200s withμ = 

0.16m. 

 
Fig. 12. Regulation problem: evolution of the controlled output T(2L, t) 

withμ = 0.24m. 

 
Fig. 13. Regulation problem: evolution of the manipulated variable v0(t) 

with μ = 0.24m. 

 
Fig. 14. Regulation problem: spatial temperature profiles at t = 200s withμ 

= 0.24m. 
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Abstract— In this paper, we have studied the quality factor 
(Q), bit error rate (BER) and eye diagram of a gigabyte 
passive optical network (GPON) used modulation formats, 
and compare Q, BER performance. Analysis performed for 
non return to zero (NRZ) and RZ line codes by using 
avalanche photo diode (APD) and P-Insulator-N (PIN) 
photodiodes receivers, revealed an improved Q-Factor by 
changing encoding techniques at different length optical 
fiber, bit rate, CW laser power and number of users. 
 
Keywords— EDFA, FTTH, GPON , BER, Q-Factor, APD, 
PIN, Optisystem.  
 

I. INTRODUCTION  

   Predicting the performance of fiber optic communication 
systems through numerical simulations has began to be an 
increasingly important way to complement expensive 
system experiments, and explore large variations in system 
designs that are difficult to study experimentally. Measuring 
an optical signal quality is the most important task in optical 
communication systems. Optical system quality evaluated 
by Q-factor BER is mainly depending on input power, bit 
rate, channel length, modulator, wavelength and receiver 
type [1]. Hence, the capacity demands for data transmission 
and optical fiber communication (OFC) technology have 
undergone an enormous growth. During long distance 
transmission in OFC systems, light signals get attenuated; 
and to recover from this problem we need an optical 
amplifier such as erbium doped fiber amplifiers (EDFA) [2].  
In this paper the system performance is measured in terms 
of Q-factor, BER and eye diagram by varying the system 
component with and without EDFA[1], The network layout 
is designed and simulated with Optisystem 7 software. 
 

II. FTTH-GPON SYSTEM 

   Optical line terminals (OLTs), optical splitters and optical 
network terminals (ONTs) are the three main components 
of  fiber to the home (FTTH)-GPON access network (Fig.1): 

• OLT is the main element of a network, usually placed 
in the local exchange, and the engine driving the FTTH-
GPON system. Traffic planning [3]. 

• Splitter having one input from port and multiple output 
ports is passive because it requires no external energy 
source other than the incident light beam. It is only add 
loss and broadband, mostly due to the fact that it 

divides the input (downstream) power. Such loss is 
called “splitter loss” or “splitting ratio”[3]. 

•  ONT, deployed at the customer premises, is connected 
to the OLT by means of optical fiber and no active 
elements are present in the link [3]. 

 
Fig. 1. FTTH-GPON network (Ref .1) 

 
The system could degrade becoming weaker in the channel, 
and signal is hence attenuated when some part of this is lost, 
and we need for that to use EDFAs. Using Optisystem 
software different modulation formats have been made, such 
as RZ and NRZ, and a comparison between both 
photodiodes APD and PIN photodiodes has been here 
performed [2]. 
 
 1. EDFA 
Because of its high gain and low noise feature, a great 
preference is given to the EDFA that enhances the quality of 
the signal and it helps to encounter the problems like 
attenuation and distortion, due to the used doping material: 
erbium (Er). EDFA has two bands named as L-Band and C-
Band, which are very commonly used these days, and a 
uniform gain at the wavelength range of 1550nm, hence it is 
the most suitable amplifier for this wavelength[2]. 
 
 2. PIN Photodiode  
PIN consists of three zones: the first zone in order to create 
a hole excess is called as P-doped, the second zone has an 
intrinsic region called absorption zone and the third zone is 
N-doped which creates an electron excess[4]. 
 
 3.APD Photodiode  
The avalanche effect is used to multiply the electrons in a 
photodiode. Such effect is used to increase the electrical 
signal power by generating several photoelectrons.[5] APDs 
are widely used in laser-based fiber optic systems to convert 
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optical data into electrical form. They are high-sensitivity, 
high-speed semiconductor light sensors[6].  
 

III. SIMULATION SETUP 

 
The study of Q-factor  and BER of GPON using Optisystem 
is summarized in Fig. 2 showing an EDFA schematic design 
in GPON system, s that consists of : 

• Transmitter section including a pseudo random bit 
sequence generator (PRBSG), a continuous wave 
(CW) laser whose frequency and input power 0 dBm 
are respectively 193.1THz, an NRZ pulse generator  
(PG) and a Mach-Zehnder modulator  

 

 
Fig 2 . FTTH-GPON simulation setup 

 
• Channel section : 

Optical fiber with length and attenuation of 100Km and 
0.2dB/Km and an EDFA whose length is 5m. 
 

• Receiver section  which consists of a Bessel optical 
filter whose frequency and bandwidth of 193.1THz 
and 10GHz respectively, a PIN photo- detector, a low 
pass Bessel filter (LPBF), with a Cut off frequency of 
0.75*Bit, a rate and 3R Regenerator, and a BER 
Analyzer. 

 
A. Q- factor 

Q-factor is a parameter that directly shows the quality of the 
optical communication system, indicating how good (low 
loss) the system quality will be. The high the value of Q, 
better the quality of the system. Q-factor should be the best 
judgment, defined as the ratio of the signal and noise [3] : 

                         1 0

1 0

_
Q

µ µ
σ σ

=
+

                            (1) 

where |µ1−µ0 | denotes the separation between the intensity 
levels of “1” and “0”, and σ1+σ0 is the sum of the standard 
deviations of the intensities around the levels of “1” and 
“0”. Based on the Gaussian approximation for the noise 
distribution in the received signal. 

B. BER 

BER is one of a key indicator to measure optical properties, 
in terms of which the system performance is estimated. It is 
not counted directly but measured by the evaluation of 
statistical fluctuations that are characterized by Q-factor as: 

2

2
1 1 1

2 2 2

QQ
BER erfc e

Qπ
− = = 

 

          (2) 

 
A transmission might have a BER of 10-6 for example., 
means that out of 1,000,000 bits transmitted, one bit was in 
error [2]. 

 
IV. RESULTS AND DISCUSSION 

1 / GPON with and without EDFA(8 Users)  
   Fig 3 shows the results of the optical fiber input which 
power is 0 dBm (a), optical fiber output whose power is -20 
dBm (b), and EDFA amplifier output which is maximum 
value  0 dBm, but inversely in terms of noise figure(c). 
 

   
                        (a)                                        (b)            

 
                     (c) 
Fig 3: Optical Spectrum Analyzer  (a) Optical fiber input , 
(b) Optical fiber Output, and  (c)  EDFA Output. 
 
The green curve in the graph represents the noise, while the 
red one shows the sample wavelength. Bit Rate used was 8 
Gbps. Analyzing results, it can be concluded that EDFA 
should be used to compensate the loss of optical signal to 
increase the transmission length. In this model we are 
analyzing the Q-factor and BER by varying fiber length 
between 20 Km and 200Km (see Fig.4). 
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Fig4. Q factor  vs. L with and without  using EDFA 

 

 

Fig 5. Min BER vs. L with and  without using EDFA. 

As appearing (Fig. 4 and 5), Q-factor and BER performance 
by using EDFA is better than without using it. 
 

    
                 (a)                                         (b)                                                                                                      
Fig 6. Eye diagram of downlink shown in BER analyzer (the 
red curve shows Q-factor) for L=100Km (a) with EDFA, (b) 
without EDFA. 
 

2 / GPON with  EDFA (32 users) 

Our model has analyzed the Q-factor and BER, using PIN 
and APD, and NRZ and RZ modulation formats.  

A.   Impact of CW laser Power : 
 
To estimate the impact of  power CW laser, simulated Q-
factors and BER are shown for different transmitted powers 
(P) varying from -6 to10dBm, with a data rate set at 8Gbps 
for a link length of 60km and 100Km. For a users' number 
of 32 communicating simultaneously, the results show a 
signal quality increasing and a BER decreasing when P 
increases (Fig. 7 (a, b) and Fig. 8 (a, b)). 
 

 
(a) 

 

 
(b) 

Fig 7. Max Q-factor vs P with and without using EDFA, for: 
a) L = 60Km, b) L = 100Km. 
 

 
(a) 

 
(b) 

Fig8. Min Log of BER vs P  with and without using EDFA, 
for (a)  L = 60Km, (b)  L = 100Km. 
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Fig. 7 and 8 show that the BER and Q-factor performance of 
the modulation RZ and NRZ by using PIN and APD is 
shown in Figure 7 and 8. One can clearly mention that using 
modulation RZ with APD and PIN is suitable for the system 
performance for length up to 60Km. For L farther than 
60Km (for ex.,100Km) the modulation NRZ with APD and 
PIN is convenient for the system, and using APD is much 
better than PIN. As for the eye diagram results, when the 
data bit rate is 8Gbps, P  is about 10dBm and L equals to 
60/100Km with  APD Photodiodes (see figure 9 (a -d)). 
  
 

  
                       (a)                                          (b) 

  

                       (c)                                           (d) 
Fig 9 . Eye diagram of downlink shown in BER analyzer  
(the red curve represents Q-factor) using APD with : a) RZ 
(60Km), b) NRZ(60Km), c) RZ(100Km), d) NRZ(100Km). 
 

B. Impact of Transmission Distance 
 

In the following, we assume that P=6dBm, D=8Gbps and 
users' number of 32, using PIN photodetectors, are assumed. 
Fig. 12 (a and b) shows how eye diagrams of downlink 
changes with fiber lengths of 60 and 100km, respectively. 
With a transmission distance (i.e. L) varying between 10 
and 200Km, the results of Q-factor and BER are shown in 
Fig. 10 and Fig.11. 
 

 
Fig 10. Max Q-factor vs L 

 

 
Fig. 11. Min Log of  BER vs L 

  
                       (a)                                          (b) 

  
                  (c)                                                (d) 

Fig. 12. Eye diagram of downlink shown in BER analyzer  
(red curve represents Q-factor) with PIN: a) RZ (60Km)   
NRZ(60Km), c) RZ(100Km), d) NRZ(100Km). 
 
Fig. 10 and 11 show that using modulation RZ with APD 
and PIN is better for the system performance for length up 
to 60Km. so for lengths beyond 60Km, the modulation NRZ 
with APD and PIN is more convenient for the system.The 
modulation NRZ is better than RZ in the long distances. 
 

C. Impact of Bite  rate (D) 
To evaluate the impact of data rate between the transmitter 
and receiver, we have studied the performances in terms of 
Q-factors and BER for different values of D,and P of 6dBm. 
The results are shown in Fig. 13 and 14. 

 
(a) 
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(b) 

Fig13. Min Log of BER vs D for L: a) 60Km, b) 100Km. 

 
Fig 14. Min Log of  BER vs D for L=60Km. 

 
Fig. 13 and 14 show a decreasing of the signal quality when 
the bit rate increases and BER increases. The Q-factor and 
BER performance are shown in Fig. 13 and 14. One can 
clearly mention that using RZ modulation with APD and 
PIN is better for the system performance, and Q-factor 
performance of APD is higher than that of PIN. Comparing 
PIN with APD photodiodes reveals that the APD is more 
advantageous than the PIN photodiode for the low bit rate. 
 

D. Impact of number of users : 
 

To evaluate the performance impact of the number of users, 
we tested the GPON architecture by calculating Q and BER 
values for many subscribers simultaneously communicating. 
We considered the data rate D=8Gbps, power P=6dBm. The 
simulated results are shown in Fig. 15 and 16. 
 

 
(a) 

 
(b) 

Fig15. Q-factor  vs users' number for L: a) 60Km, b) 100Km 
 

 
(a) 

 
(b) 

Fig.16. Min Log of  BER vs users' number for L: a) 60Km,   
b) L=100Km 
 
As shown in Fig. 15 and 16, the use of modulation RZ with 
APD and PIN is better for the system performance for L up 
to 60KM, but for L beyond 60KM (for ex.,100Km) the 
modulation NRZ with APD and PIN is better for the system. 
 
 

V. CONCLUSION 
 

Optical fiber-based communication as a modern medium of 
transmission provide high bit rate that fulfill the demand of 
high speed internet. Performance of GPONs system using 
different modulation techniques such as NRZ, RZ has been 
analyzed by Optisystem software with PINs and APDs. The 
comparison between different modulation technique and 
Photodiode has been performed and GPON with and 
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without EDFA reveals a great preference proviede by using  
EDFA. It can be concluded that EDFA could be used to 
compensate the optical signal loss in order to increase the 
transmission length. Using modulation RZ with APD and 
PIN is much convenient for the system performance for 
length up to 60Km. For length about100Km, the modulation 
NRZ with APD and PIN is better for the system. Also, the 
comparison between the PIN and APD photodiodes prouves 
that APDs are more advantageous than PINs, especially for 
a low bit rate, which may provide more effective results for 
APDs that can show less BER than PINs at similar powers. 
And the modulation NRZ is better than RZ in the long 
distances. 
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Abstract— In this paper, a high sensitivity metal-insulator-

metal (MIM) waveguide based plasmonic sensor, coupled by a 

hexagonal ring resonator is proposed. The sensing 

characteristics of the device are analyzed by the finite-

difference time-domain (FDTD) method embedded in the 

commercial simulator R-Soft. The results show a linear 

correlation between the refractive index of the material and its 

wavelength resonances. Moreover, the maximum linear 

sensitivity is S = 1743 nm/RIU for the second mode and it is S = 

836 nm/RIU for the first mode, its corresponding sensing 

resolution is 5.73 × 10-6 RIU for mode 2 and 1.19 × 10-5 RIU for 

mode 1. The proposed sensor can be implemented in high 

performance nano-sensors and bio-sensing devices. The 

positions of transmission peaks can be easily manipulated by 

adjusting the inner side lengths of the hexagonal ring 

resonator, this structure can be used as an adjustable band 

pass filter. In addition, introducing another small hexagonal 

ring within the base resonator decreased the full width of half 

maximum (FWHM) of the resonance peak. 

I. INTRODUCTION 

Surface plasmon polaritons (SPPs) are electromagnetic 
fields propagating along the interface of metal-insulator, and 
have been of great interest for several decades due to the 
ability to modulate light in nano-scale, as well as break the 
diffraction limit [1].  In addition, the size of the SPP based 
model is so small, that a nanoscale optical transmission, 
processing, and control can be realized [2, 3]. Optical 
devices based on SPP waveguide structures have been of a 
great interest, such as in filters [4], diodes [5], optical 
switches and sensors [6, 7]. In the field of biomedical and 
clinical development, surface Plasmon resonance (SPR) 
sensors have been focused on for a series of applications 
such as proteins [8], DNA [9], and drugs [10]. Because of 
their high sensitivity, simple fabrication and their nanoscale 
size, SPR sensors are used widely to examine and determine 
the refraction index of a wide range of materials [11, 12]. 
Among different plasmonic structures, metal-insulator–metal 
(MIM) based structure is one of the most promising choices 
for realization of the mentioned requirements [13]. The 

confinement of light in sub-wavelength insulator regions is 
highly achievable, so a prominent transmission efficiency 
and simplicity in fabrication procedure made the MIM-based 
devices a good candidate in nanoscale photonic devices [14]. 
As one of the most innovating devices in optical circuits, 
MIM waveguide based plasmonic sensors and filters for 
wavelength selection has been investigated numerically and 
experimentally, and different types of plasmonic sensors and 
filters such as nanodisk resonators [15], ring resonators [16- 
19] and tooth-shaped waveguide [7,20]. 

Plasmonic ring resonators are important components in 
integrated circuits. They have attracted attention in recent 
years due to their compactness, high-quality factor, and 
simplicity of fabrication [21]. Resonance frequencies are 
highly tunable by dynamically adjusting the ring’s geometric 
parameters [22, 24].  

The sensor’s sensitivity is one of the most important 
features that are used to analyze its performance according to 
the changes of the refraction index in different materials. The 
goal is to improve the sensitivity factor by applying different 
topologies in a small area, and to determine the effective 
sensitivity and transmission characteristics. 

In this study, an MIM waveguides coupled with the stub 
and hexagonal ring resonators based structures, is applied as 
a plasmonic refractive index nano-sensor. The perfectly 
matched layer absorbing boundary condition is applied and 
was calculated using the finite-difference time-domain 
(FDTD) method implemented in the commercial simulator 
R-SOFT, we varied the inner side length of the hexagonal 
ring resonator, and the distance between the hexagonal ring 
resonator and the waveguide, to study the effect on its 
sensing characteristics and refractive index sensitivity. The 
proposed structure showed a promising result in both 
sensitivity and quality factor, which makes our design a 
perfect candidate for a tunable band-pass filter and a 
plasmonic based nano-sensor. 
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II. THE STRUCTURAL AND THEORETICAL 

ANALYSIS 

The proposed MIM based plasmonic structure is depicted 
in Figure 1. It consists of a slit (waveguide) with w =50 nm 
as a width and fixed to that value so the only excited mode is 
(TM0) in the MIM waveguides [25], and a hexagonal ring 
resonator (HRR), with L1=200nm and L2 =125nm as an 
inner and outer side lengths respectively, g =10 nm, is the 
distance between the HRR and the waveguide, The gray area 
represents the silver layer and the white one represents the 
dielectric material. The silver’s frequency dependent 
dielectric constant is calculated and expressed by Lorentz–
Drude model [26]:  

( )
2

( )
p

m i

ω
ε ω ε

ω ω γ∞= −
+

              (1) 

Where ε∞ is the dielectric constant at the infinite angular 
frequency with a value of 3.7, ωp is the bulk plasma 
frequency (ω=1.38 x 1016Hz), and γ is the electron collision 
frequency (γ=2.73 x 1013 Hz) and  ω is the angular frequency 
of the incident wave in vacuum [27]. 

The incident light for excitation in our simulation process 
of the SPP Mode is TM-polarized; this led to the magnetic 
field being parallel to y axis [28]. 

The resonance wavelength λm of the single plasmonic 
hexagonal cavity can be obtained theoretically by [29]: 

( ) ( )6 Re

2
eff eff

m

L x n

m
λ

ϕ π
=

−
                (2) 

Where Leff is side lengths of hexagonal cavity, Re (neff) is 
the real part of the effective refraction index of the hexagonal 
cavity. The positive integer m represents the order of the 
standing SPP wave in the cavity; ϕ  also presents the total 
phase shift in the corners of the hexagonal cavity. 

III. SIMULATION RESULTS 

The commercial simulator R-Soft, is used in all carried 
out simulations, it’s based on the FDTD method [30]. The 
Perfectly Matched Layers (PML) is imposed and applied on 
the structure to simulate its transmission characteristics, as 
the absorbing boundary condition for all sides of the 
computational window to absorb outgoing waves. 

The grid size in both the x and z directions were chosen 
as Δx = Δz = 5 nm [7], with a continuous TM polarized 
Gaussian modulated wave based input type. The transmitted 
light was collected at the right side of the waveguide which 
is defined as T = Pout/P in. The incident power Pin and the 
transmitted power Pout are observed at positions A and B 
respectively. 

 

Figure 1.  Schematic diagram of the proposed MIM Based  plasmonic 
structure. 

First, both the insulator in the dielectric core and the 
cavities has a refractive index n of 1.  

Figure 2(a) Shows the transmission spectra of both the 
hexagonal based cavity (side length L1=200nm) and the 
proposed hexagonal ring resonator (L1=200nm and 
L2=125nm).  

The structure with hexagonal shaped cavity exhibits a 
low transmission peak at the resonance wavelengths of 742.6 
nm, whereas the case of the MIM waveguide is coupled with 
the HRR, the two transmission peaks is observed at the 
resonance wavelengths of 742.6 nm and 1388.4 nm, 
corresponding to the first and second resonance modes of the 
HRR.  Figure 2(b) depict the field distributions of |Hy | for the 
on and off resonance wavelengths of the proposed structure. 

It’s clearly noticed that the incident light within the 
wavelengths of both 742.6 nm and 1388.4 nm, couples to the 
HRRs resonance wavelengths, so it’s prohibited to pass 
through the waveguide, contrary to the rest of the 
wavelengths which are transmitted to the output. 

To investigate the influence of the coupling distance g, we 
set it as a state variable from 10 nm to 20 nm with a step of 5 
nm, while keeping the other structural parameters fixed 
(L1=200nm, L2 =125nm, and n = 1.0).   

From Figure 3, it’s noted that when the coupling distance g is 
increased, the wavelengths of the peaks shift slowly towards 
short wavelengths and the bandwidth become narrower. In 
the other hand, the maximum transmittances are reduced 
accordingly, due to the fact that the MIM coupler losses are 
increased also with increasing of the distance g [31]. 

Figure 4(a) illustrates the transmission spectra of the 
proposed structure for different refractive indices varying 
from 1 to 1.2 in steps of 0.05. 
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(a) 

 

(b) 

 

Figure 2.  (a) The transmission spectra of MIM plasmonic structure with n 
= 1, L1=200nm, L2=125nm and g=10nm. (b) Magnetic-filed patterns of the 
MIM plasmonic structure at resonance wavelengths of = 742.6 nm (center), 

1338.4 nm (right) and at wavelength 1200nm (left). 

 

Figure 3.  The transmission spectrum of the structure versus wavelength 
with different coupling distance g at n = 1, L1=200nm, and L2=125nm. 

Increasing the refractive index n results in a red-shift of 
resonance wavelengths of the transmitted spectra, with a 
larger shift in mode 2 in comparison to mode 1. Figure 4(b) 
represents the maintained linearity relation between the 
resonance wavelengths and the refractive indices for both the 
first and the second modes.  

Sensitivity (S), is an important aspect in the designing 
and analyzing of the SPR based sensors, it can be calculated 
as S = ∆λ/∆n  (nanometer per refractive index 
(nm/RIU))[32], where ∆λ denotes the shifting rate of 
resonant peak wavelength of transmittance, and ∆n 
represents the changing rate in the refraction index in the 
plasmonic sensor structure. Keeping the other existing 
parameters fixed, and increasing the refraction index 
between n = 1 and n = 1.2, the sensitivity for the first mode 
is around 670 nm/RIU and for the second mode is around 
1380 nm/RIU. 

(a) 

 

(b) 

 

Figure 4.  (a) The transmission spectrum of the structure for different 
refractive index n, (b) the resonance wavelength versus the refractive index 

n of the material under sensing. 
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(a) 

 

(b) 

 

(c) 

 

Figure 5.  Sensing properties as functions of L2. (a) Transmission spectra 
of index 1 for L2 varying from 125 to 145 nm. (b) The resonance 

wavelengths versus the refractive index for different L2. (c) Sensitivities of 
the plasmonic sensors for L2 varying from 125 to 145 nm. 

In Figure 5, the increase in the value of L2 from 125 to 
145 nm with a step of 5 nm is associated with an increase in 
the resonance wavelength. Meaning, the value of L2 causes a 
shift in resonance wavelength, and the shift for mode 2 is 
larger than that for mode 1 as shown in Figure 5(a). 
According to Figure 5(b) the linearity of wavelength 
resonances versus the refractive indices is maintained in spite 
of the increase in the value of L2. Moreover, an enhancement 
of the sensor’s sensitivity is achieved by increasing the value 
of L2, for mode 1 the sensitivity is 836 nm/RIU whereas in 
the case of mode 2, the sensitivity was 1743 nm/RIU, i.e. 
sensing resolution of 1.19 × 10-5 RIU for mode1 and 5.73 × 
10-6 RIU for mode2, is achieved corresponding to value of 
L2 =145 nm, in comparison to sensitivity of 670 nm/RIU for 
mode1 and 1380 nm/RIU for mode2 where  the value of  L2 

was 125 nm. In Figure 5(c) it is clearly shown that the 
greater the value of L2 is, the better the sensor’s 
performance. 

The proposed MIM based plasmonic structure can be 
used as a tunable band-pass filter for a wide range of 
wavelengths. The positions of transmission peaks can be 
easily manipulated by adjusting the inner side length of the 
HRR. As mentioned before, one of the main metrics for a 
narrow-band filter is its quality factor that depends mainly on 
its operation bandwidth. So a narrower bandwidth leads to a 
higher quality factor [33]. 

Using a secondary hexagonal ring inside the main one, as 
illustrated in Figure 6, narrowed down the bandwidth, hence 
the higher quality factors, especially for higher wavelengths 
discussed previously. Figure 6(a) depicts the proposed 
hexagonal shaped double-ring resonator with L3=100nm and 
L4=70nm. As illustrated in Figure 6(b), and for the 
wavelength of λr = 1701 nm, this hexagonal shaped double-
ring resonator enhanced the quality factor. 

The Figure 6(b) shows the output transmission of the 
filter without using a secondary hexagonal ring resonator 
with a quality factor of 15. Whereas for the case of 
employing the secondary hexagonal ring inside the main one, 
the calculated quality factor after utilizing the proposed 
method increased to 31, so a promising results for enhancing 
the quality factor.  

Figure 6(c) depict the field distributions of |Hy | for the on 
and off resonance wavelengths states of the proposed 
structure. It’s clearly observed that the incident light within 
the wavelength of 841.5nm and 1701 nm, couples the 
hexagonal shaped double-ring resonator and it’s prohibited 
to pass through the waveguide, while the rest of the 
wavelengths are transmitted to the output freely.  

Table 1 compares the sensitivity (S) for different reported 
MIM plasmonic sensors in literatures with our present work. 
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(a) 

 

(b) 

 

(c) 

 

Figure 6.  (a), schematic of the proposed structure with double-hexagonal  
ring resonators , (b) transmission of the structure proposed with double-

hexagonal rings with corresponding FWHM and quality factors (c) 
Magnetic-filed patterns of the structure proposed at resonance wavelengths 
of = 841.5 nm (center), 1701 nm (right) and at wavelength 1200nm  (left). 

TABLE I.  SENSITIVITY COMPARISON OF DIFFERENT SENSOR 
STRUCTURES. 

Reference Sensitivity Year 

[34] 1125 2017 
[35] 1540 for mode 1 and 1010 for  mode2 2018 
[18] 1160 2018 
[7] 2602.5 2019 

This work 1743 for mode 2 and 836 for  mode 1 2019 

 

IV. CONCLUSION 

 

An MIM based waveguide structure coupled by a 
hexagonal shaped ring resonator for both a refractive index 
based sensor and a filter is proposed. The sensing 
characteristics of the device were analyzed by 2D finite 
element method embedded in the commercial simulator R-
Soft. The positions of transmission peaks have linear 
relations in respect to the refractive index of the material 
under sensing, and can be easily manipulated by adjusting 
the inner side length of HRR. In this proposed structure, the 
maximum linear sensitivity is S = 1743 nm/RIU and S = 836 
nm/RIU for both mode 2 and mode 1 respectively, after 
optimizing the structural parameters. Also, by introducing 
another hexagonal shaped ring inside the main one enhanced 
the quality factor which makes the proposed MIM based 
plasmonic structure a promising candidate for a tunable 
band-pass filter for a wide range of wavelengths. 
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Abstract— In this paper, we assessed the new and emerging 

video coding standard HEVC/H.265 from the viewpoint of 

quantization parameter (QP) impact, the video content, and 

the degradation brought about by the transmission channel on 

the quality of the experience (QoE). Also, a study of the quality 

of service (QoS) and QoE that will allow us to evaluate 

multimedia applications in wireless Ad-Hoc Networks is 

proposed. 
The main contribution of this paper is the performance 

evaluation of the codec HEVC/H.265 based on the QP 

variation values for different video content. This can be used to 

reduce their impacts on video transmission through a 

corrupted wireless channel. In this work, we also studied the 

effects of jitter on the QoE of the transmitted video sequences. 

The results prove that the use of the QP value can recover the 

jitter impacts and ameliorate the received video 

quality. Finally, an HEVC encoder parameter adaptation 

scheme based on MDC (Multiple Description Coding) is 

modeled with the encoder parameter and QoE model. A 

comparative study shows that the proposed MDC technique is 

efficient for better transmission. 
 

Keywords— HEVC/H.265; Multiple Description Coding (MDC); 
Quantization Parameter (QP); Jitter, Video content. 

1. I. INTRODUCTION 

Nowadays, video transmission over all kinds of 
networks is a field that has kept growing in the last years. 
the improvements in network properties together with a 
larger efficiency of video codecs and an increase in 
processing ability and storing capacity of all kinds of 
devices (desktop computers, smart-phones, tablet 
computers, ...) help to make video streaming feasible. Lots 
of applications use video streaming [1][2]. 
Digital uncompressed videos contain large amounts of data. 
This is the reason why video codecs plays an important role, 
as they are able to compress video sequences with large 
frame sizes and frame rates into relatively small bit-streams 
while keeping the quality of perception acceptable.  
Video has been for a long time a very important media for 
communications, and many other applications. Originally 
the video is analog since its generation, using sensors, up to 
its transmission via radio or cable and its reception. With the 

evolution of techniques and digital technologies this led to 
the digitization of this type of content .This digitization 
allowed us to have high quality and high definition videos. 
Only, this was accompanied by a huge quantity of digital 
data to process, transmit or store. The solution adopted is of 
course the compression. Video compression has emerged as 
an area of research vital and much solicited from the end of 
the 1980s. 
The popularity of the internet from the mid-1990s 
encouraged the digital video to be transmitting under IP. 
Only, this diffusion under IP has been facing several 
problems and handicaps [2][3]. Among these handicaps the 
bandwidth of communication used under IP systems is 
generally low and variable in time. Also, the principle of a 
transmission under IP often favors losses of packets and 
delays [4].  
The term QoE is actually most used. QoE represents the set 
of objective and subjective characteristics that satisfy, which 
determinate the interaction between the user’s perception 
(light intensity, color, etc.), and the video presented with 
expression in words, such as bad, poor, fair, good or 
excellent[2]. In contrast, the measurement of QoE is done 
by a subjective assessment of a person or a consistent 
population of users on a service they use. QoE is generally 
used alongside QoS. Moreover, delay, jitter, PLR (Packet 
Loss ratio), and bandwidth, are some of the most common 
parameters used to measure QoS [5]. Now, the QoS 
considered weakly in determining the quality, the term QoE 
is dominant to represent it [6]. 
Indeed, jitter is one of the important parameters that 
deteriorate the QoS. Jitter is the variation of delays, or the 
difference in transmission delay of packets transmitted 
between two systems of multimedia data communication 
over a network.  

 

 

 

 

 

 

Figure.1 IP Network with packet loss and Jitter. 
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The HEVC (H.265) standard is the successor of 
H.264/AVC (Advanced Video Coding), which was 
developed similarly to H.264 by a joint effort between 
ISO/IEC Moving Picture Experts Group, and ITU-T video 
coding experts group (VCEG). The main objective of the 
new codec is to provide 50% better compression efficiency 
than H.264 encoding[7], as well as support for display 
resolutions up to 8192 X 4320 with better network 
transmission [6] [7]. 

Real-time video transmission over wireless channels is 
a big defiance in the last few years. The transmission of the 
raw video is impossible because of the large bandwidth 
required, that's why the video compression is inevitable. 
Moreover, compressed video is very sensitive to packet loss 
delay, and jitter happening in best-effort networks like the 
Internet. 

MDC is an efficient method established to deal with the 
transmission of data through disturbed networks [8]. It 
encodes a signal in several bit-streams, every bit-stream is a 
description, and every description is independently 
decodable [8]. The received signal can be reconstructed with 
several descriptions which give a quality improvement. 
Indeed, MDC minimizes the impacts of QoE parameters by 
transporting the descriptions with diversified paths. As well, 
various error concealment techniques can be developed to 
recapture the lost information [03] [8]. The advantages of 
the MDC are obtained to the detriment of additional 
redundancy in the descriptions. Thus, one of the principal 
objectives of the MDC technique is to minimize redundancy 
[8]. In the temporal domain MDC category; mainly the 
frames are divided between the descriptions; the odd frames 
in one description and the even frames in the other 
description. On the decoder side, decoding the lost frames 
are replaced by frames freezing or estimated by concealment 
methods [8] [15]. The motion estimation/compensation is 
performed intra description, which means that even (odd) 
frames are predicted from odd (even) frames. 

In [10][11] the authors explain the impact of video 
content and transmission impairments on QoE of a MPEG-2 
(Moving Picture Experts Group-2) video stream transmitted 
through a wired network. The MPEG-2 video standard is 
involved and found that the loss and the jitter parameters 
have a significant influence on the user experience, and the 
impact of codec and network settings on QoE is dependent 
on the video content. 

Previous works have also addressed studies employing 
the codec H.264/AVC, using subjective and objective 
evaluation methods.  In [5], the video sequences encoded 
using the H.264/AVC and transmitted via a typical noisy 
wireless channel with transmission interruption, the results 
have been saved and analyzed. 

In [6] it examines the impact of video content types and 
the encoding parameters based on QP in HEVC video 
quality, with objective and subjective tests. Therefore, the 
obtained results have shown that encoding parameters and 
the variety of video content types affect the video quality. 

In [3], the author has proposed the use of MDC 
methods for video compression through the use of Multiple 

Description, a novel system was presented, whose main idea 
was the use of H.264/AVC based on MDC for wireless 
video transmission.  

The authors of [8] demonstrated that the temporal MDC 
scheme is a simple alternative for video streaming where 
methods that use error control schemes such as Forward 
Error Correction (FEC) or Automatic Repeat Request 
(ARQ) are not suitable for transmission impairments. Thus, 
they evaluate the performance of the proposed MDC 
image/video coder for two descriptions. 
The rest of this paper is organized as follows: Section II 
describes the system block diagram. Section III introduces 
the HEVC encoder parameter model.  Section VI describes 
the system tested on wireless IP transmission solutions. The 
objective QoE prediction model for HEVC encoded video 
streaming. Section V discusses the collected results. Finally, 
the conclusion of the paper is found in section VI. 

II. SYSTEM DESCRIPTION 

This paper includes three parts, i.e. Part A: HEVC encoder 
parameter model, Part B: objective QoE prediction model 
and Part C: HEVC encoder adaptation scheme. The overall 
system block diagram is shown in Fig 2. 
 

 
 

(a) 

 
 

(b) 

Figure.2 Adaptation Scheme for objective assessment of video 
sequence: (a) Without MDC and (b) with MDC. 

 
Our contributions can be outlined as: 

A) Analyze the impact of video content (characterized by 
motion activities and complexity of video sequences) and 
encoding parameters (QP, resolution, frame rate...) on the 
new and emerging standard of video coding HEVC. 
B) Concentrate specifically on source level protection, such 
as MDC as an approach which is fighting the loss of video 
packets and delay variation. The proposed model discusses 
the reliable transmission issues of video HEVC/H.265 over 
wireless communication environments. Objective video 
quality evaluation according to QoE prediction model in 
wireless IP network scenarios.  
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III. HEVC ENCODER PARAMETER MODEL 

The defined video content type is used with different 
QP values to model the impact of the HEVC encoding 
process for a given test scenario. The video sequences have 
been coded using the full range QP (17, 32 and 42) as 
recommended by JCT-VC [12]. The conditions under which 
HEVC should be tested [7] are chosen to obtain different 
objective metrics such as PSNR.  

A. Experiment Settings 

The JCT-VC defines many encoder configurations [7] 
in the reference software HM 11.0[12], such as all intra 
mode (AI), random access mode (RA), and low delay mode 
(LD) [7] [12].In this experiment, each frame in the test 
video sequences is coded in the Low delay with B slices 
(LB) because it’s suitable for live streaming and video 
conferencing applications [7].   

 
The input data is six standard test video sequences. 

They had 4CIF spatial resolutions were used from the 
ReTRiEVED video quality Database [10] [11]. The source 
videos had different characteristics like context, motion, 
temperature, color and camera movements, etc. The 
uncompressed video sequence format is YUV4:2:0, and 
represented as 8 bits per sample. Table 1 presents the 
characteristics of standard test video sequences obtained for 
experiments and sample frames extracted from each video 
sequence are shown in Fig.3. Figure.4 shows the spatial 
perceptual information (SI) and temporal perceptual 
information (TI) planes as recommended by ITU [10], it can 
be noticed that the SI and TI indexes vary from relatively 
small to relatively large values for the selected content. 
  

Table 1   Original video sequences include resolution, frame rate (fps), 
length and frames. 

Videos 
Resolution 

(Pixel) 

FR 

(fps) 

Length 

(s) 
Frames 

Duckstakeoff 704 x 576 25 9 250 
Ice 704 x 576 30 7 240 
Crowdrun 704 x 576 25 9 250 
Harbour 704 x 576 30 9 300 
Soccer 704 x 576 30 7 300 
Parkjoy 704 x 576 25 8 250 

 
In this paper, video quality evaluation is divided into 

three steps, 
1. The video should be encoded.  
2. We are streaming with FFmpeg to the destination via 

a disturbed channel accumulated by the network emulator 
(NetEM) [10]. 

 3.  Stream the video from the transmitter to the receiver 
by a wireless LAN architecture configured at the ''ad-hoc'' 
mode. The used computer is HP laptop with a CPU Intel (R) 
Core (TM) i7-4790S, Processor Speed @3. 20GHZ, RAM 8 
GO, system type 64-bit, processor architecture running 
Ubuntu 14.04LTS Linux. Moreover, the distance between 
the two computers is 100 m. The emulation setup is as in 
Fig.5. 

 
 

 

 
 
 
 
 
 
 
 
 

Figure.3 Sample frames from considering videos. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure.4 TI and SI planes for raw videos. 

 

 

 

 

Figure.5 Proposed Testbed System. 

The effect of jitter has been added by introducing a 
fixed delay of 100 ms plus five variable delays (1, 2, 3 4, 
and 5 ms), the selection of Jitter values are based on the ITU 
recommendation [11]. On the receiver side, a VLC player 
was used.  

Therefore, to study the effect of the jitter, the video 
content, and the quality perception, the impact jitter 
variations at a time was considered, i.e., when study de  
jitter effect, we didn't take into account the impact of the 
delay, packet loss and bandwidth limitation.  

In this paper, we have used principally the objective 
metrics, Thus, PSNR is an objective quality assessment 
most used; it performs a pixel by pixel comparison between 
the reference and the deformed content [6]. 
PSNR is defined using the mean square error (MSE)  

𝑀𝑆𝐸 =
1𝑚𝑛   [𝐼 𝑖, 𝑗 − 𝑘(𝑖, 𝑗)]2

𝑛− 1

𝑗=0

 ,                           (1

𝑚−1

𝑖=0

) 
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𝑃𝑆𝑁𝑅 = 10 𝑙𝑜𝑔10  𝑀𝐴𝑋𝑙2𝑀𝑆𝐸                𝑑𝐵                         (2) 

Where, MAX is the maximum value of the pixel which can 
take (for example, 255 for the 8-bit image). 
This criterion provides the error between the original video 
and the reconstructed video; a higher PSNR usually 
indicates better quality.  

B- HEVC Encoder Parameter Model without MDC 

By applying the QP values 17, 32 and 42, we extract the 
corresponding PSNR from the encoding process. The 
obtained results are presented in Fig. 6, for the test video 
sequences with HEVC encoder.  

 
 
 
 
 
 
 
 
 
 
 
 

Figure.6 Impact of QP on HEVC Model without MDC. 
 
All obtained results demonstrated that when encoding 
different videos with the same codec parameters such as QP, 
frame rate, and spatial resolution, produced different PSNR 
values as shown in Fig. 6. Moreover, as the QP increases the 
bitrate reduces resulting in a degradation in video quality, 
thing proved in several studies [6][10]. On the contrary, the 
lowest QP values result in higher bitrates, which leads to 
increased video quality. As the PSNR varies with different 
video sequences, it can be asserted that the content type has 
an impact on PSNR values; this indicates that other 
parameters must be influencing in the PSNR values than the 
encoding parameters.  

C- HEVC Encoder Parameter Model based on MDC 

By MATLAB language tool, two descriptions (sub-
streams) of the same video are created; these two latter’s 
take the even frames and the odd frames respectively. Then, 
in the same conditions mentioned earlier, the HEVC /H.265 
encoder has been applied to each description. On the 
decoder side, the central description is reconstructed from 
the bit-streams with HEVC/H.265 decoder. Generally, each 
side decoding correlated with side distortion, while the 
decoding of all descriptions is called central decoding with 
the smallest central distortion [8]. Figure.7 shows the graph 
of the PSNR, according to the QP.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure.7 Impact of QP on HEVC Model based on MDC 

From the Fig. 7, it can be observed that the PSNR decreases 
gradually with the increased of QP values such as indicated 
in the previously obtained results as shown in Fig. 6. Also, 
the PSNR takes the same downtrend in both cases. It can be 
noted that when QP increases, there is some slight 
difference between them that can be considered negligible. 
This behavior was found in other studies [3][8]. Also, we 
can see that the PSNR is positively correlated with video 
quality as shown in Figs. 6 and 7. 

The video sequences with the lowest PSNR presented 
in both cases are respectively the Duckstakeoff, Parkjoy, 
and Crowdrun. The PSNR of video sequences Ice, Soccer, 
and Harbour are rather high, and then it seems that there is a 
big variation between Crowdrun sequence and Ice sequence. 
Thus, all encoded videos contain various content types 
(motion activities (TI) and complexity of video (SI)) [6] as 
shown in Fig. 4. Additionally, it should be noted the video 
quality declining with the increase in QP value 
(compression). However, it seems clear in the Figs.6 and 7 
that the drop is at most intensity whenever the video has 
higher motion activities compared to the video which has a 
lower motion. Also, you should keep in mind the level of 
compression because it determines the video quality. 
Furthermore, all sequences need a different compression 
level for the same quality in motion characteristics. Thus, 
Ice, Soccer and Harbour video sequences require lower 
compression and the transmission bandwidth requirement 
for the same quality when compared to Duckstakeoff, 
Parkjoy, and Crowdrun video sequences. Therefore, this is 
important because it will enable us to know the QP effect 
and how it should be used in designing an improved video 
quality without disturbance model. Also, the frame rate has 
an impact on the encoded video, in the same QP, the video 
quality increases as the frame rate increases. As a result, 
encoded and designed video quality in our prediction model 
depends on  HEVC/H.265 video codec, video content type 
of video sequences as also indicated by authors in [4] and 
[6] and the QP as the initial encoding settings determines the 
initial video quality.  
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VI- OBJECTIVE QOE PREDICTION MODEL FOR 
HEVC ENCODED VIDEO STREAMING 

A- Packet loss and Jitter impact on HEVC Video Streaming 

Previous researches have demonstrated that the most 
popular network impairment are jitter and PLR [5][10][11]. 
Thus, to study the video quality assessment; it has used the 
HEVC encoder settings are discussed in Sec.III, the video 
sequences which are presented in table 1. Then, it’s 
transmitted over an emulated wireless IP-network as shown 
in Fig.5. However, the Fig.8 shows that the smallest jitter 
values give higher values of PSNR, indicating the better use 
of the video perception. As jitter values increases the PSNR 
drops steeply, but it remains acceptable until the values of 
the jitter are superior to 2ms, after that the video sequence 
will be degraded. Therefore, if videos with high values of 
jitter were provided as a service, users might consider 
stopping watching. The videos are more sensitive to jitter 
[5][6][11]. It is proved that jitter can deteriorate the video 
quality and results in a severe degradation in the perceived 
video quality. 

Figure.8 Impact of Jitter on perceived quality without MDC 
Scheme. 

It is evident that when the jitter values are smaller than 1ms, 
there are significant differences in PSNR values for all 
video sequences. Also, we have noticed that, if the video is 
affected so much by jitter, the perceived quality associated 
depends on the HEVC encoding process. Moreover, the 
results of the impact of them are seemed clear on the graph. 
Consequently, HEVC codec has a significant impact on the 
compression rate and the visual quality of videos compared 
to H.264 [5], and MPEG-2 [10][11]. 

B- Jitter impact on HEVC Video Streaming based on MDC 

In this section, we have proposed a QoE model to use the 
HEVC encoder adaptation scheme based on MDC technique 
as shown in Fig. 2. Figure 9 presented the results in terms of 
PSNR when applied the more robust temporal domain MDC 
approach using HM11.0 and transmitted over the emulated 
wireless IP-network. Then, on the decoder side, the video 
sequences are reconstructed from odd/even frames. In the 
same way, Figs.10 and 11 show that the variations of PSNR 
with jitter are dropping trend similar from the most of the 
cases. 
 
 

 
 
 

 

Figure.9 Impact of Jitter on perceived quality with MDC scheme. 

V- DISCUSSION 

From the Fig 9, it can be seen that the perceived quality 
degrades significantly in all considered videos for high 
values of jitter [5][6][10] associated with a significant 
improvement compared to HEVC encoder without MDC 
scheme, as shown in Fig.8. 
 In addition, we have found that the PSNR decreases 
gradually by increasing the QP values. This, with a 
significant variation depending on video content types 
which have different characteristics like motion level, 
context, temperature, color and camera movements[10][11], 
as indicated below (see Figs. 8 and 9), the video sequences 
Ice, Soccer, and Harbour, are more resistant to jitter than 
Duckstakeoff, Parkjoy, and Crowdrun video sequences. 
Furthermore, the QP has a significant impact on the video 
quality and compression rate; it regulates how much spatial 
detail is maintained [6]. For all video content types, there is 
a decrease in video quality when QP and jitter values 
increase. For instance, there is a relationship between QP, 
jitter and the quality degradation. Thus, the jitter impact on 
video quality can be considered a factor of video quality 
assessment as the QP (Bitrate), content Type, etc.  
In this paper, we have demonstrated that when the Jitter 
increases, it can minimize the impairment impact on a video 
quality metric by a QP increasing (reducing the encoding 
bitrate) (see also Figs. 8 and 9). 

Moreover, the choice of a QP value in the HEVC 
encoder represents an essential thing for the bitrate control 
and the impairment impact on a video quality, as in the older 
video compression techniques, e.g., H.264/AVC  [5][13][14] 

and MPEG-2[10][11]. 
Also, this study has shown that for the smallest jitter 

values (1ms, and 2ms), the PSNR with or without the MDC 
remains the same, as shown in Figs. 8 and 9, as expected 
from theoretical results [3][8]. It can be seen that for higher 
values, the MDC scheme leads to better results, indicating 
that the MDC method is a solution used to counter the 
higher values of PLR and Jitter.  

To prove the MDC importance, we compared the impact 
of Jitter on HEVC Video Streaming based on MDC scheme 
with the impact of Jitter on HEVC Video Streaming without 
MDC scheme. For this purpose, the obtained results can 
help us to achieve a comparison between the obtained 
averages PSNR of each QP value for all videos in both 
cases. Moreover, it has been found that there are higher 
values of PSNR in the presence of the MDC when jitter is 
increasing because it’s a technique for combating the packet 
losses as detailed in [8], i.e., it’s one of the big advantages 
of this approach. It can be noted that the use of MDC is an 
effective way to improve the transmission with a PSNR gain 
1dB to 2dB for Jitter. 

 CONCLUSION 

      The use of multimedia services has become widespread 
in the daily life. Video streaming with its various uses are 
the typical example. The QoE is strongly recommended 
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especially for certain types of networks like ad-hoc wireless 
networks. Indeed, these networks have the particularity of 
introducing even more errors disturbances and losses, 
compared to the other types of networks essentially wired. 
In this work, a simple MDC method is proposed to improve 
the performance of the video quality; HEVC encoder 
scheme is applied to encode and designed the end-to-end 
video quality, which depends essentially on the video 
content type and the QP as the initial encoding settings. This 
method gives better results in terms of the PSNR. This paper 
has demonstrated that when the Jitter increases, it can 
minimize the video degradation in terms of video quality 
metrics by the QP increasing. Thus, the comparative study 
shows that for video transmission over wireless channels, 
the MDC technique gives an improved solution for good 
transmission. 
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Abstract— Herein, Spectral Amplitude Coding-Optical Code 

Division Multiple Access (SAC-OCDMA) technology is 

investigated and simulated. Thus, a comparative analysis is 

done between the random diagonal (RD), modified double 

weight (MDW) and enhanced double weight (EDW) codes, 

aiming to obtain results with better performances. The 

suggested system that exploits lasers as transmitter shows 

significantly perfect performances as compared to the Bit 

Error rate (BER), Eye’s diagram and Q factor of others 

standard SAC-OCDMA. 

Key words—SAC-OCDMA, RD, EDW, MDW, BER, optical 

fiber.  

I. INTRODUCTION (HEADING 1) 

Optical fiber communication is the key technology 
behind the endless growth of internet. However, such 
technology suffers from some phenomena like the linear and 
nonlinear effects (attenuation, dispersion, Kerr effect…etc.). 
These effects degrade the signal’s quality and increase 
noises during the transmission. Therefore, the optical fiber 
communication  requires multiplexing techniques that 
support a large number of simultaneous users demanding 
voice, video, and data services [1]. Also, reduce the linear 
and nonlinear phenomena’s influence. 

The optical code-division multiple-access (OCDMA) 
technique is getting attention which allows multiple users to 
share the same transmission medium by assigning different 
optical codes (OCs) to different users [2][3]. Nowadays, 
OCDMA cannot be considered as a competitor of 
wavelength division multiplexing (WDM), but it can be 
considered as a complementary multiplexing technique to 

improve optical access networks in terms of all-optical 
processing [4].These systems have special features which 
make them suitable for this purpose, such as enhanced 
information security, simplified and decentralized network 
control, improved spectral efficiency [1]. In the other side, 
the OCDMA systems suffer from different noises like the 
phase-induced intensity noise (PIIN), thermal noise, shot 
noise, the dark current, add to that the multi-access 
interference (MAI) [5] who represents a complicated 
problem. In order to eliminate the MAI effect, various 
encoding techniques are proposed by many researchers, 
some researchers proposed the use of Spectral phase coding 
to obtain the orthogonality of bipolar codes, but it was very 
difficult to preserve in fiber. Therefore, the Spectral 
Amplitude Coding was proposed [6]. 

There are many different codes whose have been 
considered for the SAC–OCDMA networks. In particular, 
the optical orthogonal code, prime code, enhanced double 
weight (EDW) code, Khazani–Syed (KS) code, modified 
frequency hopping (MFH) code, a random diagonal (RD) 
code, modified quadratic congruence (MQC) code and 
modified double weight (MDW) code [5]. 
In this paper, a system based on the SAC-OCDMA 
technique was created. The RD, MDW and EDW codes was 
applied. The aim of this work is to obtain enhanced 
performances, where a comparative analysis will be done 
between those codes. 
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II. CONSTRUCTION OF CODES  

A. The Random Diagonal 

The Random Diagonal (RD) code uses unipolar code 
(0,1) sequences. It is denoted by (N, W, λ) which N is the 
code length, W is the code weight and λ represents in-phase 
cross correlation that has two proprieties. The first propriety 
is the zero cross-correlation that will minimize the λ and 
reduce the PIIN (Phase Induced Intensity Noise) and the 
second propriety is the no cross-correlation in data level. 
The design of the RD code can be performed by dividing the 
code sequence into two parts, the code segment and the data 
segment [6][7].  
1) Data segment  

This part is represented by (K*K) identity matrix, where 
K represents the number of users and only one ‘1’ is 
contained in each code (W=1) to keep the cross-correlation 
zero at the data level (λ=0). For K=3, so (K*K) matrix can 
be expressed as [Y1]. 
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
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
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001

010

100

1Y  

2) Code segment  
This second part will be represented by [Y2] matrix, 

which is two matrices combination (weight and basic 
matrix). The weight matrix [M] = [M1 M2 M3…Mi], is 
responsible for increasing the value of ‘W’[6]. Where i = 
W-3 and for W=4, the weight matrix is given by [M]=[M1] 
and it is represented as follow: 
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The basic matrix [B] can be expressed as:  
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B  

To increase the number of users or the code length, just 
repeat each range of the [M] and [B] matrices, and to get the 
[Y2] matrix we will just combine the [B] and [M] matrices. 
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The combination of [Y1] and [Y2] gives the total code 

sequence [Z] with N=8 and K=3. 
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B. MDW Code 

The Modified Double Weight (MDW) code is developed 
based on the Double Weight (DW) code of (W=2) that has a 
large number of weight. This code is denoted by (N, W, λ)  
and it has an ideal cross-correlation (λ =1) [8][9]. MDW 
code can be represented by the [K*N] matrix where k is the 
number of users, N is the length code. For (W=4), it is 
denoted by (N, 4, 1) where the code length ‘N’ is related to 
the number of users ‘K’ through: 
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 The basic MDW code of three users is given as 
follow[8]:  
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C. EDW Code 

This code is an enhanced version of the Double Weight 
code. The DW code weight can be any even number that is 
greater than two. The Enhanced DW code weight can be any 
odd number greater than one[9]. EDW code is denoted by 
(N, W, λ), as in the RD and MDW codes. It has an ideal 
cross-correlation(λ =1) where the relation between the 
number of users and the length code is given by[10]: 
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The EDW code is represented  by  [K*N] matrix where 

the basic codes of three users is given as follow[10]: 
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III. SYSTEM DESCRIPTION 

The SAC-OCDMA system’s architecture employs 
different codes (RD, EDW and MDW) consisting of three 
active users, where the performances of these codes are 
tested, using Optisystem7.0 software [11]. The data signal 
of each user is generated from the pseudo random bit 
generator before using the NRZ coding. Then, the data 
signal is modulated with different codes using the external 
modulation (Fig.1). In this system, the transmitted power is 
based on laser sources representing the sending wavelengths 
with 1.2 nm spacing between two adjacent wavelengths, to 
represent the code words (Tab.I-III). After the combination 
of signals, one signal travels through the single mode fiber 
(SMF) and broadcasts to the receivers, where it influenced 
by different linear and nonlinear phenomena (attenuation, 
dispersion and Kerr effects). Tab.IV shows different used 
parameters during the simulations. 

 
TABLE I 

 WAVELENGTHS USING IN THE RD CODE 
 

Wavelength     
 

Users 

1λ  
(nm) 

2λ  
(nm) 

3λ  

(nm) 

4λ  
(nm) 

User.1 1552.4 1553.6 1554.8 1557.2 
User.2 1551.2 1554.8 1556 1558.4 
User.3 1550 1553.6 1556 1557.2 

 
 

TABLE II 
 WAVELENGTHS USING IN THE MDW CODE 

 
Wavelength     

 
Users 

1λ  
(nm) 

2λ  
(nm) 

3λ  

(nm) 

4λ  
(nm) 

User.1 1554.8 1556 1558.4 1559.6 
User.2 1551.2 1552.4 1557.2 1558..4 
User.3 1550 1551.2 1553.6 1554.8 

TABLE III 
 WAVELENGTHS USING IN THE EDW CODE 

 
Wavelength     

 
Users 

1λ  (nm) 2λ (nm) 3λ (nm) 

User.1 1552.4 1553.6 1556 
User.2 1551.2 1554.8 1556 
User.3 1550 1551.2 1553.6 

 
In the receiver side (Fig.2), the signal is decoded using the 

fiber bragg grating (FBG), where the same wavelengths in 
the encoding part for each user are employed. Then, the 
photo detector (PIN) is used to convert the optical signal to 
an electrical signal. The resultant signal is filtered by fourth 
order Bessel low pass filter, which is used to reject noise 
and interference components that lie outside the information 
signal spectrum [10]. Finally, each signal is analyzed by the 
BER analyzer. 

 
TABLE IV 

TYPICAL PARAMETERS USED IN THE SIMULATION 

 
 

Parameters Value 

Number of users 

Signal Data 
Chip spectral width  

3 
128 PN sequence 

1.2 nm 
Signal format NRZ 
External modulator extinction 
ratio 

30 dB 

Attenuation 0.2 dB/Km 
Dispersion 16.75 ps/nm/km  
Dark current 10 nA 
Thermal noise coefficient 
Receiver filter bandwidth 

1.8e-023 W/Hz 
0.75×Bit Rate 

 

 

Fig. 1.  The transmitter block of SAC-OCDMA system 

 

 
Fig. 2.  The receiver block of SAC-OCDMA system 
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IV. RESULTS AND DISCUSSION  

In this paper, SAC-OCDMA system containing three users 
was created. The performance parameters like the bit error 
rate (BER), Q factor and the eye's diagram were tested by 
exploiting different codes (RD, EDW and MDW). A 
comparative analysis between those codes was realized. The 
performance parameters were tested according to different 
criteria such as the fiber length, the bit rate and the source 
power.  

 
Fig.3 and Fig.4 respectively show the BER and Q factor of 

three codes over the fiber length. 

At each code simulation, the source power is fixed at 0 
dBm and the data rate at 622 Mbps. It can be seen that BER 
value of all codes increases with fiber length due to different 
effects like attenuation. The EDW code gives better results 
than the other codes with a perfect BER value (BER=0) 
until a distance of 80 km and it is around 10-13 at a length of 
120 Km. Even the RD code has too good results with 
perfect BER value until a length of 60 Km and around 10-4 
at 120 Km. Similarly, the Q factor was obtained, except that 
it decreases with the increasing of the fiber length. In [6], 
the AGW, FGB and Thin film filter have been tested as 
decoders. They have used the RD code. For the FBG, the 
BER was around 10-15 at length of 40 km. 

 

Fig. 3. BER versus fiber length at data rate of 622 Mbps 

 

Fig. 4.  Q factor versus fiber length at data rate of 622 Mbps 
 

 

 
Fig. 5.  Eyes diagram of RD code at 60 Km 
 
 
 
 
 
 
 

 

Fig. 6.  Eyes diagram of MDW code at 60 Km 
 

 

Fig. 7.  Eyes diagram of EDW code at 60 Km 
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The eye’s diagrams represented in Fig.5-Fig.7 clearly 
show that EDW code performs better with very large eye 
opening. Even RD code has too a large eye opening, which 
means there is no overlap between users. In this test, MDW 
always gives bad results comparing to the other two codes. 

The second test is according to the data rate at length of 
80 km and a source power of 0 dBm. 

Fig.8 shows the BER of the three codes at different data 
rates. It is clear that there is an increasing in the BER value 
whenever the data rate increases. The results given by the 
EDW code is the best, where the lowest BER value is 
around 10-212 at 155 Mbps. MDM and RD codes have good 
results too. In [8], The BER versus data rate employing the 
MDW code at fiber length of 70 Km. In the case when the 
FBG was used, the BER value was around 10-35 at 155 

Mbps. Despite in our case, we have used 80 Km as fixed 
length parameter, which means the influence of the linear 
and nonlinear effects on the transmission links like the 
attenuation, dispersion and SPM. 

Fig.9 shows the Q factor parameter where the highest 
value is given at 155 Mbps. Then, whenever there is an 
increasing in the data rate, the decreasing in the Q factor 
value can be observed. 

 
The eye’s diagram of the RD, MDW and EDW codes at 

speed of 800 Mbps are represented respectively in Fig.10, 
Fig.11 and Fig12. It seems that they are clear and have a 
large opening, but not as when a lower data rates are used. 

 

Fig. 8.  BER versus data rate at length of 80 km 
 

 
Fig. 9.  Q factor versus data rate at length of 80 km 
 

 

Fig. 10.  Eyes diagram of RD code at 800Mbps 
 

 

Fig. 11.  Eyes diagram of MDW code at 800Mbps 
 

 

Fig. 12.  Eyes diagram of EDW code at 800Mbps 
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The last test is based on the source's power, where the 
fiber length of 80 Km and a data rate of 622 Mbps are set as 
link parameters. 

Fig.13 shows the BER parameter of different power 
values. The results that were found, show the decreasing of 
values, which means that there is an enhancement in the 
transmission performance whenever there is an increasing in 
the source's power, where a perfect result (BER=0) is 
reached in both RD and EDW codes from a source's power 
of 5dBm. The same thing about the Q factor, that is 
represented in Fig.14, except that The Q factor values 
increase whenever the increasing of the power values of 
source. This increasing requires more cost and high energy 
which are considered as disadvantages. For that, it is 

preferable to use a 0 dBm source's power as an optimal 
solution.  

 
The eye's diagrams of each code at a source's power of 

5dBm are represented in Fig.15-Fig.17. As in all 
simulations, the best results are given by the EDW code 
regardless of the tested parameter. Even the RD code has 
good results. It is clearly to see that those both codes have a 
larger opening of the eye's diagram than the MDW code. 

 

Fig. 14.  Q factor versus the power of source 
 

 

Fig. 13.  BER versus the power of source 
 

 

Fig. 15.  Eyes diagram of RD code at 5 dBm 
 

 

Fig. 16.  Eyes diagram of MDW code at 5 dBm 
 

 

Fig. 17.  Eyes diagram of EDW code at 5 dBm 
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V. CONCLUSION 

In this paper, an SAC-OCDMA system containing three 
users was created, where the following performance 
parameters like the bit error rate (BER), Q factor and the 
eye's diagram were tested by exploiting different codes 
which are the RD, EDW and MDW. This study had the 
object of reach enhancement performances of the optical 
link than the others standard SAC-OCDMA. Therefore, a 
comparative analysis between these codes has been done. 
Based on this analysis, the EDW had always the better 
results than the other codes, despite it exploited the 
minimum number  of wavelenghts. The performance 
parameters tests were according to different criteria like the 
fiber length, the bit rate and the source's power. 
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Abstract— Couplers are widely used as combiner or power 

dividers. To miniaturize the device, we have used a meandered 

line. The coupler demonstrates a coupling level of 2.29 dB with 

a reflection level of 25.39 dB and an isolation level as 42.41 dB. 

This compact coupler operates at 3.26 GHz. The meandered 

coupler have compact sizes of 23×34.6 mm2, with impedance 

Z0 is 50.60 Ω. To validate our model, the compact coupler is 

designed and fabricated using microstrip technology on FR4 

substrat. Good agreement is achieved between the 

simulated and measured results. 

I. INTRODUCTION  

The telecommunications was initially restricted to public 
and military services, later they became commonplace in 
recent years. 

Driven by the enthusiasm of the public, wireless 
communications systems are experiencing tremendous 
growth worldwide, they became cheaper and faster and the 
microwave components became miniaturized. The use of 
directional couplers [1,2] has become commonplace in radio 
frequency systems and the modern optical communications 
systems. It therefore becomes important to present this 
"coupler" in the microwave research. 

The perfect integration of the coupler in the design of 
RF and digital circuits requires the miniaturization of the 
device, which naturally leads to define the new design 
methodologies associated with new hardware and software 
tools which gives a novel enhanced and miniaturized 
coupler which is presented in [3-5]. 

This article presents a concrete case of realization of a 
directional coupler with meander transmission line in the 
microstrip technology. 

This study led us to conceive, simulate, realize and 
characterize a compact meandered coupler. 

The manipulation (electromagnetic simulations and 
measurements) guided us to determine the influence of the 
geometry on the transmission characteristics and to deduce 
all the parameters and rules of behavior. 

 

Objectives of the study 

• to highlight a design rule and a reliable  
process which aims to describe a geometric 
dimensioning 

• To ensure a miniaturization of the component without 
having a performance degradation. 
 

II. PARAMETERS CHARACTERISTICS OF A COUPLER 

The concept of the planar transmission line was 
proposed from 1950, According to Pozar, from the 1960s, 
much thinner substrates began to be used, which promotes 
microstrip lines for microwave integrated circuits. 
Differents waveguide couplers were invented and 
characterized at the MIT Radiation Laboratory in the 1940s 
[6]. 

The concept of couplers in microstrip technology has 
been proposed since 1950, but it was not possible to achieve 
them effectively until 1960, when low-loss dielectrics 
arrived on the market [6]. Since then, research in this field 
has continued to intensify to exploit the many advantages of 
directional couplers: 

A. Advantages: 

• Simple to realize, suitable for two-layer circuits 
•  Simple connectivity, 
• low-loss  connector 

 Unfortunately, these components also have disadvantages ; 
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B. disadvantages 

• Inhomogeneous propagation environments 
• Sensitivy to electromagnetic disturbances 
• Larger losses, only the substrate that is chosen 
• Controlled phase shift 

 

State space can be equivalent to the form showed Fig. 1 and 
the following functional form: 

 
Figure 1.  Functional definitions of a classical coupler  with Input (In), 

through (Th), isolation (Is) and coupled port (Co). 

 

Figure 2.  Three types of COD directional couplers with Input, through, 
isolation and coupled port. 

The simplest coupler to study is probably given in  Fig. 
2 which is defined by: 

• Its transmission characteristics: S-parameters, S11 
(reflection coefficient), S21 (isolation), S31 and S41 
(characteristics transmission: coupled and through). 

• Its usage parameters: the resonance frequency f1, 
its input impedance and its bandwidth B. 

• Its internal parameters: The first step is the choice 
of the substrate and the conductor for which the 
characteristics to be known are: 
 

 For the substrate: its relative permittivity and the 
dielectric losses of the substrate tan ∂, and its thickness h. 
 

 For the conductor: its conductivity σ and its thickness t. 
 

The baseline design of coupler consists to determine: the 
S-parameters, input impedance which must be adapted and 
the phase difference between the Coupler Output Ports 
of 90 degree. 

In this article only one type feeding is presented. It's 
about an microstrip line excitation. 

In order to formalize our design optimization, the 
following specification is provided: 

• FR4 epoxy glass substrates (it is chosen for cost 
reasons): relative permittivity ε r = 4,6  , tan ∂ = 
0,018 , h = 1,6mm 

• The conductor: it is copper, t = 35 μm . 
• The type of excitation chosen is the Wave Port for 

simulation in HFSS. 
• The resonance frequency is f1= 3.26 GHz. 

 

The S31 and S41 (characteristics transmission: coupled and 
through) are given by: 

 

( ) ( )

2

41 2

1

1 .cos sin

k
S

k jϑ ϑ

−
=

− +
                        (1) 

 

S31 =
jk  sin ϑ√1−k2 .  cos ϑ+j sin ϑ                  (2)                          

θ=βl denotes the electrical length of the coupler and k is 
given by : 

k =
ZOe −ZOo

ZOe +ZOo
                                     (3)                            

where Z0e and ZOo denote the characteristic impedance 
of the even-mode ans odd mode of symmetrical coupled 

lines respectively, which verify this condition [7] : 𝑍𝑍𝑂𝑂𝑒𝑒𝑍𝑍𝑂𝑂𝑂𝑂 = 𝑍𝑍𝑂𝑂2
                                    (4)                             

We can write Z0e /Z0o in terms of a voltage coupling 
coefficient k as [7]: 

ZOe

ZOo
=

1+k

1−k
                                            (5)                           

If the coupling from port 1 to port 3 is given as C dB 
(where C is a positive quantity), then k is related to C as [7]:  𝑘𝑘 = 10−𝐶𝐶 20⁄                                               (6) 

 

 

The geometric parameters: given in the figure below: 
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Figure 3.  Geometry and dimension of the proposed coupler with:  

L1=15mm; L2=4mm; L3=8mm; L4=10m; L5=5mm; S1=1mm; 
S2=0.5mm; and W=1.8mm. 

The simulations were performed using the high-
frequency structure simulator (HFSS) software who owns 
an electromagnetic simulator. It is based on Finite Element 
Method (FEM), also it requires the use of mesh patterns. 

 

 

Figure 4.  (left) Measurement setup: a network analyzer E5071C being 
used for S-parameter measurement, (right) component under test. 

 

This stage of coupler measures validates the simulation 
steps (see Fig. 5). 

These measurements are made using Vector Network 
Analyzers E5071C being used for S-parameter. 

 

(a) 

 

(b) 

Figure 5.  Simulated and measured S-parameters: (a) S11 and S21, and (b) 
S31 and S41. 

 
Figure 6.  Measured phase difference between Port 3 and Port 4. 

The measurement results shows that the branch line 
coupler can operate at  f = 3.26 GHz which are selected as 
the operating frequency. 

The comparison of the performances of the proposed 
coupler is summarized in Table 1. 

Table 1 Performance of Branch line meandered Coupler. 

 
Frequency 

GHz 

S21  

dB 

S31  

dB 

S41  

dB 

S11  

dB 

Phase 
Diff 

|𝑺𝑺𝟒𝟒𝟒𝟒| − |𝑺𝑺𝟑𝟑𝟒𝟒| ≤ ±𝟒𝟒𝟏𝟏𝑳𝑳 

Simulation 3.30 33.04 1.74 6.45 42.74 90.87° 4.71 

Measurement 3.26 42.41 2.29 6.40 25.39 91.22° 4.11 

 

The frequency shifting may be caused by weld of SMA 
connectors. 

At the center frequency of 3.26 GHz, the return loss S11 
is -25.39 dB and the isolation S21 is -42.41 dB. 

In the range of bandwidth, the insertions losses and S31 
is -2.29 dB, it is under -3 dB and S41 is - 6.40 dB. Above 
all, the fabricated coupler only occupies 23×34.6 mm2 which 
work at the center frequency of 3.26 GHz. Measured phase 
difference between Port 3 and Port 4 is 91.22° at operating 
bandwidth, shown in Fig. 6. 
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III. CONCLUSION 

In this study, a new miniaturized compact coupler 
proposed. The main purpose of this study is used 
meandering transmission-line section to replace the shunt 
arms of the classical coupler. For improved accuracy, the 
frequency response of the couple was optimized by 
numerical simulation and fabricated on the FR4-substrate. 

The simulated results are in agreement with those 
measured which demonstrates the interest and efficiency of 
numerical modeling with HFSS. This work made it possible 
to highlight the feasibility of the realized coupler RF and 
Microwave Coupled-Line Circuits 
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Abstract—Electronics and more specifically optoelectronics are 

present in multiple domains and take an increasingly 

important place especially in fiber optic telecommunications 

and energy conversion systems. The rapid development of 

optoelectronics would not have occurred without an excellent 

knowledge of the materials used. The study of semiconductor 

materials has therefore been a special place for some years and 

always represents the essential step in the design of any 

optoelectronic device.   

I. INTRODUCTION 

       The III-V compound semiconductor materials and their 
advantageous optical and electronic properties have been a 
driving force in fundamental research on this type of 
material for decades [1]. These have excellent transport and 
optical properties, and thus include a wide range of mesh 
parameter choices that allow the development of new 
devices or improve them taking into account the engineering 
of bandwidth [2]. The elements of the III-V semiconductor 
group can be mixed with other atoms to adapt the band gap 
to achieve desirable electronic and optical properties for the 
realization of desired devices. Advances and studies on III-
V nitride-based semiconductors have led to an exponential 
increase in activity oriented towards optoelectronic 
applications [3]. In addition to new possibilities in device 
applications provided by this new class of materials, many 
distinctly different interesting physical properties have been 
discovered [4]. 
 

II. COMPUTATIONNEL DETAILS 

A.  Method of calculating the electronic structure   

      Quantum mechanics defines a particle of matter as a 
wave, that is to say, it does not have a well-defined 
trajectory, rather distributed to the space [5]. The data of the 
wave function of the particle allows describing his 
condition. To find the wave function of a system, the 

Austrian physicist Schrödinger proposed a time-independent 
equation which is written as follows [6] 
 

 𝐻𝐻Ѱ(𝑟𝑟) = 𝐸𝐸Ѱ(𝑟𝑟).            (1) 
 

Where: 
H : The Hamiltonien 
E : The total energy of the system. 
Ѱ : the wave function. 
 
The resolution of the Schrödinger equation with an electron 
number N greater than or equal to 2 is not exact. For such a 
system, it is necessary to use approximate methods, if one 
wishes to access a realistic solution of H. The theory of the 
functional density (DFT) thus offers interesting perspectives 
[7]. 
The Hamiltonien is of form: 

 𝐻𝐻 =  𝑇𝑇𝑛𝑛 + 𝑇𝑇𝑒𝑒 + 𝑉𝑉𝑛𝑛 _𝑛𝑛 + 𝑉𝑉𝑛𝑛_𝑒𝑒 + 𝑉𝑉𝑒𝑒_𝑒𝑒 .    (2) 
 

Where:  𝑇𝑇𝑛𝑛 : The kinetic energy of the nuclei. 𝑇𝑇𝑒𝑒  : The kinetic energy of electron. 𝑉𝑉𝑛𝑛_𝑛𝑛 : The potential energy of interaction between the nuclei. 𝑉𝑉𝑛𝑛_𝑒𝑒  : The potential energy of attraction nuclei-electron. 𝑉𝑉𝑒𝑒_𝑒𝑒  : The potential energy of repulsion between electrons. 

 
The solution of the equation leads to the resolution of a N-
body problem [7]. It is impossible to solve this problem 
exactly. In order to find acceptable approximated states, we 
need to make approximations. The first approximation that 
can be introduced is the approximation of Born-
Oppenheimer [8]. 
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B. Optical properties 

To obtain a better understanding of the optical properties 
in our semiconductors, it is important to calculate the 
expressions of the two basic optical constants, the real and 
imaginary part of the dielectric function ԑ (ω). 𝜀𝜀(𝜔𝜔) = 𝜀𝜀1(𝜔𝜔) + 𝑑𝑑𝜀𝜀2(𝜔𝜔)                        (3) 
 
To deduce the real part ԑ1 (ԝ), we use the Kramers-Kronig 
transformation: 
 𝜀𝜀1(𝜔𝜔) = 1 +

2𝜋𝜋 𝑝𝑝 ∫ 𝜔𝜔 ′ 𝜀𝜀2𝜔𝜔 ′2−𝜔𝜔2
𝑑𝑑𝜔𝜔′∞

0
.    (4) 

 
The imaginary part is given by: 𝜀𝜀2(ω) =

4𝑒𝑒2𝜋𝜋2𝜇𝜇2𝜔𝜔2
× ∑∫ 2𝑑𝑑𝑘𝑘

(2𝜋𝜋)3
�〈𝜑𝜑𝑓𝑓𝑘𝑘 |𝑒𝑒. 𝑝𝑝|𝜑𝜑𝑑𝑑𝑘𝑘 〉�2 × 𝜕𝜕(𝐸𝐸𝑎𝑎(𝜔𝜔) −𝐸𝐸𝑐𝑐𝜔𝜔−ℎ𝜔𝜔.                          (5) 

 
Where e is the electron charge, m its mass, p the principal 
value of the Cauchy integral, ω the volume of the crystal 
and Ev, Ec are the energies respectively, 𝜑𝜑𝑓𝑓𝑘𝑘 is the Fermi 
distribution function, 𝜑𝜑𝑑𝑑𝑘𝑘  is the wave function of the crystal 
considered, corresponding to the same eigenvalue of k. 

III. RESULT AND DISCUSSION 

A. Volum optimization and sructural parameters 

The Figure 1 represents the variation of the energy as a 
function of the volume for the various binary composants. 

By comparing our results of the mesh parameters 
calculated by the approximation (LDA) with the 
experimental values, we find that this parameter a0 is lower 
than the latter by approximately 0.58 for GaAs and for the 
three other binary compounds (GaN, InAs, InN) the error is 
zero. 

In TABLE I, we summarize the computed equilibrium 
lattice constant a  

TABLE I.  THE LATTICE CONSTANT OF THE BINARY COMPOUNDS 
COMPARED TO EXPEROMENTAL AND THEORETICALVALUES 

Materials Our results 

(A°) 

Other theoretical 

works 

Experimental 

results 

GaAs 5,607 5,66 [7] 5,64 [8] 
GaN 4,5 4,46 [7] 4,50 [9] 
InAs 6,03 6,026 [9] 6,036 [9] 
InN 4,98 4,946 [10] 4,98 [10] 

 

 

 

 

 

 

 

Figure 1.  Total energy variation by volume for the four compounds binary 
GaAs, InAs, GaN and InN. 

B. Bands structure 

From the band structure of GaAs, InAs, GaN and InN 
semiconductors, we determined their electronic properties 
and their gap energy. 

The results of calculations by the TB-mBJ 
approximation for the four binary compounds were carried 
out along lines of high symmetry of the first Brillouin zone. 
The calculation was performed using the network parameter 
calculated in the previous section. The resulting band 
structure is illustrated in Figure 2 and Figure 3. From these 
figures we see that all our compounds have a direct energy 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Band structure of  the binary compound GaAs obtained by the 
mBJ approximation 
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Figure 3.  Band structure of  the binary compounds InAs, GaN and InN 
obtained by the mBJ approximation  

 

 

 

C. Optical properties 

The calculation of the spectral variations of the dielectric 
function of the imaginary part   for the GaAs, InAs, GaN et 
InN binary compounds are represented in Figure 4. 

After analyzing the spectrum of the imaginary dielectric 
function ԑ2(𝜔𝜔)36T, we note that the two arsenide-based binary 
GaAs and InAs are characterized by three peaks in the 
energy range between the absorption threshold and 8 eV. 
These peaks occur at 3.14, 4.88 and 6.20 eV for GaAs; in 
the case of the InAs compound, the three peaks being at 
2.81, 4.71 and 6.08 eV by a TB-mBJ calculation. 
     In the case of nitride compounds, GaN and InN, it is 
observed that the optical spectrum of the ԑ2(𝜔𝜔)36Tpart of the 
dielectric function contains three small groups of peaks 
instead of three major peaks. The first small group of peaks 
is presented in the threshold energy range at 10 eV. This last 
contains two major peaks at 7.80 and 8.66 eV. 

 
 

Figure 4.  The spectral variation of the imaginary part of the dielectric 
function for GaAs, InAs, GaN and InN calculated by the TB-mBJ 
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From the absorption spectrum shown in the Figure 5, 

there is no absorption for the two GaAs and InAs binaries of 
0 to 2 eV. From 2 to 10 eV, absorption increases and 
reaches its maximum value in the region ultraviolet (UV); 
the highest peak appears at 4.93 eV and 4.77 for GaAs and 
InAs, respectively, then decreases considerably to 14 eV. 
An absence of absorption of 0 to 2.6 and 0.69 eV is 
observed for the binary compounds based on nitride GaN 
and InN respectively. above these last values, the light is 
absorbed to a maximum absorption of 340 and 225 × 104 
cm-1 for GaN and InN, respectively. 

 

 
 

 

Figure 5.  The spectral variation of the absorption  coefficient for the 
GaAs, InAs, GaN and InN binary compounds calculated by the TB-mBJ 

 
 
 
 
 
 

CONCLUSION 

      Our objective in this work is to calculate the structural, 
electronic and optical properties of the GaAs, InAs, GaN and 
InN binary compounds in the ground state. The linear 
augmented plane wave method with full potential (FP-
LAPW) in the framework of density functional theory (DFT) 
has proven effective in the calculation of structural and 
electronic properties. Our results concerning the structural 
properties are in good agreement with the experimental 
values, the calculation of the band structure, gave a direct 
gap at the point Г. For optical properties, we calculated the 
dielectric function in order to identify the optical transitions, 
which made it possible to determine other quantities 
(absorption coefficient, refractive index and reflectivity). It 
has been noticed that our materials have a high absorption 
coefficient and a high reflectivity. That said, these materials 
are predisposed to the manufacture of optical transmitters. 

REFERENCES 

[1] S. Adachi, Properties of semiconductor alloys: Group IV, III-V and 
II-VI semiconductors, Jhon Wiley and Sons, 2009. 

[2] J.A. Camargo-Martinez, R. Baquero, “The modified Becke-Johnson 
potential analyzed”, Superf. Y Vacio, Vol. 26, Issue 2, pp. 54-57, 
2013. 

[3] B. Amin, I. Ahmad, M. Maqbool, S. Goumri-Said, R. Ahmad, “ Ab 
initio study of the bandgap engineering of Al1-xGaxN for 
optoelectronic applications”, J. Appl. Phys., Vol. 109, Issue 2, 2011. 

[4] M. I. Ziane, Z. Bensaad, B. Labdelli and H. Bennacer, “First-
principles study of tructural, electronic and optical properties of III-
arsenide binary GaAs and InAs and III-nitrides binary GaN and InN: 
improved density-functional-theory study”, Sensors & Transducers, 
vol. 27, Special Issue, pp. 374–384, May 2014.  

[5] Z. B. Feng, H. Q. Hu, S. X. Cui, W. J. Wang and C. Y. Lu “First 
principles study of electronic and optical properties of InAs”, Central 
European  Journal of Physics, vol. 7, Issuse 4,  pp.786–790, 2009. 

[6] I. Vurgaftman, J. R. Meyer and L. R. Ram-Mohan, “Band parameters 
for III-V compond semiconductors and their alloys”, APPL. J. Phys, 
Vol. 89, pp. 5815- 5875, 2001. 

[7] A. Assali, M. Bouslama, H. Abid, S. Zerroug, M. Ghaffour, F. Saidi, 
“Materials science in semiconductor processing optoelectronic 
properties of cubic BxIn yGa1-x-yN alloys matched to GaN for 
designing quantum well lasers: first-principles study within mBJ 
exchange potential”, Mater. Sci. Semicond. Process., Vol. 36,pp. 192-
203,2015. 

[8] M. Aslan, B. G. Yalcin, M. Ustundag,”Structural and electronic 
properties of Ga1-xInxAs1-yNy quaternary semiconductor alloy on 
GaAs substrate”, Journal of Alloys and Compounds, Vol. 519, pp. 55-
59, 2012. 

[9] M. Yousaf, M. A. Saeed, R. Ahmed, M.M. Alsadria, A.R:M. Isa, A. 
Shaari, “An improved study of electronic band structure and optical 
parameters of X-Phosphides (X=B, Al, Ga, In) by modified Becke-
Johnson potential”, Theor. Phys., Vol. 58, Issue 5, pp. 777-784, 2012. 

[10] M. Hadjab, S. Berrah, H. Abid, M: I. Ziane, H. Benacer, B. G. Yalcin, 
“Full-potential calculations of structural and optoelectronic properties 
of cubic indium gallium arsenide semiconductor alloys”, Optik, Vol. 
127, pp. 9280-9294, 2016. 

 

 

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 382

E
E
IC
'1
9



Design of a New SIW-DGS band-pass Filter 
Configuration for C-band

CHERIF Nabil 
Department of electrotechnical 

 Mustapha Stambouli University 
Mascara, Algeria 

nabil.cherif@univ-mascara.dz 

ABRI Mehadji 
Department of Telecommunications 

Abou Bekr Belkaid University 
Tlemcen, Algeria 

abrim2002@yahoo.fr 

FELLAH Benzarga 
Department of electrotechnical 
Mustapha Stambouli University 

Mascara, Algeria 
fellahbenzerga@gmail.com

KHIAL Chahira 
Department of Telecommunications 

Abou Bekr Belkaid University 
Tlemcen, Algeria 

chahira-khial@hotmail.com 
 
 

BOUABDALLAH Roumeiça 
Department of Telecommunications 

Abou Bekr Belkaid University 
Tlemcen, Algeria 

roumeissa13@gmail.com 
 

Abstract— In this paper, a C-band band-pass filter based 
on substrate integrated waveguide-to-defected ground 
structure (SIW-DGS) cell is presented. Microstrip to SIW 
transition is used to provide smooth transition between the 
structures. Using two cascading DGS cells in the top of the 
plane cavity to constitute a multiple mode resonator and 
two cascading slots in the bottom plane for enhance the 
filter’s performances by using CST and HFSS software. 
The filter is developed on FR4 substrate with dielectric 
constant of 4.3 and thickness of 1.54mm. Good selectivity 
and Low insertion loss are achieved and good agreement 
between CST and HFSS simulation results. 
 
Keywords— Substrate integrated waveguide, band-pass 
filter, defected ground structure, microstrip transition. 

I. INTRODUCTION  

Recently development of communication systems is towards 
minimized weight, reduced size, and increased reliability 
with low cost. Microwave components such as waveguide 
filters, antenna and power divider are a very important part 
of modern telecommunications systems: embedded satellite 
systems, telecommunication systems in general [1]. 
The rectangular waveguide is one of the most used 
microwave components, however due to its bulky structure 
it is difficult to manufacture at low cost and integrate it into 
planar structures. To answer this problem and for a Clutter 
less, scientists have opted for the development of planar 
structures. A promising new technology has emerged 
substrate integrated waveguide (SIW) [5]. 
The SIW technologies are used for the design of various 
components serving hyperfrequency systems such as: WIFI 

antenna [3], leaky wave antenna [4] antipodal antenna [2] 
band-pass filter using reactive longitudinal periodic 
structures [7]. 
Another promising approach is the defected ground 
structure (DGS), which is etched as cells in the ground plane 
of planar circuit board to generate resonance, increase   
stop-band reduction and reduce size of the circuit.[6][8] 
The half mode substrate integrated waveguide (HMSIW) is 
an integrated waveguide with modified the proposed 
structure. It shows similar propagation characteristic to that 
of SIW and smaller size. Moreover, and it also retains the 
same advantages of low loss, compact size and high Q 
quality factor [10].  

II. SIW WAVEGUIDE DESIGN METHOD  

The main problem in SIW circuit design is related to 
minimizing losses. It is just necessary to modify geometrical 
parameters, namely the thickness of the substrate “h”, the 
diameter “d” of the metal vias and their spacing “s” and the 
SIW waveguide width “as” [9]. To design a good SIW 
structure, you must adhere to certain design rules.  
 

 
Figure 1. Dielectric filled waveguide DFW with SIW configurations. 
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For dielectric filled waveguide DFW, the dimension “ad” of 
the waveguide is calculated by Equation 1 where εr is the 
relative dielectric constant of the dielectric that fills the 
waveguide and “a “is dimension of classic waveguide [1]. 

                                     d

r

a
a

ε
=                                (1) 

The same cut-off frequency (fc) for the dominant TE10 
mode for a DFW can be obtained by equation 2[5]. 
                                          

                                        
2c

d

c
f

a
=                                   (2) 

 
Aiming to work at the same cut-off frequency the first 
empirical design equation of a SIW is related to its width 
“as”, and it is given by equation 3[7]. 
                               

                                
2

0.95s d

d
a a

s
= +                           (3) 

 
To minimize the radiation and return loss due to the field 
leakage from the gaps between vias, two conditions are 
required: d < λg/5 and S ≤ 2d where λg is the guided 
wavelength [7].                    
 
                                  

( )2 2

2

2

2 r

g
f

c a

πλ
π ε π

=
 
 
 

                    (4) 

              
The transition between the micro-ribbon line and the 
substrate integrated waveguide and the improvement of their 
performance requires the calculation of the output 
impedances Zpi from the input impedance which is equal to: 
50Ω. The Impedance is calculated using the following 
equations [1]. 
  

                                   
2

8pi TE
s

h
Z Z

a

π
=                              (5) 

 
ZTE : represent the wave impedance for the TE10 mode it’s 
given by following equation [1].  
 

                                 g
TE

r

Z
λµ

ε λ
= ×                            (6) 

 

III. BAND-PASS SIW FILTER DESIGN 

 
Using the CST we designed a new SIW-DGS band-pass 
filter structure for C-band on FR4 based substrate having a 
loss tangent approximately 0.018, a relative permittivity of 
4.3, a thickness h of 1.54 mm and the thickness of the 
conductor equal to 0.05mm. The DGS cells inserted at the 
top plane and bottom plan are shown in the figure 2.  

     
                        (a)                                                  (b) 

Figure 2. The proposed DGS structure in the (a ) top plan and (b) bottom 
plan for SIW filter  with : L1=1 mm, L2=0.5 mm L3=0.5 mm, b=1.5 mm  
K=0.5 mm, g=0.5 mm, a1=1.13 mm, a2=0.5 mm, a3=1.13 mm, a4=11 mm 
f=3 mm, e=12 mm. 

 
We take the structure of the filter with two cascading DGS 
cells in the top plane with a distance between them equal to 
5.5 mm, and two cascading DGS cells in the middle of the 
bottom plane with a distance between them equal to 
1.61mm. The simulation results is shown in the Figure 4. 
 

 
                                                   (a) 

 
       (b) 

Figure 3. Structure of the DGS-SIW band-pass filter, (a) top view (b) 
bottom view with Win=3.2 mm, Wout=5 mm, Lin=7.4 mm, Lout=10.5 
mm, as=20 mm, s=1.8 mm, d=1 mm, x=40 mm. 
 

 
                                                                                                                 
Figure 4. Transmission coefficient and return loss of SIW DGS filter. 
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From Figure 4 we observe that the transmission power is 
very good in the frequency band [4.3-5.8 GHz], and the 
reflection is weak, we observe many peaks, the best reaches 
 -28 dB at the frequency of 4.5 GHz. The rejection is very 
good and it reaches -56 dB around the frequency of 6.6 
GHz. From this analysis it can be said that this SIW filter is 
functional in the C band with good performance. 
 

 
 
Figure 5. Distribution of the electric field at the frequency of 4.5 GHz. 
 
Depending on distribution of the electric field, most of the 
energy is confined in the DGS cells, so that most of the 
transmission can be done around the cells, which can reduce 
the transmission loss resulting from the coupling opening in 
a conventional cavity filter. 

        VI.    HMSIW BAND-PASS FILTER DESIGN 
 
For The half-mode SIW filter, simply cut of the previous 
structure in two and eliminate one half and keep the other 
half. We use the parametric study by CST software for 
optimized the filter performance. The half mode SIW band 
pass filter structure is shown in the Figure 6 with the 
optimized value.  
The distance between DGS cells in the top plan is: 0.50 mm 
and between DGS cells in the bottom plan is 0.24mm. 
 

 
                                                (a) 

 
                                                        (b) 
 
Figure 6. Structure of Half mode SIW filter (a) top view (b) bottom view. 

The simulation results by the CST software are shown in the 
following figure: 
 

 
 
Figure 7. Transmission coefficient and return loss of HMSIW filter. 
 
From the previous figure we observe that: the transmitted 
power is zero and the reflected power is total in the band 
ranging from 0.1 to 4.2 GHz. In the band [4.3-6.8 GHz] the 
transmission power increases and it reaches -1.8 dB and the 
reflected power has several peaks the best reaches - 22 dB 
around the frequency 6.1 GHz. about the rejection it is good 
and it reaches -39 dB at a frequency of 7.5 GHz. 
 

 
 
Figure 8. Distribution of the electric field at the frequency of 6.1 GHz. 
 
We observe from distribution of the electric that the energy 
restrained in the DGS cells so that most of the transmission 
can be carried out around the DGS cells which can reduce 
the transmission loss resulting from the coupling opening in 
a conventional cavity filter 

V.    COMPARAISON OF THE RESULTS 

In Figure 9 and Figure 10, the results of comparisons are 
made between CST Microwave Studio and Ansoft HFSS 
respectively transmission coefficient and return loss. HFSS 
tool based on the finite element method (FEM) and CST 
Microwave studio uses FIT (finite integration technique, a 
relative of FDTD) for its transient solver. 
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Figure 9. Transmission coefficient of SIW DGS filter.  
 
 

 
 
Figure 10. Return loss of the SIW DGS filter.  
 

From the figure 9 and figure 10 it is show that excellent 
results are obtained. The simulation results show a good 
agreement of the cut-off frequency that is of 4.6 GHz. We 
observe a good agreement in the filtered band ranging from 
4.6 to 6.4 GHz with an insertion loss of about −0.95 dB in 
the transmitted bandwidth and the recorded return loss 
reaches until −36 dB at the frequency 5.2 GHz and 6 GHz. 
It can also be noted that we have an agreement in the 
rejection bands that ranging from 1 to 4.5 GHz and from 6.5 
to 8 GHz. A gap of several dB is observed because each 
software program use different numerical methods. We 
obtained a good agreement between the obtained results by 
CST Studio and Ansoft HFSS software which demonstrates 
our proposal. 
 

                           VI.    CONCLUSION 
 
In this work a DGS SIW band-pass filter is designed and 
simulated for C-band applications, the design method is 
discussed. CST and HFSS software are used for the 
simulation and we compared between obtained results. The 
proposed filter possesses better out of band properties using 
cells DGS and he has better overall performance in insertion 
loss, return loss and size. The HMSIW filter has a size 
reduction of 50% compared to a similar SIW filter. This 
type of filter is easy for integration with other planar circuit 
compared by using conventional waveguide. This SIW DGS 
band-pass filter has high-rejection so it is suitable for 
practical applications. 
The results from our work are in good agreement with 
previous research done on this topic and we will work to 
miniaturize the size of this filter with high performance in 
return loss, insertion loss and rejection. 
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Abstract— recently, several adaptive filtering algorithms have 

been combined with dual blind source separation (BSS) 

technique for acoustic noise reduction and speech signal 

enhancement. This smart combination gives good results in 

term of speech quality and convergence rate when the acoustic 

environments are characterized by dispersive impulse 

responses. However in videoconference applications, the 

impulse responses are non-dispersive (i.e. sparse). In this 

paper, we propose a new implementation of dual Backward 

BSS technique based on µ-law proportionate algorithm for 

speech enhancement. This new implementation is proposed 

exactly to resolve the problem of non-proportionate backward 

algorithm when the acoustic environment is characterized by 

sparse impulse responses. To validate the performance of 

proposed algorithm, we do intensive experiments based on 

several criteria.  

Keywords— Speech quality; µ-law proportionate algorithm; 

Backward BSS structure, Convergence speed. 

I. INTRODUCTION 

Noise cancellation (NC) is often used in many 
applications in telecommunication systems such as hand-free 
telephony. To improve the robustness of telecommunication 
systems [1-2], several techniques are proposed to resolve this 
problem [3-5]. Recently, blind source separation (BSS) 
technique has been used exactly in two-channel convoluted 
dispersive systems to separate the speech and acoustic noise 
[6-7]. A very important works have investigated in NC 
subject by using different adaptive filtering algorithms 
combined with the BSS techniques [8-10]. These approaches 
are proposed to improve the behavior of NC systems in 
terms of speed convergence and steady state [8]. The dual 
backward BSS is important structure that is used to enhance 
the speech signal. Full analyses of this method are described 
previously [8-15]. 

In all these works, the two-channel backward adaptive 
filtering algorithms have been proposed in time and 
frequency domains [8]. These algorithms are used to 

identify the dispersive impulse responses (IRs). The two-
channel backward normalized least mean square (NLMS) 
algorithm presents an important solution for acoustic noise 
reduction. However, the main drawback of this algorithm is 
their poor performance when the IRs are sparse. This 
inconvenience is well observed in transient phase. To 
overcome these problems, this algorithm have to consider 
the following notes, (i) need to adapt a relatively long filter, 
and (ii) unavoidable adaptation noise occurs at the inactive 
region of the tap weights [16]. 

In this paper, we propose a two-channel backward 
NLMS algorithm based on µ-law proportionate version 
(noted BMPNLMS for Backward µ-law Proportionate NLMS). 
This algorithm based on specific normalized step-sizes and 
proportionate technique. The BMPNLMS algorithm allows 
improving convergence speed and the misadjustement. 

This paper is presented as follows: in section 2, the two-
channel convoluted system is detailed. In section 3, we 
present the classical backward NLMS algorithm (BNLMS). 
The proposed BMPNLMS algorithm is presented in Section 4. 
In section 5, we present the simulation results part and 
finally the conclusion is presented in section 6. 

II. TWO-CHANNEL CONVOLUTIVE SYSTEM 

In this system, we consider a first source of speech ( )ns  

and a second source is punctual noise signal ( )nb . These 
two source signals are convolutedly mixed with two 
impulses responses of mixture system ( ( )nh12  and ( )nh 21 ) 
[3-4]. The output signals of this model are given by 

 ( ) ( ) ( ) ( )nh*nbnsnp 211 +=  (1) 

 ( ) ( ) ( ) ( )nh*nsnbnp 122 +=  (2) 

 where (*) represents the convolution operation. 
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( )nh12

( )nh21

+

( )nb

( )ns

( )np2

( )np1

+
 

Figure 1.  Two-channel convolutive mixing system 

We assume that, the first microphone is close to the speaker 
and the second microphone is close to the noise source, 
thus, the direct acoustics paths are equal to the Kronecker 
unit impulse [3, 4, 8]. 

III. ACOUSTICS IMPULSE RESPOSE TYPES 

In several situations as a conference system or a hands-
free communication system, where an acoustic noise 
canceler is required to estimate an acoustic impulse 
response. The length of an acoustic impulse response is 
related to the reverberation time of an enclosed space, while 
the reverberation time is proportional to the volume of the 
space and inversely proportional to the absorption area [6]. 

Dispersive impulse response (DIR): A dispersive impulse 
response (DIR) has distributed most of its energy more or 
less evenly across all of the coefficients.  

Sparse impulse response (SIR): Conversely, a sparse 
impulse response (SIR) is that in which a large percentage 
of the energy is distributed to only a few coefficients, while 
the remaining are zero or small enough to be ignored. 

Figure 2 illustrates two examples of DIR and SIR [17-18]. 
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Figure 2.  Impulse responses with L = 128, (a) DIR and (b) SIR. 

IV. BACKWARD BSS STRUCTURE BASED ON NLMS 

ALGORITHM   

In this section, we present the backward adaptive filtering 
NLMS algorithm (BNLMS). Firstly, we presents the dual 
backward BSS structure that is presented in Fig. 3. At the 
output of this structure, the estimated speech and acoustic 
noise signals are estimated as: 

 ( ) ( ) ( ) ( )nw*nb
~
 -np=ns~ 211  (3) 

 ( ) ( ) ( ) ( )nw*ns~ -np=nb
~

122  (4) 

The optimal solutions for the two adaptive filters are 
given as 

 (n)h(n)w 21
opt
21 =  (5) 

 (n)h(n)w 12
opt
12 =  (6) 

By inserting (1) and (2) in (3) and (4), as we consider the 
optimal solutions for the two adaptive filters, see (5) and 
(6). The output signals relations of can be rewritten as 

 ( ) ( )ns=ns~  (7) 

 ( ) ( )nb=nb
~

 (8) 

The adaptation relations by NLMS algorithm of (n)w12  

and (n)w21  are given by the following expressions: 

 ( ) ( )
( ) ( )

( ) ( )
nlms

T121212 ξ+n~n~
nb

~
  n~ 

 µ+1-n  =  n
ss

s
ww  (9) 

 ( ) ( )
( ) ( )

( ) ( )
nlms

T212121 ξ+n
~

n
~

ns~ n
~
 

  µ+1-n  =  n
bb

b
ww  (10) 

where T1)]+L-(ns~ , ... (n),s~[=(n)~s , 

and T1)]+L-(nb
~
 , ... (n),b

~
[=(n)

~
b . 

12μ  and  21μ  are the step-sizes of (n)w12  and  (n)w21 , which 
must be chosen between 0 and 2 to achieve convergence of 
adaptive filters. 

V. PROPOSED BACKWARD µ-LAW PROPORTIONATE 

NLMS ALGORITHM (BMPNLMS) 

In this part, we present an efficient version of the 
backward NLMS algorithm based on µ-law proportionate 
and normalized step-sizes for speech signal enhancement 
and acoustic noise reduction.  
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Figure 3.  Dual backward NLMS algorithm. 

In this algorithm, the adaptive step-sizes are calculated 
from the last estimate of the filter coefficients in an efficient 
way that the step-size is proportional to the size of the filter 
coefficients [16-18]. This is resulted to adjust the active 
coefficients faster than the non-active ones. 

We propose the BMPNLMS algorithm to improve the 
convergence rate of adaptive filters tend their optimal 
solutions and to enhance the speech quality, exactly in two-
channel sparse system. The updating formula of adaptive 
filters ( )n12w and ( )n21w are given by: 

( ) ( )
( ) ( ) ( )

( ) ( ) ( ) ξ+n~1-nn~
nb

~
  n~1-n 

 µ+1-n  =  n
21

T
21

121212
s Qs

s  Q
ww       (11) 

( ) ( )
( ) ( ) ( )

( ) ( ) ( ) ξ+n
~

1-nn
~

ns~ n
~

1-n 
  µ+1-n  =  n

21
T

21
212121

b Qb

b Q
ww    (12) 

where ( )n21Q  and ( )n21Q  represent the diagonals step-
size control matrix (L x L) that are introduced here to 
determine the step-sizes of each filter coefficient. This 
approach used an approximation of the optimal 
proportionate step-size in order to achieve the fastest 
convergence during the whole adaptation process until the 
filter reaches its steady state [18]. ( )n21Q  and ( )n21Q  
presented in two equations (13) and (14) are calculated as: 
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n 1L
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where the modified ( )n
2,1 lγ  and ( )n

,12 lγ  are given by 

 ( ) ( )( ){ }nw  ,    maxn
12,122,1 ll FFF×ρ=γ  (15) 

 ( ) ( )( ){ }nw  ,    maxn
21,21,12 ll FFF×ρ=γ  (16) 

with  

( )( ) ( )( ) ( )( ){ }  nw  ,   ,nw  ,nw  ,  max 1-L12,12,112,012 FFFFF δ=   (17) 

( )( ) ( )( ) ( )( ){ } nw  ,   ,nw  ,nw  ,  max 1-L,12,112,01212 FFFFF δ=   (18) 

ρ and δ are positive numbers with theirs typical values 
are ρ = 5/L and δ = 0.01.  ρ presents a very small coefficient 
from stalling. δ regularizes the updating when all 
coefficients are zero at initialization.  

Noting in the proposed algorithm that ξ is the 

regularization parameter is given by, Lnlmsξ=ξ . 

 

−

−

+

+

X

( )n21w

( ) Q 1-n    

of Estimation

12

( )n12w

logµ

Max

X

Max

Avg.

Normalization

Diagonilization

X

( )( )1-nwF 21

( )1nq 12 −

( ) Q 1n12 −

δ

ρ

Abs( )1nw 21 −

( )nl,12γ

( )np1

( )np 2

1z −

( ) Q 1-n    

of Estimation

12

log µ

Max

X

Avg.

Normalization

( )( )1-nwF 12

( )1-nq12

( ) Q 1-n12

δ
ρ

Abs ( )1-nw12

( )nγ l12,

1z −

Diagonilization

( )ns~

( )nb
~

Max

 

Figure 4.  Detailed diagram of proposed BMPNLMS algorithm. 
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The proposed BMPNLMS algorithm was derived such that 
all coefficients attain a converged value to within a vicinity 
ε  of their optimal value in the same number of iterations 
[16]. 

 ( )( ) ( )( )
( ) 1L0                
1ln

nw1ln
nw 

12,

12,
−≤≤

µ+

µ+
= lF

l
l   (19) 

 ( )( ) ( )( )
( ) 1L0                
1ln

nw1ln
nw 

21,

21,
−≤≤

µ+

µ+
= lF

l
l    (20) 

The constant 1 inside the logarithm is to avoid obtaining 
negative infinity at the initial stage. The denominator 

( )µ+1ln  normalizes ( )( )nw 
12,lF

 
 and ( )( )nw 

21,lF  to be in the 

range [0, 1].  

The vicinity ε is a very small positive, and its value 
should be chosen based on noise level. Practically, 001.0=ε  
in sparse impulse response identification field, and µ  
represents 1/ε. 

VI. SIMULATION RESULTS ANALYSIS 

In this section, we present the simulation results of 
classical backward NLMS and proposed BMPNLMS 
algorithms. In order to qualify the performance of this 
proposed algorithm, we are interested on the estimated 
speech that we get in first output (i.e. ( )ns~ ) and the second 
adaptive filter (i.e. ( )n21w ). 

We consider the convolutive mixing model presented in 
Fig. 1 with,  

( )ns  is a speech signal phonetically equilibrated,  

( )nb  is a punctual noise. 

The sampling frequency is kHz 8Fs = .  

In the mixing model, we have used two sparse impulse 
responses ( )nh12  

and ( )nh 21
 that are convoluted with the 

original signals to generate the two noisy signals ( )np1  and 

( )np2  with input SNR equal -6 dB. The length of impulse 

responses is L=512. 

In order to evaluate the convergence time of proposed 
algorithm in comparison with non-proportionate algorithm, 
we have used the System Mismatch criterion that is 
calculated as follows: 

 ( ) ( ) ( )
( ) 










 −
=

n

nn
log 20nMS

21

2121
10dB

h

wh
 (21) 

For evaluate the quality of estimated speech signal 
obtained by the proposed algorithm, we have done other 
simulations based on objective speech quality measures 
which are the Segmental signal-to-noise ratio (SegSNR) 
criteria. The SegSNR criterion is given by: 

 ( )
( )

( ) ( )
VAD

is~-is

is

log 10=SegSNR λλ

∑

∑
1B

0=i

2

1B

0=i

2

10dB
(22) 

where ( )ns  and ( )ns~  are the original speech signal and the 
enhanced output, respectively. The parameter B represents 
the number of sample needed to obtain the average values of 
the output SNR (in all simulations of output SegSNR, we 
have used B = 128). The { }λVAD is a voice activity 

detector that detects the presence/absence of speech 
sequences. 

To confirm the good performance of the proposed 
algorithm in terms of distortion, we have used the Cepstral 
Distance that is estimated as follows: 

 ( )( ) ( )( )[ ]∑
U

1=p

2

dB p,ωS
~

log-p,ωSlog=DC ISFT (23) 

where [ ]•ISFT  denote the inverse-short-Fourier-

transform. ( )p,S ω  and ( )p,ωS
~

 are, respectively, the 
short-Fourier-transform (SFT) of the original speech signal 

( )ns  and the enhanced output ( )ns~ . 

   In Table 1, we have summarized all selected optimal 
parameters of classical and proposed algorithms. The 
original speech signal and the estimated speech signals 
v1(n) obtained  by the classical BNLMS and proposed 
BMPNLMS algorithms are presented in Fig. 5.  

We have reported in Fig. 6, the SM evolution. Each point 
corresponds to a smoothing of 256 consecutive frames. As 
we have done others experiments according to the input 
SNR and CD criteria, by using four types of acoustic noise 
(white, USASI, babble and street) with the length of the real 
and adaptive filters is large, i.e. L=512.   

TABLE I.  TABLE TYPE STYLES 

Algorithms Parameters values 

Classical BNLMS 6
nlms 10−=ξ

 

Proposed BMPNLMS 
Lnlmsξ=ξ ,

     
ρ= 5/L  

δ = 0.01,    ε=µ 1 ,     001.0=ε  
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Figure 5.  Detailed diagram of proposed BMPNLMS algorithm. 

0 100 200 300 400 500 600 700
-50

-40

-30

-20

-10

0

10

S
M

 i
n

 d
B

Bloc of 256 samples

 

 
Classical BNLMS 
 Proposed BMPNLMS  

 

Figure 6.  Detailed diagram of proposed BMPNLMS algorithm. 

 
From Fig. 6, we note the good convergence speed 

performance of the proposed backward µ-law proportionate 
NLMS algorithm (BMPNLMS) compared with classical non-
proportionate backward NLMS algorithm in very noisy 
environment. As we note that the best values of final SM are 
obtained by proposed BMPNLMS algorithm in sparse 
convolutive system.  

The obtained values of SegSNR and CD evaluation are 
reported respectively on Table 2 and Table 3. 

 

TABLE II.  OUTPUT SNR EVALUATION FOR BNLMS AND BMPNLMS  
ALGORITHMS  

Noise 
type 

Input SNR 
(dB) 

SegSNR in dB 

Classical BNLMS Proposed BMPNLMS 

White 

-6 46,75 50,92 

0 48,22 52,1 

6 50,02 54,80 

USASI 

-6 45,38 50,05 

0 48,69 51,77 

6 49,79 54,43 

Babble 

-6 44,01 50,23 

0 45,08 52,98 

6 48,89 53,71 

Street 

-6 45,03 50,22 

0 46,93 52,12 

6 49,25 54,99 

TABLE III.  CD EVALUATION FOR BNLMS AND BMPNLMS  
ALGORITHMS  

Noise 

type 

Input SNR 

(dB) 

CD in dB 

Classical BNLMS Proposed BMPNLMS 

White 

-6 -6.80 -7.3 

0 -7.01 -7.98 

6 -7.75 -8.53 

USASI 

-6 -5.95 -6.76 

0 -6.51 -7.21 

6 -6.96 -7.69 

Babble 

-6 -6.61 -6.98 

0 -6.69 -7.33 

6 -7.70 -8.76 

Street 

-6 -6.42 -7.00 

0 -7.09 -7.91 

6 -7.33 -8.24 

From the obtained results presented in Tables 2 and 3, we 
note the good behavior of proposed backward µ-law 
proportionate NLMS algorithm (BMPNLMS) compared with 
other ones (BNLMS). This behavior is noted in different 
situations, noisy types (i.e. white, USASI, babble and street) 
and different input SNR (i.e. SNR = -6 dB, 0 dB and 6 dB). 
We conclude that the proposed BMPNLMS algorithm had 
given the higher output SNR and low CD values. 

VII. CONCLUSION 

In this study, we have proposed the dual backward µ-law 
proportionate NLMS algorithm (noted: BMPNLMS) for 
speech quality enhancement and acoustic noise reduction. 
This algorithm is mainly proposed exactly to improve the 
convergence speed in initial phase, when the two-channel 
convolutive mixing model is characterized by sparse 
impulses responses as in conference room. Intensive 
simulations are carried out to validate the superiority of the 
new proposed algorithm. Basing on the SM criterion results, 
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we have noted the fast convergence speed in initial phase of 
proposed algorithm compared to the non-proportionate 
algorithm. The superiority of proposed algorithm in term of 
estimated speech quality is proven by output SegSNR and 
CD criterion exactly in two-channel sparse convolutive 
system. 
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Abstract— The telephone networks have experienced a 

remarkable growth and a grandiose evolution where the offered 

services have multiplied.To meet this evolution it was necessary 

to integrate the telephone data traffic on the IP network (ToIP) 

to benefit from an important quality of service but the telephone 

networks have been affected by the problems of IP networks, the 

protocols have become more complex and the security breaches. 

In this work, we focused on security breaches and their remedies 

in an Autism platform called Info Parole, which is free, records 

the speech of our autistic patients, and uses the ToIP as a 

support.This article is devoted to implementing a penetration test 

of attacks against a next generation mobile Net that emulates a 

telephone Net over IP of a company by the WIFI access Net and 

this has integrated a security lab for the ToIP of an small/large 

business company. 

Keywords—Telephone Networks,Security ToIP, protocols, 

Autism Platform 

I. INTRODUCTION 

Choosing a school for a mentally unbalanced kid, particularly 
a youngster who requires concentrated treatments is a profound 
obligation. The choice may have a significant and enduring effect 
on the youngster's life and family. Since mental imbalance can 
posture such serious difficulties to families, guardians are 
regularly ready to attempt to do pretty much anything to support 
their medically introverted youngster. Taking a subsequent home 
loan, selling one's home, and moving are normal.  

The most important point we want to emphasize is that 
people with autism have the potential to grow and improve. 
Contrary to what you may hear from professionals who are out of 
touch with reality or read old books, autism can be treated. It is 
important to find effective services, treatments and education for 
children with autism as soon as possible. 

A survey conducted in 2019 shows that more than half of the 
people concerned are in dire need of information. 38% of them 
waited more than a year before being referred to a support 
system. In addition, for 46%, it took more than six months to find 
a health professional. Faced with this situation, we want to 
embark on this type of platform for listening, advice and services.   

Telephone or on the Internet, everyone can find answers to 
their questions about screening, diagnosis, different therapies, 
education, patient rights, as well as addresses of host institutions, 
associations, cultural and sports centers for people with autism. 
Among the treatment methods, integrate these autistic people into 
communication boxes where they will use video or telephony 
services on ip, where health professionals will try to integrate 
them with society and this via fictitious client servers, so we will 
simulate the actors (clients) to be able to force the autistic person 
to talk. 

Therefore, we will use a number of strategies to be able to 
secure this ToIP and that will be the purpose of this article, 
tostart soon our second article, which will take intoconsideration 

the speech of these autistic people and study it through deep 
learning. 

Information and communication (Com) technology markets 
are currently undergoing structural change, so as conventional 
telecoms networks (Nets) have been planned and implemented for 
the transfer of specific data such as telephone calls or pure data 
packets [1]. Recent competitive growth, new market demands, and 
technological developments have fundamentally changed the 
traditional attitudes of the telecoms industry [2]. Theseare 
currently characterized by the rapid growth of broadband 
connections, the convergence processes of various Net 
technologies and the emergence of a uniform IP standard for 
individual and mass Coms [3].Traditional telecoms operators are 
facing a multitude of new challenges. Their previously successful 
fixed Net business is under increasing pressure. [4] New Com 
opportunities, such as the telephone over the Internet, and the 
growing market share of mobile telephony are of great concern 
[5]. 

To counter these losses, Netoperators are investing more 
heavily in the growth driver, broadband. The consolidation of 
telephone, Internet and television - known in telecoms sector as 
Triple Play Services (TPS) - has become the driving force behind 
these new business models [6]. 

The traditional market boundaries between fixed Nets, mobile 
telephony and data Nets are disappearing faster and faster. This 
gives the customer the advantage he can have over a very wide 
range of services, regardless of his access technology.  

This development requires a meta-infrastructure beyond the 
existing, subordinate Nets - a core Net for all access Nets:new 
Nets it called the Next Generation Net [7]. 

Internet Protocol is the most important integration factor 
because it is available worldwide and it can use almost any service 
and application in any Net. Customers now require EoIP 
(Everything over IP), which requires NGNs with the ability to 
serve new multimedia services on a single device.  

The general idea behind NGN is that a Net transports all 
information and services (voice, data and all types of media such 
as video and IPTV broadcasting) [8] by encapsulating them in 
packets, similar to those used on the Internet.  

NGN Nets are generally built around the Internet protocol, and 
therefore give rise to the expression ALL-IP by that we can 
integrate the telephone com (voice) into NGN Nets.Next 
Generation Nets (NGNs) are being implemented worldwide to 
radically change the cost base, agility and service capabilities of 
telecoms providers. 

This article is devoted to implementing a penetration test of 
attacks against a next generation mobile Net that emulates a 
telephone Net over IP of a company by the WIFI access Net and 
this has integrated a security lab for the ToIP of an small/large 
business company. 
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II. EXPERIMENTALIMPLEMENTATION 

Our implementation is to realize an IP telephony Net and then 
we launch hacking attacks on the Net and at the end of the 
implementation; we secure it so that the hacking attacks do 
nothing to the Nets.Two scenarios have been made: 

First scenario 

A company that has only one site, so the Net used for ToIP is 
a LAN Net with WIFI access points and a router to connect with 
the outside world. 

We added a firewall to block attacks from the outside and in 
the inside, we added a hacker to test attacks on LAN users as we 

can see in the fig.1. The first scenario consists in creating a ToIP 
Net on LAN, i.e. the company has only one site. 

The previous figure shows the Net topology which contains a 
router to connect the LAN to the Internet and to connect the access 
point to the asterisk server so that SIP clients can call each other.  

To test the Net security, we added a hacker who attacks LAN 
entities. For threats coming from outside, we have placed a new 
generation ASA firewall between the LAN router and the ISP PE 
router, i.e. the Internet. That blocks all attacks from the outside to 
the LAN as well as for NAT. 

 
 

 
Figure.1. Schematic representation of the first scenario. 

 

Second scenario 

In this scenario we are interested in multi-site company, the 
two LANs represent two sites, one in Algiers and the  

 

 

other in Oran, the WAN represents the Internet service 
provider. The following topology represents the global Net: 

 
 

Figure.2. Schematic representation of the second scenario.
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III. PROCEDURE AND USED MATERIALS  

In order to carry out both scenarios, it was necessary to use 
GNS3 and connect the different topology entities to the 

associated virtual machines (Asterisk "FreePBX" server and 
two machines to test the "windows 7" calls, kali Linux "pirate", 
ubuntu "IDS"). 

-A PC with an i5 5200 processor with 8Gbps of RAM. 

-A TP-LINK WIFI modem to connect mobile SIP clients. 

-Two smartphones with Android iOS to use as mobile SIP 
clients. 

Note: To increase the speed of implementation execution, 
you need a PC with an i7 processor and at least 16 Gbps of 
RAM. 

IV. THE SOFTWARE USED IN THIS IMPLEMENTATION 
GNS 3 

It is free software that runs on multiple platforms, 
including Windows, Linux, and MacOS X, allowing the 
emulation or simulation of computer Nets for advanced 
functions. 

In order to best meet our needs, GNS3 supports a wide 
range of router and switch types and allows endpoint clients to 
connect to virtual machines. For our part, we use it mainly to 
test IOS features. For example, we used it to do tests around 
OSPF (redistribution, filtering, authentication,). 

Create true Linux and Windows virtual machines and other 
desktop, server and tablet environments, with configurable 
virtual Net configuration and Netsimulation. 

Asterisk server 

Asterisk is an open source framework for building 
communication applications, it allows to transform an ordinary 
computer into a communication server. Asterisk powers IP 
PBX systems, VoIP gateways, conference servers and other 
customized solutions. It is used by small businesses as well as 
large businesses, call centers and government agencies, 
Asterisk is sponsored by Digium. 

The server Asterisk the routing of incoming calls to their 
destinations, in addition it offers a wide range of services, 
including: 

- Speed dialing to defineshortcuts. 

- On-hold and on-holdmusic. 

- Visual indicator of messagewaiting. 

- Voice mail (automatic answeringmachine). 

- Notification and listening by e-mail of messages left on 
your answering machine(voicemail) 

- Conference management: being able to hold meetings 
remotely. 

- Detailedinvoicing. 

- Authentication of callingusers. 

ASA Firewall 

Next-generation Cisco ASA firewall services address these 
needs by integrating new features, including Application 
Visibility and Control (AVC) and Web Security Essentials 

(WSE), into the industry's most proven stateful inspection 
firewall. This combination provides end-to-end Net 
intelligence and simplified security operations. And the 
ability for your company to leverage the benefits of new 
applications and devices to improve productivity without 

compromising security [9]. 

The next-generation ASA firewall incorporates user and 
application recognition features that provide users with 
improved visibility and control of Net traffic. 

Kali Linux 

Kali Linux is an open source project that is maintained and 
funded by Offensive Security, a provider of information 
security training and penetration testing services. In additionto 
Kali Linuxwe installed kali on a virtual machine and 
connected it to the gns3 to performattacks. 

Snort "IDS/IPS" 

It is a free intrusion detection system (or NIDS). Originally 
written by Marty Roesch, it now belongs to Sourcefire. 
Commercialversionsintegratinghardwareandsupportservices 
are sold bySourcefire. 

Snort is also able to perform real-time traffic analyses and 
logpacketsonanIPNet.Itcan performprotocolanalyses, 
search/correspondencecontentandcanbeusedtodetectawide 
variety of attacks[11]. 

These analyses are based on rules, which are written by 
Sourcefire or provided by the community. Snort is provided 
with some basic rules but as any snort software is not infallible 
and therefore requires regular updating. 

Zoiper 

Zoiper is one of the most popular softphones on Windows, 
it allows you to create SIP and IAX clients compatible with all 
services(telephony,audioconferencing...).However,initsfree 
version it does not integratevideo. 

To make or receive calls, you must first obtain a user ID, 
password and server address to use this service. 

The ToIP part of the simulation performed is summarized 
in the following points: 

1. SIP Client (1000) is connected to the LAN switchand 
calls the (100) which is also a SIP client and is connected to 
the same Net. 

2. Since they have IP addresses of the same sub-Net, then 
the switch sends (forwards) the invitation to theasterisk server 
without going through therouter. 

3. The server checks its database and finds that both SIP 
clientsexist,sotheservercreatesapathtoconnectthesetwo SIP 
clients and pass the invitation (1000) with the client's 
destination address(100). 

Then switch forwards the invitation to the customer 
(100).  

Note:ifaclientSIPinviteanotherclientSIPwichislocated in 
another LAN, in this case the invite request mast be routed 
by the router wich is our secondscenario. 

Everything is done through the SIP protocol, the 
following figure details it: 
To understand SIP messages, there are six types of 

responses to sent requests. 

Configuration 

The big part of configuration is for the second scenario it 
resum in four parts: 

1. First,we configure the connection interfaces (each 
interface will have an address in the sub-Net range where 
itbelongs). 

2. Between the CE-PE routers (between R1 and R2, R5 
and R6), we configured the VRF and EIGRPprotocols. 
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3. Between the ISP routers (R2, R3, R4, R5), we 

configured the OSPF, BGP and VPNprotocols. 

4. Added MPLS to ISProuters. 

 
Figure.3. VPN activation configuratio 

V. RESULTS AND DISCUSSIONS 

The Kali linux attacks 

To perform attacks on the LAN, we added a pirate pc in 
the first scenario using kali linux. There are many attacks 
and since the implementation concerns ToIP we have made 
attacks that threaten it. 

DOS attack: (denial of service) consists in saturating the 
victim in order to block him (for example blocking a file 
server), make it impossible to access a web server or prevent 
the distribution of email in a company. this attack consists in 
sending several simultaneous requests to the victim, it is the 
most used. We have attacked in the first scenario the computer 
next to the hacker with the DOS: 

First, we test the victim's connectivity by pinging to the 
output router. In next, we have run msfconsole on the hacker 
machine "kali Linux" and perform the DOS attack: 

 

 
Figure.4. MPLS protocol  addedtoISP routers interfaces. 

Note: MPLS/VPN two protocols used to secure the data 
traffic along the route of the ISP Net. 

MPLS builds a tunnel from the transmitter to the receiver and 
VPN allows to encrypt the data flowing into the tunnel via the 
IPs protocol. Against the victim PC with address 192.168.1.10 
[12]. 

Result of the DOS attack 

 
Figure.5. Capture showing the PC victim is out of session. 

Nmap (Net Mapper):is an Open Source port scanner. It is 
designed to shut down open ports, hosted services and 
information about a remote computer's operating system.To 
launch it, just type "nmap @ of the victim" (For example our 
victim is the Asterisk server). 
 

 

Figure.6. Capture showing the launch of the Nmap attack against  

AsteriskServerwiththeaddress192.168.1.4[12], Ping of death: 
It is a ping that has a data length greater than the maximum size. 
When it is sent, the ping of death is fragmented into smaller 
packets. The victim PC that receives these packets must then 
rebuild them. Some systems do not manage this fragmentation 
and freeze or crash completely. Hence the name of this attack. 

 

 
 

Figure.7. Ping launch of death attack against the victim PC with address 
192.168.1.10 [12]. 

VI. SECURITY MEASURES 

First scenario 

In our case, there are two security measures, security 
vulnerabilities from outside the LAN and from inside.For the 
outside, the security implemented consists in blocking all kinds of 
dangerous incoming flows for that, we installed a new generation 
ASA firewall.The second case consists in securing access to the 
LAN Net from the inside.  

There are many security policies, for our most appropriate case 
is to limit the switch access ports according to the number of 
users, otherwise if a hacker has been able to connect to the LAN, 
there is a softwarecalled "snort" that does the detection and 
prevention of intrusions "but as we say: prevention is better than 
cure" so it remains like a security plan B. 
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. 

Second scenario 

We added MPLS/VPN as security part of the second scenario 
as we can see the following figure shows that the MPLS/VPN 
security works correctly since after the command line traceroute 
192.168.4.1, the result displayed is none other than the end 
interfaces.On the other hand, the interfaces of ISP routers in the 
MPLS cloud are discrete; this is one of the main strengths of 
VPN. 

VII. CONCLUSION 

Our criteria for choosing the implementation for disoriented 
families, diagnostic wandering, unreliable or scattered 
information... While parents of autistic children have been 
denouncing for years a path of the fighter, Autism info paroles, a 
new national and free platform for information, guidance and 
listening on autism, was based on the important new features that 
have been introduced by the NGNs, over IP. 

Telephony is one of these new features and occupies the 
largest share of the NGNs. Since the purpose of this article is 
security in next- generation mobile Nets, the WIFI wireless 
access Net was chosen to add mobile users and the Net was 
secured by adding the ASA firewall. The gradual migration of 
protocols from traditional mobile Nets to new-generation Nets 
has brought significant improvements in communication "very 
low latency and a high number of connected devices" as well as 
the security of data exchanges.  

Now, the trend towards fifth generation technology has 
become necessary, as it provides the flexibility at the heart of its 
design to allow mobile operators to serve the Internet of Things 
(IoT) and support low-latency connections, as well as an 
improved high-speed mobile connection. With regard to the 
deployment of 5G, the NGNs control the core and access Net; 
this is the non-standalone mode (not autonomous) [13]. And for 
the security concepts currently proposed in 5G, they are based on 
a cloud-based approach for the core Net and for the access Net, 
i.e. based on very complex encryption algorithms that encrypt the 

flow of data carried regardless of the "wired, radio or optical" 
transmission technology. 
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Abstract. Anisochronous Synchronized Multi-Pulse PPM 
“AS-MPPM” is a new proposed modulation scheme based 
on MPPM proposed for the wireless optical systems. The 
proposed scheme resolves the symbol synchronization 
problem which may simplify the encoding and the decoding 
operations in the Free space Optical systems “FSO”. It 
shows a notable improvement in term of data speed and 
bandwidth efficiency compared to conventional MPPM. On 
the other hand, and as cost of these advantages, AS-MPPM 
shows a moderate power efficiency.  

In this paper we present the expressions of spectral 
efficiency, power requirements, and the data rate 
improvement normalized to PPM, and we also present 
comparison results to conventional MPPM and to 
Synchronized MPPM “S-MPPM”, which is a phase in the 
development of MPPM to AS-MPPM. 

Keywords 

MPPM, AS-MPPM, synchronization, spectral 

efficiency, power requirements. 

1. Introduction 

A free space optical communication system (FSO) is a 
telecommunication system that uses invisible beams of light 
to transmit and receive data information, and the free space 
(the atmosphere) as transmission channel. It's based on 
connectivity and visibility between transceiver units. 

 One of many challenges in designing FSO systems is the 
choice of modulation scheme; it is a principle factor in 
realizing a high performance FSO communication system at 
a reasonable cost and moderate complexity.  Coherent 
modulation techniques as Phase and frequency modulation 
are complicated and expensive [1], on the other hand 
Intensity Modulation and Direct Detection (IM/DD) is 
widely employed in optical wireless communication 
systems [2] for its simple implementation and low cost. 

As one of IM/DD modulation, OOK (On-Off Keying) 
is the simplest and the more widely adopted modulation 
scheme used in commercial FSO communication systems 
[3,4] because of ease in implementation, simple receiver 
design, bandwidth efficiency and cost effectiveness. As an 
alternative to OOK, PPM (Pulse Position Modulation) 
achieves higher power efficiency, but it has several 
drawbacks such as the complexity in implementation due to 
higher level of accuracy required in both slot and symbol 
synchronization and the rapid decline of spectral efficiency 
with increasing power efficiency [5]. As a new version and 
potential alternative to PPM, MPPM (Multi-Pulse Pulse 
Position Modulation) reduces the required transmission 
bandwidth in optical PPM to about half with the same 
transmission efficiency [6]. 

MPPM has good spectral efficiency compared to 
PPM; however the synchronization problem is always not 
solved, in order to find a solution for that problem and 
improve the MPPM data rate and spectral efficiency, we 
propose a new method of modulation “AS-MPPM” 
Anisochronous synchronized MPPM as a new version of 
the existing MPPM. 

The proposed scheme solves the symbol synchronization 
problem in FSO systems and shows a notable improvement 
in term of data rate and spectral efficiency. 

1. Pulse Position Modulation 

Pulse position modulation (PPM) is a method to 
increase transmission efficiency in the FSO systems. In this 
scheme, each symbol interval of duration T=log2 (M/Rb) is 
partitioned into M slots, each of duration T/M, and the 
transmitter sends an optical pulse during one of these M 
slots. The transmit pulse shape is given by: 

[ ]P,  for t  (m-1)T/M, mT/M
P(t)

         0,   elsewhere

 ∈= 


             (1) 

Where m= {1, 2 … M}, and P is the pulse power. 
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PPM is known for its power efficiency, but the PPM 
based systems suffer from the disadvantage of bandwidth 
expansion and high complexity in implementation (due to 
higher level of accuracy required in slot and symbol 
synchronization).  

In this paper, the PPM scheme will be used just as a 
benchmark to show the data rate improvement in the other 
modulation schemes, on the other hand the basic 
modulation OOK will be used as a benchmark to compare 
the power requirements of the other modulation schemes. 

2. MPPM (Multi-Pulse Pulse Position 

Modulation) 

PPM based system is more power efficient than OOK, 
but it has several drawbacks such as the complexity in 
implementation due to the higher level of accuracy required 
in slot and symbol synchronization and the rapid decline of 
bandwidth efficiency with increasing the power efficiency. 
As a potential alternative to PPM, MPPM (Multi-Pulse 
Pulse Position Modulation) has been proposed; this latter 
reduces the required transmission bandwidth in optical 
PPM to about half with the same transmission efficiency. 

MPPM is also called combinatorial PPM [7], is 
proposed as a modulation method to improve the hand-
utilization efficiency and allow for significantly improved 
data rate in optical pulse position modulation scheme 
(PPM). 

In MPPM, each  sequence  of  b bits  is  mapped  into one 
of L=2b symbols and transmitted to the channel, each 
symbol interval of duration (T=log2L/Rb) is partitioned into 
M slots, each of duration T/M, and the transmitter sends w 
optical pulses every symbol duration, the number of 
possible symbols is: 

M M!
L

w w!(M w)!

 
= =  − 

                         (2) 

Usually L is not a power of two, so generally we must 
discard some of the resulting signals to achieve L=2b. 

 

The average power requirement for the MPPM normalized 
to OOK is given by [5]: 

 MPPM

OOK 2

P 2w

P M d log L
=                         (3) 

d: Hamming Distance. 

The bandwidth B is roughly M/T the inverse of the chip 
duration, this paper defines the band utilization efficiency 
η  as the ratio of R to B, i.e. 

 b 2
 MPPM

 MPPM

R log L

B M
η = =                        (4) 

3. Synchronized MPPM “S-MPPM” 
In this section and as a first step we propose 

synchronized MPPM “S-MPPM”, where the main raison of 
this concept is to solve the symbol synchronization problem 
in MPPM. In this method, every symbol starts with a 
specific pulse, one time and half larger than the other 
pulses, Fig 1. 

 

 

 

 

 

 

 
Fig.1. Encoding Example of a serial data bit to S-3MPPM. 

In S-MPPM each b bit are encoded to one of L2 = 2b 
symbols and transmitted in the channel, the symbol 
duration T is partitioned into M slots, the synchronization 
pulse is of duration 3/2 Ts, and the other (M-1) slots are of 
duration Ts.  

The number of the symbols in the S-MPPM is: 

2

M 1 (M 1)!
L

w 1 (w 1)!(M w)!

−  −
= = − − − 

                    (5) 

The same case as in MPPM, usually L2 is not a power 
of two, so generally we must discard some of the resulting 
signals to achieve L2=2b.   

In the next sections and for the analysis clearness 
and simplicity, we will use three pulses for each symbol for 
all the modulation schemes. 

The number of the symbols in the S-3MPPM is given 
by: 

2

M 1 (M 1)! 1
L (M 1)(M 2)

2 2(M 3)! 2

−  −
= = = − −  − 

           (6) 

3.1    Data rate 

The data rate that can be achieved by a modulation 
scheme is of great importance, but it is not the only 
parameter to judge the performance of such scheme. The 
data rate that can be achieved by MPPM or S-MPPM is: 

 2  M log L
D (bit / s)

T
=                              (7)    

LM: L MPPM or LS-MPPM; 

Pulses of synchronization 

OOK 

S-MPPM 

t 

t 
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Fig.2. Number of bits per symbol for 3MPPM and S-3MPPM normalized 

to PPM. 

To show the improvement in data rate we define the 
parameter R, which presents the ratio in term of data rate of 
any modulation scheme to that of PPM. 

 M  2  M 

 PPM  2

D log L
R

D log M
= =                            (8) 

DM: D MPPM or DS-MPPM 

LM: L MPPM or LS-MPPM 

Figure 2 shows the ratio R of 3MPPM and S-3MPPM 
based on symbol length M.  3MPPM presents higher ratio 
compared to S-3MPPM where for M=6  the ratio of 
3MPPM is about 1.3 times greater than that of S-3MPPM 
and this deference decrease as M increase to be at M=32 
about 1.4, which makes S-MPPM so poor in term of data 
rate. 

3.2 Power requirement and bandwidth 

efficiency 

In the MPPM scheme, the average power requirement for 
each symbol is given by: 

MPPM 1 P wP=                                 (9) 

The average power requirement for each symbol of S-
MPPM modulation is given by: 

PS-MPPM=(w-1)P1+P2                              
(10) 

Where P2=3/2 P1. 
From (9) and (10), the relationship between the two powers 
MPPM and S-MPPM is given by: 

 S-MPPM 

 MPPM 

P 1
1

P 2w
= +                                (11)  

In order to find the average normalized power 
requirement for the S-MPPM scheme, we multiply (3) by 
(11): 

S-MPPM  S-MPPM  MPPM 

 OOK  MPPM  OOK 

P PP
x

P P P
=                (12)  

Consequently, the average normalized power 
requirement for the S-MPPM scheme normalized to OOK 
is given by: 

 S-MPPM 

OOK 2 2 

P 2w 1

P  Md log L

+
=                    (13) 

The general form of spectral efficiency of S-MPPM η  

is given by Rb/B: 

2 2
 S-MPPM

log L

M
η =                             (14) 

For w=3, the spectral efficiency of S-3MPPM is given 
by: 

2
2 2

 S-3MPPM

1
log (M 1)(M 2)log L 2

M M
η

− −
= =        (15) 

 
Fig.3. Normalized Power Requirement based on Bandwidth efficiency for 

3MPPM and S-3MPPM. 

Figure 3 shows the power requirements based on the 
spectral efficiency (bit/s/ Hz) for different values of M from 
6 to 32, the figure shows that the S-3MPPM presents the 
higher power requirement compared to 3MPPM (lowest 
power efficiency), the same thing for the spectral 
efficiency, where S-3MPPM has the lowest efficiency (the 
higher bandwidth requirement), where 3MPPM has the best 
spectral and power efficiencies, these results shows the 
weakness of the S-MPPM in term of spectral and power 
efficiencies, and makes the symbol synchronization ability 
the only advantage brought by this method, which require 
more improvement. 
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4. Anisochronous S-MPPM “AS-

MPPM” 

Digital pulse time modulations techniques fall into 
two categories, namely isochronous and anisochronous. 
Isochronous schemes encode data by varying the position 
or width of a pulse, but the overall symbol structure 
remains constant such as MPPM and S-MPPM, in contrast, 
anisochronous schemes have no fixed symbol structure [8].  

The proposed S-MPPM has solved the symbol 
synchronization problem, but it shows modest data rate, and 
poor spectral efficiency. As an alternative to S-MPPM, 
anisochronous S-MPPM “AS-MPPM” is a modified S-
MPPM modulation which displays a better spectral 
efficiency and a higher data rate by eliminating all the 
unused time slots from within each symbol. 

In order to avoid vicinity between a symbol ends with 
a pulse and another symbol starts with a pulse, an 
additional guard slot will be added to each symbol 
immediately following the last pulse. 

For AS-MPPM the minimum and the maximum 
symbol lengths are (w+3/2) Ts and (M+1/2) Ts 
respectively. So the mean symbol length is given by: 

 mean 
M w 2

M
2

+ +
=                           (16) 

The number of symbols in AS-MPPM is given by: 

3

M 2 (M 2)!
L

w 1 (w 1)!(M w 1)!

−  −
= = − − − − 

               (17) 

The same case as S-MPPM, Usually L3 is not a 
power of two, so generally we must discard some of the 
resulting signals to achieve L3=2b.   

For w=3: 

3

M 2 (M 2)! 1
L (M 2)(M 3)

2 2(M 4)! 2

−  −
= = = − −  − 

         (18) 

4.1 Data rate 
One of the main raisons of the migration from 

isochronous to anisochronous scheme is the improvement 
in data rate, the throughput that can be achieved by AS-
MPPM based on mean symbol length is: 

2 3 
AS-3MPPM 

mean 

log L
D

T
=                       (19) 

The ratio R based on average symbol length of AS-
MPPM scheme is: 

AS-MPPM 2 3  

PPM 2 

D (2M) log L
R

D (M w 2) log M
= =

+ +
             (20) 

For w=3, the ratio R is given by: 

AS-3MPPM 2 3  

PPM 2 

D (2M) log L
R

D (M 5) log M
= =

+
             (21) 

Figure 4 shows the ratio R of 3MPPM, S-3MPPM and AS-
3MPPM based on symbol length M. AS-3MPPM shows 
better data rate than S-3MPPM from M=8, and this 
advantage  increases as M increase, where for M=32 the 
ratio AS-MPPM is about 1.8 that of S-3MPPM. And 
compared to 3MPPM, AS-3MPPM presents low data rate 
for M<12, and after this value AS-3MPPM takes the 
advantage and outperforms 3MPPM as M increase, which 
makes AS-MPPM a strong scheme in term of data rate. 

 
Fig.4. Bits per symbol for 3MPPM, S-3MPPM and AS-

3MPPM normalized to PPM. 

4.2 Power requirement and bandwidth 

efficiency 

AS-MPPM has the same average power as S-MPPM, 
and the average normalized power requirement for the AS-
MPPM scheme normalized to OOK given by: 

 AS-MPPM 

OOK mean 2 3 

P 2w 1

P  M d log L

+
=               (22) 

For w=3, the normalized power requirements is given 
by: 

 AS-3MPPM 

OOK mean 2 3 

P 7

P  M d log L
=               (23) 

Note that the data rate of AS-3MPPM is not constant, 
we have to use the average bit rate based on average 
symbol length. So the bandwidth efficiency based on the 
average symbol duration is given by: 

2 3 2 3 
 AS-MPPM 

 mean 

log L 2log L

M (M w 2)
η = =

+ +
             (24) 

The Normalized average power and Band width 
requirements of S-MPPM and AS-MPPM are shown in 
“Tab 1”. 
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S-MPPM  AS-MPPM 

L 
1

(M 1)(M 2)
2

− −  
1

(M 2)(M 3)
2

− −  

Normalized 

power 

requirement 
 2  

2w 1

 M d log L

+
 

mean 2  

2w 1

 M d log L

+

 

spectral 

efficiency 
2log L

M
 2 3 2log L

(M w 2)+ +
 

Tab.1. Normalized average power and Band width requirements of 

S-MPPM and AS-MPPM. 

Figure 5 shows the power requirement based on the spectral 
efficiency (bit/s/Hz) of 3MPPM, H-3MPPM and AH-
3MPPM for different values of M from 6 to 32, as we can 
see, in term of spectral efficiency AS-3MPPM outperforms 
S-3MPPM from M=8, and compared to 3MPPM, AH-
3MPPM presents low spectral efficiency for M < 13, and 
outperform 3MPPM in that term as M >13, and when it 
comes to power efficiency AS-3MPPM shows good power 
efficiency only for M=6 compared to S-3MPPM, and low 
power efficiency compared to 3MPPM for all M values, 
which makes AS-MPPM a promising candidate when the 
spectral efficiency is of great importance and the symbol 
synchronization is required. 

 
Fig.5. Normalized Power Requirement based on Bandwidth 

efficiency for 3MPPM, S-3MPPM, AS-3MPPM. 

5. Conclusion 
In this paper we presented a modified concept of 

modulation compatible with FSO systems, called AS-
MPPM, Anisochronous Synchronized MPPM. The 
proposed scheme is a modified version of the existing 
MPPM. With AS-MPPM the symbol synchronization is 
solved with implantation of specific pulse in the beginning 
of each symbol and all the unusual slots are eliminated, 
beside the symbol synchronization ability the new scheme 

shows a notable improvement in term of data rate and 
spectral efficiency, and when it come to power efficiency 
the proposed scheme shows a modest power efficiency paid 
as cost of the mentioned advantages. 

This method is presented to achieve a good compromise 
between data rate, complexity, power efficiency, spectral 
efficiency and synchronization possibility, which makes 
this scheme a viable addition in the word of the 
modulations and a concurrent to several schemes 
compatible with FSO systems. 
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Abstract— In this paper, we have studied the quality factor 
(Q), bit error rate (BER) and eye diagram of a gigabyte 
passive optical network (GPON) used modulation formats, 
and compare Q, BER performance. Analysis performed for 
non return to zero (NRZ) and RZ line codes by using 
avalanche photo diode (APD) and P-Insulator-N (PIN) 
photodiodes receivers, revealed an improved Q-Factor by 
changing encoding techniques at different length optical 
fiber, bit rate, CW laser power and number of users. 
 
Keywords— EDFA, FTTH, GPON , BER, Q-Factor, APD, 
PIN, Optisystem.  
 

I. INTRODUCTION  

   Predicting the performance of fiber optic communication 
systems through numerical simulations has began to be an 
increasingly important way to complement expensive 
system experiments, and explore large variations in system 
designs that are difficult to study experimentally. Measuring 
an optical signal quality is the most important task in optical 
communication systems. Optical system quality evaluated 
by Q-factor BER is mainly depending on input power, bit 
rate, channel length, modulator, wavelength and receiver 
type [1]. Hence, the capacity demands for data transmission 
and optical fiber communication (OFC) technology have 
undergone an enormous growth. During long distance 
transmission in OFC systems, light signals get attenuated; 
and to recover from this problem we need an optical 
amplifier such as erbium doped fiber amplifiers (EDFA) [2].  
In this paper the system performance is measured in terms 
of Q-factor, BER and eye diagram by varying the system 
component with and without EDFA[1], The network layout 
is designed and simulated with Optisystem 7 software. 
 

II. FTTH-GPON SYSTEM 

   Optical line terminals (OLTs), optical splitters and optical 
network terminals (ONTs) are the three main components 
of  fiber to the home (FTTH)-GPON access network (Fig.1): 

•  OLT is the main element of a network, usually placed 
in the local exchange, and the engine driving the FTTH-
GPON system. Traffic planning [3]. 

•  Splitter having one input from port and multiple output 
ports is passive because it requires no external energy 
source other than the incident light beam. It is only add 
loss and broadband, mostly due to the fact that it 
divides the input (downstream) power. Such loss is 
called “splitter loss” or “splitting ratio”[3]. 

•   ONT, deployed at the customer premises, is connected 
to the OLT by means of optical fiber and no active 
elements are present in the link [3]. 

 
Fig. 1. FTTH-GPON network (Ref .1) 

 
The system could degrade becoming weaker in the channel, 
and signal is hence attenuated when some part of this is lost, 
and we need for that to use EDFAs. Using Optisystem 
software different modulation formats have been made, such 
as RZ and NRZ, and a comparison between both 
photodiodes APD and PIN photodiodes has been here 
performed [2]. 
 
 1. EDFA 
Because of its high gain and low noise feature, a great 
preference is given to the EDFA that enhances the quality of 
the signal and it helps to encounter the problems like 
attenuation and distortion, due to the used doping material: 
erbium (Er). EDFA has two bands named as L-Band and C-
Band, which are very commonly used these days, and a 
uniform gain at the wavelength range of 1550nm, hence it is 
the most suitable amplifier for this wavelength[2]. 
 
 2. PIN Photodiode  
PIN consists of three zones: the first zone in order to create 
a hole excess is called as P-doped, the second zone has an 
intrinsic region called absorption zone and the third zone is 
N-doped which creates an electron excess[4]. 
 
 3.APD Photodiode  
The avalanche effect is used to multiply the electrons in a 
photodiode. Such effect is used to increase the electrical 
signal power by generating several photoelectrons.[5] APDs 
are widely used in laser-based fiber optic systems to convert 
optical data into electrical form. They are high-sensitivity, 
high-speed semiconductor light sensors[6].  
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III. SIMULATION SETUP 

 
The study of Q-factor  and BER of GPON using Optisystem 
is summarized in Fig. 2 showing an EDFA schematic design 
in GPON system, s that consists of : 

•  Transmitter section including a pseudo random bit 
sequence generator (PRBSG), a continuous wave 
(CW) laser whose frequency and input power 0 dBm 
are respectively 193.1THz, an NRZ pulse generator  
(PG) and a Mach-Zehnder modulator  

 

 
Fig 2 . FTTH-GPON simulation setup 

 
•  Channel section : 

Optical fiber with length and attenuation of 100Km and 
0.2dB/Km and an EDFA whose length is 5m. 
 

•  Receiver section  which consists of a Bessel optical 
filter whose frequency and bandwidth of 193.1THz 
and 10GHz respectively, a PIN photo- detector, a low 
pass Bessel filter (LPBF), with a Cut off frequency of 
0.75*Bit, a rate and 3R Regenerator, and a BER 
Analyzer. 

 
A. Q- factor 

Q-factor is a parameter that directly shows the quality of the 
optical communication system, indicating how good (low 
loss) the system quality will be. The high the value of Q, 
better the quality of the system. Q-factor should be the best 
judgment, defined as the ratio of the signal and noise [3] : 

                         1 0

1 0

_
Q

µ µ
σ σ

=
+

                            (1) 

where |µ1−µ0| denotes the separation between the intensity 
levels of “1” and “0”, and σ1+σ0 is the sum of the standard 
deviations of the intensities around the levels of “1” and 
“0”. Based on the Gaussian approximation for the noise 
distribution in the received signal. 

B. BER 

BER is one of a key indicator to measure optical properties, 
in terms of which the system performance is estimated. It is 
not counted directly but measured by the evaluation of 
statistical fluctuations that are characterized by Q-factor as: 

2

2
1 1 1
2 2 2

QQ
B E R e r f c e

Qπ
− = = 

 

          (2) 

 
A transmission might have a BER of 10-6 for example., 
means that out of 1,000,000 bits transmitted, one bit was in 
error [2]. 

 
IV. RESULTS AND DISCUSSION 

1 / GPON with and without EDFA(8 Users)  
   Fig 3 shows the results of the optical fiber input which 
power is 0 dBm (a), optical fiber output whose power is -20 
dBm (b), and EDFA amplifier output which is maximum 
value  0 dBm, but inversely in terms of noise figure(c). 
 

   
                        (a)                                        (b)            

 
                     (c) 
Fig 3: Optical Spectrum Analyzer  (a) Optical fiber input , 
(b) Optical fiber Output, and  (c)  EDFA Output. 
 
The green curve in the graph represents the noise, while the 
red one shows the sample wavelength. Bit Rate used was 8 
Gbps. Analyzing results, it can be concluded that EDFA 
should be used to compensate the loss of optical signal to 
increase the transmission length. In this model we are 
analyzing the Q-factor and BER by varying fiber length 
between 20 Km and 200Km (see Fig.4). 
 

 
Fig4. Q factor  vs. L with and without  using EDFA 
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Fig 5. Min BER vs. L with and  without using EDFA. 

As appearing (Fig. 4 and 5), Q-factor and BER performance 
by using EDFA is better than without using it. 
 

    
                 (a)                                         (b)                                                                                                      
Fig 6. Eye diagram of downlink shown in BER analyzer (the 
red curve shows Q-factor) for L=100Km (a) with EDFA, (b) 
without EDFA. 
 

2 / GPON with  EDFA (32 users) 

Our model has analyzed the Q-factor and BER, using PIN 
and APD, and NRZ and RZ modulation formats.  

A.   Impact of CW laser Power : 
 
To estimate the impact of  power CW laser, simulated Q-
factors and BER are shown for different transmitted powers 
(P) varying from -6 to10dBm, with a data rate set at 8Gbps 
for a link length of 60km and 100Km. For a users' number 
of 32 communicating simultaneously, the results show a 
signal quality increasing and a BER decreasing when P 
increases (Fig. 7 (a, b) and Fig. 8 (a, b)). 
 

 
(a) 

 

 
(b) 

Fig 7. Max Q-factor vs P with and without using EDFA, for: 
a) L = 60Km, b) L = 100Km. 
 

 
(a) 

 
(b) 

Fig8. Min Log of BER vs P  with and without using EDFA, 
for (a)  L = 60Km, (b)  L = 100Km. 
 
Fig. 7 and 8 show that the BER and Q-factor performance of 
the modulation RZ and NRZ by using PIN and APD is 
shown in Figure 7 and 8. One can clearly mention that using 
modulation RZ with APD and PIN is suitable for the system 
performance for length up to 60Km. For L farther than 
60Km (for ex.,100Km) the modulation NRZ with APD and 
PIN is convenient for the system, and using APD is much 
better than PIN. As for the eye diagram results, when the 
data bit rate is 8Gbps, P  is about 10dBm and L equals to 
60/100Km with  APD Photodiodes (see figure 9 (a -d)). 
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                       (a)                                          (b) 

  

                       (c)                                           (d) 
Fig 9 . Eye diagram of downlink shown in BER analyzer  
(the red curve represents Q-factor) using APD with : a) RZ 
(60Km), b) NRZ(60Km), c) RZ(100Km), d) NRZ(100Km). 
 

B. Impact of Transmission Distance 
 

In the following, we assume that P=6dBm, D=8Gbps and 
users' number of 32, using PIN photodetectors, are assumed. 
Fig. 12 (a and b) shows how eye diagrams of downlink 
changes with fiber lengths of 60 and 100km, respectively. 
With a transmission distance (i.e. L) varying between 10 
and 200Km, the results of Q-factor and BER are shown in 
Fig. 10 and Fig.11. 
 

 
Fig 10. Max Q-factor vs L 

 

 
Fig. 11. Min Log of  BER vs L 

  
                       (a)                                          (b) 

  
                  (c)                                                (d) 

Fig. 12. Eye diagram of downlink shown in BER analyzer  
(red curve represents Q-factor) with PIN: a) RZ (60Km)   
NRZ(60Km), c) RZ(100Km), d) NRZ(100Km). 
 
Fig. 10 and 11 show that using modulation RZ with APD 
and PIN is better for the system performance for length up 
to 60Km. so for lengths beyond 60Km, the modulation NRZ 
with APD and PIN is more convenient for the system.The 
modulation NRZ is better than RZ in the long distances. 
 

C. Impact of Bite  rate (D) 
To evaluate the impact of data rate between the transmitter 
and receiver, we have studied the performances in terms of 
Q-factors and BER for different values of D,and P of 6dBm. 
The results are shown in Fig. 13 and 14. 

 
(a) 

 
(b) 

Fig13. Min Log of BER vs D for L: a) 60Km, b) 100Km. 
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Fig 14. Min Log of  BER vs D for L=60Km. 

 
Fig. 13 and 14 show a decreasing of the signal quality when 
the bit rate increases and BER increases. The Q-factor and 
BER performance are shown in Fig. 13 and 14. One can 
clearly mention that using RZ modulation with APD and 
PIN is better for the system performance, and Q-factor 
performance of APD is higher than that of PIN. Comparing 
PIN with APD photodiodes reveals that the APD is more 
advantageous than the PIN photodiode for the low bit rate. 
 

D. Impact of number of users : 
 

To evaluate the performance impact of the number of users, 
we tested the GPON architecture by calculating Q and BER 
values for many subscribers simultaneously communicating. 
We considered the data rate D=8Gbps, power P=6dBm. The 
simulated results are shown in Fig. 15 and 16. 
 

 
(a) 

 
(b) 

Fig15. Q-factor  vs users' number for L: a) 60Km, b) 100Km 
 

 
(a) 

 
(b) 

Fig.16. Min Log of  BER vs users' number for L: a) 60Km,   
b) L=100Km 
 
As shown in Fig. 15 and 16, the use of modulation RZ with 
APD and PIN is better for the system performance for L up 
to 60KM, but for L beyond 60KM (for ex.,100Km) the 
modulation NRZ with APD and PIN is better for the system. 
 
 

V. CONCLUSION 
 

Optical fiber-based communication as a modern medium of 
transmission provide high bit rate that fulfill the demand of 
high speed internet. Performance of GPONs system using 
different modulation techniques such as NRZ, RZ has been 
analyzed by Optisystem software with PINs and APDs. The 
comparison between different modulation technique and 
Photodiode has been performed and GPON with and 
without EDFA reveals a great preference proviede by using  
EDFA. It can be concluded that EDFA could be used to 
compensate the optical signal loss in order to increase the 
transmission length. Using modulation RZ with APD and 
PIN is much convenient for the system performance for 
length up to 60Km. For length about100Km, the modulation 
NRZ with APD and PIN is better for the system. Also, the 
comparison between the PIN and APD photodiodes prouves 
that APDs are more advantageous than PINs, especially for 
a low bit rate, which may provide more effective results for 
APDs that can show less BER than PINs at similar powers. 
And the modulation NRZ is better than RZ in the long 
distances. 
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Abstract— malignant melanoma is the deadliest skin cancer 

worldwide. The automatic detection by a computer-aided 

diagnosis (CAD) come as a solution to the difficulties related to 

the naked eye detection especially of the early lesions. The 

CAD of melanoma detection requires pertinent features. These 

lesion features include colors, textures, structures and shape of 

lesions. In this paper, we proposed an algorithm to detect 

colors that are recognized as suspicious (light brown, medium 

brown, dark brown, black, white, pink and blue gray) that 

appear on lesions. First, a set of RGB dermoscopic images are 

segmented by a suberpixel method. Second, we extracted the R, 

G and B values for each suspicious color from each blob of 

subpixel segmentation, the average of all extracted values of 

each channel color is considered as a reference color (Ref, Gref 

and Bref). Third, we computed the Euclidian color distance 

from each lesion pixel to the reference color values, the pixel is 

assigned to a given color if the distance to its reference is lower 

than an empirical threshold T, variable for each color. Finally, 

the surfaces occupied by each suspicious color in the lesion are 

used as an input to two classifiers (KNN, NN). Using KNN 

classifier reaches an overall accuracy of 82%, achieving 

sensitivity and a specificity of 82.65% and 81.39%, 

respectively. With NN the algorithm classified correctly 70% 

of lesions. The results of classification showed the importance 

of the color for melanoma identification.     

I. INTRODUCTION 

Malignant melanoma is the most dangerous and deadliest 
form of skin cancer. The last estimation reported by the 
American Cancer Society in 2019 by [1], there is 96 480 
cases affected by melanoma and 7 230 cases will pass away 
from melanoma. When detected in its early stage, melanoma 
is curable. The dermoscopic images provide suitable details 
and showed its efficiency in improving melanoma detection 
[2- 5], and allow possibility to build a computer-aided 
diagnosis for an automatic detection, reducing considerably 
the time of diagnosis and rises the number of the patient to 

consult. A computer-aided diagnosis requires pertinent 
features to be detected from the lesions. These features 
include colors, textures, structures and shape of lesions [6].    
The presence of multiple colors in lesion presents an 
important biomarker of malignancy [7, 8, 9]. Mounika 
Lingala et al. in [10] used a blue-gray color to identify 
melanoma, the color is found using a fuzzy logic method to 
segment lesion. R. Joe Stanley et al in [11] used the relative 
color histogram analysis technique to evaluate skin lesion 
discrimination, based on color features of the skin lesion in 
dermoscopic images. The results show that the color 
features may be applicable to any set of images of benign 
and malignant lesions. Pathan et al. in [12] evaluate the 
importance of color features to discriminate malignant 
lesions from benign lesions. A set of fifteen color features 
have been extracted from the region of interest, then used as 
an input to a multiple classifier the best results were 
obtained using decision stump trees with an accuracy 
classification of 87.5% for classifying benign and malignant 
lesions 
In this paper, we proposed scheme to detect most relevant 
colors that are recognized as suspicious and appear 
frequently on the malignant lesions. And demonstrates the 
feasibility of melanoma identification using colors 
 

II.  SUPEREPIXEL SEGMENTATION 

 
The aim of superpixel (oversegmentation of images) is to 
gather a group of pixels into region according to their 
similarities such as color, inter region brightness, texture 
similarity. Since its introduction in [13], several authors 
have used the superpixel method to resolve different 
problems such as medical image segmentation [14, 15], 
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videos and image volumes [16, 17], 3D-reconstruction [18], 
saliency [19], object detection [20]. 
In this work, we use superpixel to segment lesions into 2500 
smaller regions (blobs) as shown in figure 1. We used the 
manual mask segmentation of the lesion to remove the 
healthy skin from images. 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

From all blobs of superpixel that visually appear as the same 
color, we extract and save the R-, G- and B-colors values 
(figure 2). The operation is repeated for all images of the 
test set. A similar procedure is done for six dominate 
suspicious colors.     

 

 

 

 

 

 
The references color, which are the values that represent a 
specific color (light brown, middle brown, dark brown, 
black, white, and pink) are computed as the average of the 
extracted values from superpixel blobs.    
 𝑅𝑅𝑟𝑟𝑒𝑒𝑓𝑓 _𝐵𝐵 = 1𝑇𝑇∑ 𝑅𝑅𝑑𝑑𝑇𝑇

1                                                 (1) 

 
N: number of number of blob used 𝑹𝑹𝒓𝒓𝒓𝒓𝒓𝒓_𝑳𝑳𝑳𝑳: Red channel reference for black color 

Similar procedure is used for G- and B-channel color.  
 

The reference values of the six suspicious colors appearing 
in lesions are reported in the table 1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE I.  REFERENCE COLORS VALUES MESURED 

Color Appearance Reference colors channel 

[ Rref,  Gref,  Bref ] 
Light 

Brown  
[192, 144, 112] 

Medium 
Brown  [160, 100, 67] 

Dark 
Brown  

[129, 67, 48] 

White  [247, 221, 209] 

Black 
 

[20, 15, 14] 

Pink  [255, 155, 160] 

Blue-gray Algorithm (section IV) 

III. COLORS DETECTION 
 

We measured the color distance of each pixel in the lesion 
to the reference colors mentioned in the table 1 using the 
Euclidian distance (2).   
 𝐷𝐷𝑑𝑑𝐷𝐷𝑡𝑡(𝑑𝑑) = �(𝑅𝑅𝑑𝑑 − 𝑅𝑅𝑟𝑟𝑒𝑒𝑓𝑓 )2 + (𝐺𝐺𝑑𝑑 − 𝐺𝐺𝑟𝑟𝑒𝑒𝑓𝑓 )2 + (𝐵𝐵𝑑𝑑 − 𝐵𝐵𝑟𝑟𝑒𝑒𝑓𝑓 )2     (2) 𝐷𝐷𝑑𝑑𝐷𝐷𝑡𝑡(𝑑𝑑): distance of a given pixel i to one of the reference 
color (table 1) 

 
                                      (a )                                                  (b)                                                  (c) 
Figure .1 Superpixel segmentation of lesion: (a) image original (b) overlaid contours of superpixel on the original image (c) Superpixel segmentation 

result. 

 
Figure 2. Extract R, G and B-color values from blobs 

with same color   
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𝑅𝑅𝑑𝑑 ,𝐺𝐺𝑑𝑑 ,𝐵𝐵𝑑𝑑 : red, green and Blue color channel of a pixel i  
A pixel is said to belong to a given color if its normalized 
distance is lower than an empirical threshold T variable for 
each color and reported in the table 2. The figure 3 shows 
the original image and the colors detected. 

TABLE II.  THRESHOLDS FOR EACH COLOR 

Color Light 
brown 

Middle 
brown 

Dark 
brown 

White  Black Pink 

Threshold 0.15 0.15 0.15 0.15 0.20 0.09 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

IV. BLUE GREY DETECTION 
 

To detect blue grey (Blue-white veil), we used the algorithm 
described by Celebi et al. in [21]. First, a pre selection of 
pixels are chosen by an empirical rule (R>90 
∩ R>B ∩ R>G), where R, G, and B denote the red, green, 
and blue channel, respectively. Second, to compute the skin 
color, two bands from skin are selected; the first 10% is 
considered to find the 20% areas outside the lesion from 
which the average skin colors RS, GS, BS are computed. 
Third, chromaticity coordinates F1, F2 F3 are computed.  𝐹𝐹3 = 𝐵𝐵𝐿𝐿𝑅𝑅𝐿𝐿+𝐺𝐺𝐿𝐿+𝐵𝐵𝐿𝐿                                                           (3) 

 
 𝐹𝐹10 = 𝑅𝑅𝐿𝐿 − 𝑅𝑅𝐷𝐷                                                          (4) 
 
 
Finally, a tree algorithm is used to select the blue grey 
pixels as shown in figure 5 
 

 
Figure 5. Pseudo algorithm that detect Blue-green color with thresholds      

which fit to our dataset 

 

V. DATA SET 

 
The data set comprises 300 images of dermoscopic skin 
cancer with its segmentation binary mask, drawn manually 
by an expert. 150 are benign lesions and 150 are malignant 
melanomas. The images are full color 24 bit, RGB color 
with typical resolution of 768X1024. 

 

VI. RESULTS AND DESCUSSION 

 
In order to evaluate the input of colors in the classification 
of skin cancer lesions, two classifiers K-Nearest Neighbor 
(KNN) and Artificial Neural Network (ANN) are used. Each 
image is represented by a vector of features where each 
element is a percentage of the surface occupied by a given 
color. 
 

 
Figure .4 Color segmentation of melanoma skin lesion  

 

 
Figure .3 Color segmentation of benign skin lesion  
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A. K Nearest Neighbor (KNN)   

      K Nearest Neighbor (KNN) method which gathers 
closest objects measuring the Standard Euclidian distance of 
normalized features. K is the number of neighbors and to 
differentiate malignant melanoma from benign lesion [22–
23]. In our case we chose K=3, the results are shown in the 
table 3. 𝐴𝐴𝑐𝑐𝑐𝑐𝑢𝑢𝑟𝑟𝑡𝑡𝑐𝑐𝑦𝑦 = 𝑇𝑇𝑃𝑃+𝑇𝑇𝑇𝑇𝑇𝑇𝑃𝑃+𝑇𝑇𝑇𝑇+𝐹𝐹𝑃𝑃+𝐹𝐹𝑇𝑇                                    (5) 𝑆𝑆𝑒𝑒𝑐𝑐𝐷𝐷𝑑𝑑𝑡𝑡𝑑𝑑𝑎𝑎𝑑𝑑𝑡𝑡𝑦𝑦 = 𝑇𝑇𝑃𝑃𝑇𝑇𝑇𝑇+𝐹𝐹𝑃𝑃                                              (6) 𝐴𝐴𝑐𝑐𝑐𝑐𝑢𝑢𝑟𝑟𝑡𝑡𝑐𝑐𝑦𝑦 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇+𝐹𝐹𝑃𝑃                                                (7) 

TABLE III.  CLASSIFICATION RESULTS OF KNN  
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Benign (100) FN=17 TN=83 
 

 

B. Artificial Neural Network (NN) 

      The neural network is composed by an input, hidden and 
an output layers as shown in figure 6. 
 

 
Figure.6 Artificial neural network architecture [24] 

  

 In our case the input layer is composed of 7 neurons 
corresponding to the number of detected colors. One hidden 
layer with 20 neurons and two neurons compose the output 
layer as shown in figure 7. 

 

 
Figure.7 Architecture of the NN used 

 
The results of the training, validation, test and all confusion 
matrixes are shown on the figure 8.  

 

 
 

Figure.8 Result of classification by NN. 
 

The limitations of the current work comprise the thresholds 
used to cluster pixels to as a given color (distance between 
pixels to the measured reference colors). The relatively 
small number of images used, especially, by the neural 
network classifier. Finally, the algorithm bases on manual 
segmentation. Further work includes an additional lesions 
and automatic segmentation to render the algorithm fully 
automatic.           
  

VII. CONCLUSION  

 
In this work we attempt to detect suspicious colors and 
identify melanoma. The presence of multi-colors is 
considered as a sign of the malignancy of the lesion. In this 
optic, we detected seven colors and measured the surfaces 
occupied by each color. The surfaces are used as an input 
features to two classifiers (KNN and NN). Tested on 200 
dermoscopic skin lesions images, where 100 are melanomas 
and 100 are benign, the algorithm using KNN classifier 
reaches an overall accuracy of 82%, achieving sensitivity 
and a specificity of 82.65% and 81.39%, respectively. With 
NN the algorithm classified correctly 70% of lesions.  
The result of this work demonstrates the feasibility of 
melanoma identification using colors that appears on lesions.    
The classification results of malignant melanomas and 
benign skin lesions using the incidence of colors open a 
perspective to improve classification accuracy by 
investigating more suspect colors and including additional 
features. Texture features have shown its importance in 
classification. The further work is to demonstrate the input 
of the texture features on classification using our data set, 
then combine texture and color features to optimize 
melanoma discrimination. 
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Abstract—the breast cancer among the reasons the most 
common cause of death among women. Nowadays, medicine plays 
a vital role in our daily life. In addition, breast cancer research 
and computer-aided diagnosis (CAD) are considered one of the 
most active disciplines and an extraordinary tool of assisted 
diagnosis to help physicians. This work is part of an effort to 
develop a CAD system for the detection of mini-MIAS data 
masses, which can be considered as the second opinion to the 
radiologist. To achieve this objectively, this work aims to achieve 
an optimal segmentation to provide a rich information support to 
better guide the doctor to make a final decision especially before 
a surgical procedure. The proposed concept based first, on the 
noise suppression by anisotropic filtering to emerge all possible 
clear spots to be masses, and use a mathematical morphology to 
improve the masses contrast.  Second, the segmentation of masses 
by Cooperation Fuzzy Possibilistic and Deformable Model 
(implemented by Level Set). Experimental results show that the 
proposed method improves and progresses significantly to 
successfully extract mass from the examined mini- MIAS 
mammography dataset. 

Keywords—mammography; CAD; masses; Level set; Fuzzy  
       C-Means; anisotropic filtering; deformable model; Chunming Li. 

 

I. INTRODUCTION 

At the dawn of the 21st century, understanding the  
mechanisms that govern breast function is certainly a major 
challenge for basic research and its applications, particularly 
in the field of public health. masses is one of the most common 
breast diseases, so its diagnosis and treatment are of vital 
importance impacting 2.1 million women each year, and also 
causes the greatest number of cancer-related deaths among 
women. In 2018, it is estimated that 627,000 women died from 
breast cancer that is approximately 15% of all cancer deaths 
among women (based on the World Health Organization  
(WHO)) [1]. On the other hand, in recent years, the evolution 
of medical  imaging techniques make it possible to use them in 
several fields of medicine, for example: Planning and 
simulation of surgical procedures; Navigation during an 
operation The preparation of radiotherapy; Monitoring the 
evolution of diseases. The stage of the diagnosis is a key stage 
in the struggle against the breast cancer as for any other 
pathology. Consequently, the detection of cancer, the analysis 
and the treatment of cancer became an orientation major of 
research. The modern imagery technology has already had on 
the rescue early cancer detection capacity, and more precisely, 
the diagnosis of the disease. 

For this reason, the radiological technique the most effective is 
mammography particularly [2-4], lesions on the level of the 
breast. According to the radiologists an important indicator of 
the breast cancer, If 90% of them are benign tumors, only 15% 
of breast tumors are malignant tumors, is the presence of the 
cases diagnosed by mammography [5-8]. Consequently, the 
design of a system of CAD represents a system to help the 
radiologists in the interpretation of the mammography for the 
tracking of mass and calcification [9, 10]. The automation of 
detection of mammary pathologies remains always difficult, 
even for experienced radiologists. Up to now, a wide range of 
algorithms has been proposed for detection of masses in 
mammogram images. Among the method the most important 
are those which use the representation of mammography based 
on the improvement of contrast and the detection of masses by 
the mathematical morphology [11-13]. Other improvements of 
contrast based on the mathematical morphology but they are 
applied to different types from the images to levels of gray 
[14, 15]. This last provides tools   for the extraction of masses 
even if masses are located on a non-uniform background. The 
application of medical image segmentation methods 
presentation of pathologies remains still a field of research 
very wide. For this reason the use of the Level set was largely 
documented in the literature of the medical imagery and 
several works were published on the segmentation of the 
masses in mammogram. One finds several techniques have 
been adopted for segmenting masses, such   as Level set [16-
19] and the fuzzy C-Means (FCM) algorithm is a widely used 
and flexible approach to automated image segmentation [20, 
21]. Other studies have been conducted on mammography 
image for the local contrast enhancement [22, 23] and the 
noise equalization [24], these latter are very important process 
in the stage of pre-processing of the images to increase 
contrast between the clear and dark zones to reveal the 
characteristics of the limits, the main aim of clearness of the 
image is to highlight fine details. 
In this article, a prototype of a breast disease detection sys- 
tem, particularly mass was used. For this reason, the Proposed 
a new approach to improve the detection of masses in digital 
mammography. This approach is based on three main stages, 
noise removal by the anisotropic filter and improving contrast 
between mass and the background digital mammography. And 
will make an effort in improving the morphological contrast 
enhancement mathematical morphology. 
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In the third phase, the using a segmentation of the area of 
interest for the identification of masses in mammography by 
Possibilistic / Fuzzy Cooperation- Deformable Model for that 
we propose a framework that is a combination of region-based 
and boundary-based paradigms.  

This segmentation is performed in two steps: in first step, a 
region-based segmentation is applied, by using a new method, 
which exploits at the same time the information of the pixels 
and their neighborhood (inspired by the fields of Markov), the 
membership and the typicality. In second phase, the result of 
the first segmentation is refined by a deformable model 
implemented via Level Set. The proposed method has been 
tested on several images from the mini-MIAS database of 
mammography [25], noting that the results validate the 
superiority of our proposed approach. The rest of this paper is 
structured as follows: section 2 the present detection method. 
Section 3, present the obtained experimental results and 
discussion. Finally, our conclusions are presented in the last 
section. 

 
II. DETECTION METHOD 

In Fig. 1 we offer the several stages that our approach 
proposed for enhancement image of the breast. 

 
1) Pre-processing:  

In spite of effort made by the researchers, the automation of 
the mammary pathologies detection remains always difficult. 
In this work, the digital technique of pre-processing of the 
image based on the three following  stages: 

a) Stage (1): As mass spots are small and often of low 
intensity, the design of a filter that is able to distinguish the 
noise is very difficult. We applied the nonlinear anisotropic 
diffusion filter was introduced by Perona and Malik [26], as a 
filtering tool noisy images, with the particularity of preserving 
details and edges masses while filtering homogeneous areas 
[26]. 

Anisotropic diffusion Knowing that the main objective 
pursued by the anisotropic  diffusion  is  to  filter  the image, 
to reduce noise in areas  where  it  is  present,  but  to  avoid 
the smoothing of contours at the same time. It is clear that    
the anisotropic filter accentuates the contrast of the contours, 
smooths the regions and reduces the partial volume effect. 

Fig. 2 represents the result and comparison of an 
anisotropic filter of the image mammography after and before 
filtering. We see that the anisotropic filter accentuates how 
sharp edges, smooth regions and also decreases the partial 
volume effect. 

 

 

 

 

 

 

 

 

 

 
Figure 1. Breast insulation flowchart. 

 

 

 

 

 

 

 

 

Figure 2.   a) Original image.                       b) Result of image after the filtering. 
 

b) Stage (2): Mathematical morphology is a science of 
the form and structure. The basic principle of mathematical 
morphology is to compare the objects, which one wants to 
analyze with another object of reference, with size and form 
known, called structuring element. To some extent, each 
structuring element revealed the object in a new form. The 
fundamental operations of mathematical morphological are 
erosion and dilation [27]. 

 From the openings and closures by reconstruction residues 
between the image and its open by reconstruction or residue 
between the closed by reconstruction and the original image, 
which allows finding the information eliminated by  
the morphological opening or, the morphological closure. 
This top hat transformation is called. 

By applying these stages to images mammography with a 
choice of the structuring element used for the Top-Hat trans- 
form corresponding to a disc with a size of 3X3 [28-30]  (it is 
the mean size, of a basic element of a mass), we obtained the 
following results (see Fig. 3). 

2) Segmentation method: Segmentation method is regarded 
as the method of reference in the field of medical imaging. 
These methods are largely used in image segmentation  
mammography, in order to detect the zones of tumor or 
masses. In this paper, the original contribution is a masses 
segmentation method, we have here images [25] on which we 
will apply our cooperative system. The general idea is to 
extract the mask that contains the mass, from the initial 
segmentation, then apply it on the model of Chunming Li [31] 
and that will serve as its initial outline. This mask is not used 
directly; it must first undergo some morphological operations 
to eliminate unnecessary areas present in the mask all around 
the mass. We will present a global organization chart, which 
illustrates the steps of cooperation, associated with the results 
obtained from this cooperative method (see Fig. 4). 

 SR: it is the total result of the segmentation. 

 MR: is the final mask of the segmentation by  
cooperation. 
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Figure 3. Results relative to each stage of the proposed algorithm for the Pre- 
processing image mammography: a) Original image Mammography; b) The 
morphological opening. 

 
We can say, finally, that the combined use of several  
segmentation algorithms working in cooperation overcomes the 
problems encountered by the use of a single algorithm. In our 
case, it considerably improves the deformable model which has 
become an automatic method and does not require a high 
number of iterations to define the object of interest since it is 
well initialized using the FCM algorithms. 

 Parameter study The parameters studied are following: 

The size of the search area for the calculation of non-local 
weights: 

                  |𝛺𝑗𝑅𝑑| = (2𝑛𝑗 + 1)2                       (1) 

The size of the search area for the calculation of non-local 
weights for regularization: 

                 |𝛺𝑗𝑅𝑟| = (2𝑛𝑗𝑟 + 1)2                      (2) 

The neighborhood size for calculating local centroids: 

               |𝑀𝑗𝑅𝑟| = (2𝑛𝑗𝑟 + 1)2                     (3) 

The parameters we used are: Iteration number of FCM. 
Number of classes. 
α: Alpha. 
β : Beta.  
σ: Sigma. 𝑛𝑗: radius of |𝛺𝑗𝑅𝑑|. 𝑛𝑗𝑟: radius of |𝛺𝑗𝑅𝑟|. 𝑚𝑗: radius of |𝑀𝑗|. 
 

 
 
 
 
 
 

Figure 4. Global Organizational cooperation Fuzzy Possibilistic / deformable 
model. 

 

The detection of cancerous masses is very complex, in one 
hand, to the diversity of their forms and, in the other hand the 
border badly definite between healthy tissue and the 
cancerous zone. For this reason, the striving in this work, for 
proposed algorithm towards the improvement of the 
mammography image. To highlight masses and to this end 
selected, several images of mini-MIAS database [25] with 
dense fabric and the presence of mass. The results are 
illustrated by the figures below: In this part, the proposed 
segmentation methods were implemented in the context of the 
identification of the main breast tissues. We first present the 
results obtained by using fuzzy-possibilistic classification 
algorithms that present the stage of the initial segmentation 
then the results obtained in the second stage which includes 
the approach contour (deformable model implemented via 
chunming Li) and finally  the third step that concerns the 
results of our cooperative approach, and obtained the 
following results (see Fig. 5). An image histogram is a 
graphical representation of the number of pixels in an image 
as a function of their intensity. The vertical axis of the graph 
represents the tonal variations, that particular tonal variation 
[32]. Fig. 6 shows the original histogram of the image 
mammography and histogram of the image mammography 
after the segmentation. The mammogram image contains 
more pixels with different intensity and therefore, the 
histogram skew towards the right side which is closed 0 to 
255.

III. EXPERIMENTAL RESULTS AND DISCUSSION 

In this work, has been tested using the base of image mini-
MIAS (Mammography Image Analysis Society) [25]. The 
object of our study, illustrate and segmentation of the mainly 
benign and malignant masses. The different mammary 
pathologies  from  the  base  of  MIAS  data  which  are  the  
subject  of our study, mainly illustrate benign and malignant 
masses distributed as follows: 

 36 images of malignant masses 

 47 images of benign masses 

 
It can be observed that the deformable model can improve   
the results of the initial segmentation. Although it improves 
the volume and surface parameters, we sometimes find that     
it converges to a false contour because of the bad definition 
(initialization) of the borders. However, the use of spatial 
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Figure 5. The results of the proposed algorithm for segmentation of the 
images: a) Enhancement image Mammography; b) Mask extraction; c) 
Segmented image by FCM; d) Segmented image by FCM in color; e) Level 
Set: model of Chunming Li; f) Segmentation final by cooperative approach. 

 
 

 
 
 
Figure 6.    a) Original histogram. b) Histogram after the segmentation. 
 
 
A relationship makes it possible to reduce the rate of false  
detections, because they prevent the escape of the contour 
towards the ill-defined borders. The Fig. 7 shows the 
convergence of deformable Model to false contour. 

 

   Figure 7.  Results of false contour by deformable Model. 
 
 

IV. CONCLUSION 
 

The research work proposed in this article is in the context 
of image analysis, especially in the study of an optimized 
segmentation method, and apply it to mammographic medical 
images. These substances can be used in several applications 
such as morphometry (shape measurement), functional map- 
ping, visualization and computer-assisted surgery and therefore 
presents an effort to develop a CAD medical imaging platform, 
and justifies itself by improving the quality of patient care. The 
information we have on mammographic images is sometimes 
ambiguous, either because we have unspecified boundaries 
(imprecise information), or we have doubts about their veracity 
because a pixel has attributes that assign it to one class has 
another (uncertain information). The addition   of the blur to the 
classification allowed us to classify the whole of the individuals 
by the support of the uncertainty and the imprecision that can 
have a pixel. The proposed segmentation method combines 
contour methods and regions that push their boundaries using 
the advantages of each. This sequential cooperation has two 
main phases: initialization by a method region and refinement 
by a method contour. The results obtained show that the 
methodology used has made it possible to detect satisfactory 
masses. 
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Abstract— Hyperspectral images are characterized by a large 
number of contiguous spectral bands. However, there are lot 
redundancies in the set of bands. This spectral redundancy 
increases computational complexity and degrades classification 
accuracy. Therefore, to take full advantage of the rich 
information provided by the hyperspectral image, a feature 
reduction is required before applying a classifier. For this 
purpose, we adapt a pattern recognition feature selection 
method, the Improved F-score combining with support vector 
machine (SVM) classifier in order to reduce dimensionality 
data of hyperspectral image. Six different threshold values 
computation techniques are used with Improved F-score 
feature selection method to select the most relevant spectral 
information. Experimental results are presented on a 125-
bands Hyperion image of the Oran city (west of Algeria). The 
Improved F-Score, combined with SVM, significantly improves 
classification accuracies by using four algorithms of IFS 
threshold values such as mean, variance, Fuzzy Integral of 
Sugeno and Fisher Linear Discriminant.  
 

I. INTRODUCTION  
Hyperspectral imaging is a well-suited technology for many 
remote sensing applications such as agriculture, 
environmental monitoring and management, etc. However, 
the high dimensionality of the data tends to be characterized 
by a complex image analysis and classification. Since the 
hyperspectral image is composed of hundreds of contiguous 
spectral bands, in which a pixel is represented with a vector 
of dimension equal to the number of the image bands. 
Hyperspectral data provide additional information for each 
observed area; however, classification accuracy tends to 
decrease as the number of features increases [1], [2]. As a 
matter of fact, the limited number of training samples and 
the high number of features restrict the performance of the 
supervised classification techniques. Therefore, in order to 
improve classification results, a dimensionality reduction 
process is essential to select the most relevant spectral 

information. Feature extraction and feature selection are two 
ways to achieve dimensionality reduction of the 
multidimensional data. Feature extraction methods 
transform the original spectral bands by projecting bands 
into new axes of data representation. On the contrary, band 
selection consists in finding an optimal subset of the 
original features that is sufficient to preserve the 
information of the original data. It leads to dimensionality 
reduction by selecting informative features, and removing 
redundant ones. Different feature selection methods have 
been proposed and investigated [3], [4], [5], [6], [7]. In this 
paper we propose to adapt a method, the Improved F-Score 
(IFS) combined with SVM classifier in order to select the 
most relevant bands. Classifications of the selected 
hyperspectral data using six different threshold values were 
compared to achieve the highest overall accuracy (OA). 
This paper is organized as follows: In Section 2 the 
considered Improved F-Score approach is introduced. 
Section 3 discusses various strategies of threshold value 
computation. Experimental results obtained on Hyperion 
data sets from urban areas are presented in Section 4. 
Finally, conclusions are drawn in Section 5. 

II. IMPROVED F-SCORE  
The F-Score (FS) was proposed for discrimination between 
two sets of real numbers. Okay. [8] has applied the F-Score 
approach combined with SVM classifier for breast cancer 
diagnosis. The proposed method is to measure the 
discrimination of two sets of instances: positive (cancer cell) 
and negative (non-cancer cell) breast cancer. For this 
purpose, the F-Score values of all features are calculated. 
Then a threshold value is computed from the calculated F-
Score values. The F-Score values which are greater than the 
threshold score value are selected. By generalization, the 
original F-score technique to measure the discrimination 
among more than two datasets, Jaganathan et al. [9] 
proposed the Improved F-Score (IFS). It has been 
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successfully applied for measuring the discriminating power 
of descriptors generated from the differential morphological 
profile [10]. In this study, IFS is combined with Support 
vector machines (SVM) for eliminating unnecessary and 
redundant bands. For this purpose, the IFS values of all the 
bands are calculated. Then a threshold value is computed 
from the calculated IFS values. Features with an IFS value 
greater than the threshold are selected and then used as input 
in the multichannel classification step. The set of bands of 
the original hyperspectral image constitutes the spectral 
features for which the Improved F-Score is calculated. The 
larger improved F-score value corresponds to the pertinent 
spectral feature [11]. 
Let’s consider the classified hyperspectral image into l 
classes (l >= 2) without spectral feature selection and nj the 
number of pixels constituting the jth class. 
The improved F-score of the ith feature is defined as: 

𝐹𝑖 = ∑j=1𝑙  [avg(xij)− avg(xi)]2 ∑j=1𝑙 1nj−1∑k=1nj  [xkij  − avg(xij)]2   

Where  

  avg(xi) is the radiometric average value of the 
pixels in the ith spectral feature (the pixels belonging 
to the ith band); 

 avg(xi
j) is the radiometric average value of the pixels 

in the ith spectral feature belonging to the jth class; 

 xki
j is the kth pixel of the ith spectral feature image (ith 

band image) belonging to the jth class. 

 The term [avg(xi
j)- avg(xi)]2 calculate the difference 

between the average of the radiometric values of the 
ith spectral feature pixels belonging to the jth class 
and the average of the radiometric values of all 
pixels in the ith spectral feature (the ith band pixels). 

The main steps of the IFS procedure are given as below: 
a) The first step is to directly use SVM classifier without 

feature selection. 
b) Using equation (1) to calculate Fi of each band and then 

calculate the threshold value.  
c) Drop bands with Fi below this threshold. 

d) We obtain, through the threshold score, two sets of 
bands: the pertinent and the non-pertinent bands. The 
selected bands (with high Fi) are classified by the SVM 
classifier.  

The selection algorithms perform differently under six 
different threshold values. The existence methods have 
focused on the mean, median and variance as thresholding 
value. Three other thresholding methods have been 
developed in this study based on Sugeno, Fisher and R-Ratio 
concept. 

A.   Computing  F-Score Threshold Value by the Mean 
The threshold value is the mean value calculated from the 

Improved F-Score values Fi. of all bands. We selected bands 
with Fi rather than the mean and then apply the SVM 
classifier. However it must be noted that from a 
mathematical point of view, arithmetic average is not the 
best measure to use with data sets containing a few extreme 
values or with more dispersed values in general. 

B. Computing  F-Score Threshold Value by the Variance 
(Standard Deviation) 
Variance is the most commonly used measure of 

dispersion. It is a measure of propagation of data about the 
mean. To find standard deviation, we need to subtract the 
"mean" of the Improved F-Score values from each score Fi. 
Nevertheless, one drawback of the variance is that strongly 
affected by "outliers’ values" (the number that are far from 
the mean). 

C. Computing  F-Score Threshold Value by the Median 
Median is the "middle value" of a sorted list of values 

which separate the higher value from the lower one, in the 
input data. The middle score number is a less representative 
value because it does not depend on all values in the series of 
score values but it is concerned with on1y one term (i.e. the 
middle term). 

D. Computing  F-Score Threshold Value by Fuzzy Integral 
of Sugeno  
Despite their limitations, the previously mentioned 

techniques are standard and widely used for a threshold 
computation from a set of numerical value. In this study, we 
investigate the fuzzy integral of Sugeno [12], [13], [14] for 
threshold value computation. 

Let’s consider each band of the original image as a 
spectral feature which has the Improved F-Score Score Fi. 
For each spectral feature i we associate a score value Peri 
(called the degree of relevance of the i previous spectral 
features) that resulting from the average of the i previous 
features scores calculated by the formula: 

 𝑃𝑒𝑟௜ = ଵ௜ ∑ 𝐹௟௜௟ୀଵ         (2) 

We sort the Improved F-Score values in descending order 
to obtain a new set of organized Improved F-Score values 
with Si* denote the improved F-Score values of rank i. Each 
Si* is associated with the degree of relevance Peri. Then the 
fuzzy density function gi assigned to the spectral feature i is 
calculated by the formula:  

 

 𝑔௜ = ൜ 𝛽 ∗ 𝑃𝑒𝑟ଵ 𝑤ℎ𝑒𝑛 𝑖 = 1(1 − 𝛽) ∗ 𝑃𝑒𝑟௜ 𝑤ℎ𝑒𝑛 𝑖 ≠ 1   (3) 

Where β is an equilibrium factor initially fixed at 0.1. A 
parameter λ, linked to the Fuzzy integral of Sugeno is 
determined by solving the following equation: 
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 𝜆 + 1 = ∏ (1 + 𝜆𝑔௜)௠௜ୀଵ    (4) 
 

Where  m is the number of features in the original image. 
The resolution of equation (4) is equivalent of solving: 

 
 ∏ ൫1 + 𝜆𝑔௜൯ − 𝜆 − 1 = 0௠௜ୀଵ       (5) 

 
The first term of equation (5) is either equal to zero or 

very close to zero, with gi is the fuzzy density function of the 
feature i and λ ϵ [-1,+∞] with λ ≠ 0. 

 
Once the parameter λ is determinated, the fuzzy measure 

(or fuzzy metric) g+  is calculated. The fuzzy measure g+ 
associates a value g+(i) to each fuzzy density function gi 
where g+ : gi → [0,1]. The fuzzy metric g+ can be obtained by 
resolving the equation (6):  

 

 ቊ 𝑔ା(1) = 𝑔ଵ𝑔ା(𝑖) = 𝑔௜ + 𝑔ା(𝑖 − 1) + 𝜆 𝑔௜𝑔ା(𝑖 − 1)  (6) 
 

Obviously, when  λ = 0, the fuzzy measure g+ becomes a 
standard probability measure. The score threshold obtained 
by the fuzzy integral of Sugeno for the equilibrium factor β 
equal to 0.1 is calculated by the following formula: 

 
  𝑆ఉ = 𝑀𝑎𝑥(௜ୀଵ:௠)[𝑀𝑖𝑛(𝑆௜∗, 𝑔ା(𝑖)]  (7) 

 
We recall that the previously obtained threshold score Sβ 

is calculated using a factor β fixed to 0.1. We increment the 
factor β by 0.05 at each step which allows obtain a new 
Sugeno threshold score until the factor β reach 1. Then, a 
final Sugeno threshold score is obtained from the average of 
the set of Sugeno threshold scores resulting from different 
values of the factor β. 

E. Computing  F-Score Threshold Value by the Fisher 
Linear Discriminent  
The selection of the most relevant spectral features leads 

to a binary classification of the initial features set according 
to Fi score value. Then, two classes of features appear 
logically: the class of very relevant features and the class of 
less relevant features. So, Fisher Linear Discriminant (FLD) 
[15] technique can be used to identify these two classes.  

Let’s consider T = {F1, F2,..., Fm} the set of scores Fi 
obtained for the m spectral bands of the original image. 
These spectral features are ranked in decreasing order of 
their Improved F-Score values. We then obtain the ordered 
set of performances OT = {Fo1, Fo2,…, Fom}. From this new 
set of performances OT, a Fisher optimal value index Fs is 
determined according to the Fisher discriminating criterion.  

Fs index separates the relevant feature from the irrelevant 
ones. To find Fisher's optimal index Fs, two values moy1(i) 
and moy2(i), are computed for each feature i ∀ i∈[1,..,m], 
from the set of performances OT .̂  

 𝑚𝑜𝑦ଵ(𝑖) = ଵ௜ ∑ 𝐹𝑜௝௜௝ୀଵ    (8) 

 𝑚𝑜𝑦ଶ(𝑖) = ଵ௠ି௜ ∑ 𝐹𝑜௝௠௝ୀ௜ାଵ    (9) 

moy1(i) and moy2(I) represent the performances of the 
two classes of features (relevant and irrelevant) whose 
elements are respectively located on each side of the 
separation plan defined by the value i, ∀i∈ [1,..,m].  

In the next step, two respective variances Var1(i) and 
Var2(i) are calculated ∀ i∈[1,..,m] by : 

 𝑉𝑎𝑟ଵ(𝑖) = ∑ ห𝐹𝑜௝ − 𝑚𝑜𝑦ଵ(𝑖)หଶ௜௝ୀଵ   (10) 

 𝑉𝑎𝑟ଶ(𝑖) = ∑ ห𝐹𝑜௝ − 𝑚𝑜𝑦ଶ(𝑖)หଶ௠௝ୀ௜ାଵ   (11) 

Thirdly, the Fisher discriminant index Fishi is calculated 
by formula (12) for each feature i, ∀ i∈ [1,..,m]: 

 

 𝐹𝑖𝑠ℎ௜ = |௠௢௬భ(௜)ି௠௢ మ(௜)||௏௔௥భ(௜)ି௏௔௥భ(௜)|     (12) 

The maximum value of the Fisher discriminant index 
Fishi  allows to determine the Fisher optimal index Fs: by the 
formula : 

 
 1 ≤ 𝐹௦ ≤ 𝑚 = Arg max௜(𝐹𝑖𝑠ℎ௜)   (13) 

The Fisher optimal index Fs corresponds to the index of 
the feature k of the set OT from which the remained features 
are not sufficiently relevant for the classification process. 
Thus the selected spectral features corresponding to the 
performances of the set {Fo1, Fo2,…, Fok} are used as input 
of the classification process. 

F. Computing  F-Score Threshold Value by the R-Ratio 
A threshold score can be defined by using a set of Ratio 

Ri  [16], ∀ i∈[1,..,m] which is computed for each feature i by: 𝑅௜ =  ி೔ିௌ௖௢௥௘ெ௢௬ௌ௖௢௥௘ெ௔௫ିௌ௖௢௥௘ெ௜    (14) 

 
where : 

 
 ScoreMoy is the average of the scores obtained for 

different spectral features. 

 ScoreMax is the maximum score Fi. 

 ScoreMin is the minimum score Fi. 

In this technique, the threshold score corresponds to 
feature score which has the Ri ratio closest to 1.  

An evaluation of these proposed strategies is illustrated 
and discussed in the next section. The performance 
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measurement of each threshold calculation strategy is 
determined by SVM classification accuracy. 

III. EXPERIMENTAL RESULTS 
In this section we discuss various IFS threshold value 

strategies used in feature selection process for the spectral 
image analysis and investigate their classification 
performance. Classification performances are assessed using 
classification accuracy measures such as: overall accuracy 
and kappa coefficient. 
The Overall Accuracy (OA) is the percentage of correctly 
classified pixels.  
The Kappa Coefficient is the percentage of agreement, i.e., 
correctly classified pixels, corrected by the number of 
agreements that would be expected purely by chance.  
The high values of the OA and kappa measures (close to 
100%) mean that the classification results are accurate. 

To determine the optimal IFS threshold value, two sub-
scenes acquired on the Oran city (west of Algeria) by 
Hyperion sensor on June 2017 (Fig. 1) were classified using 
SVM. The images have a spatial resolution of 20 m and a 
spectral resolution of 125 bands. The first sub-scene of 
spatial dimensions 277 × 202 pixels corresponds to the 
district Hai-El-Marsa which overlooks the port of the Oran 
city (Fig. 1.a). The second one (Fig. 2.b) of size 275 × 202 
pixels is characterized by a strong urban concentration in the 
north and an agricultural zone in the south.  

 

      
(a)       (b) 

Figure 1.  Hyperspectral sub-scenes displayed in three-band color 
composite 

Classification process of hyperspectral images performs 
differently under the different selected spectral bands with 
different IFS threshold values. Four classes of interest are 
considered for both sub-scenes. Figure 2 shows the 
corresponding classification maps.  

 

      
                      (a)                       (b) 

      Built         Vegetation          Road         Bare ground         Sea 

Figure 2.  SVM classification maps (a) of the first sub-scene with Fisher 
thresholding method. (b) of second sub-scene with Sugeno thresholding 

method  

Tables I and II list the accuracy values (Overall Accuracy 
OA and KAPPA rate) of the classifications, respectively, of 
both sub-scenes using the six different algorithms of IFS 
threshold values. The underlined values are the highest 
accuracies. 

TABLE I.  CLASSIFICATION ACCURACIES FOR THE  FIRST SUB- SCENE 
USING  DIFFERENT IFS THESHOLD VALUES FOR FEATURE SELECTION 

Method 
First Scene  

Number of preserved bands OA (%) KAPPA(%) 

All Bands 125 93.69 91.15 

Mean  87  94.09 91.90 

Variance 81 94.15  91.97  

Median 63 92.93 90.75 

Sugeno 79 94.20 92.05 

Fisher 76 94.69 92.73 

R-Ratio 39 88.51 86.26 

TABLE II.  CLASSIFICATION ACCURACIES FOR THE  SECOND SUB- 
SCENE USING  DIFFERENT IFS THESHOLD VALUES FOR FEATURE SELECTION 

Method 
Second Scene  

number of preserved bands OA KAPPA 

All Bands 125 98.37 97.26 

Mean  91  98.58 97.63 

Variance 83 99.16  98.72  

Median 63 97.26 96.08 

Sugeno 75 99.62 99.36 

Fisher 73 99.40 99.00 

R-Ratio 42 89.35 88.72 

 

As can be seen from Tables I and II, the combining of 
Improved F-Score with SVM classifier improves the 
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classification accuracies. For the first scene, the
subset which has highest classification Accuracy 
by Fisher Linear Discriminant method
second scene, the Fuzzy Integral of Sugeno method ensures 
the selection of the most relevant features image.

Figure 3 and 4 present the comparison of 
accuracy OA and KAPPA rate for the different 
IFS threshold values used to select the optimal set of features
for both sub-scenes  

           

Figure 3.  Overall Accuracy “OA” and KAPPA classification rate obtained 
by the SVM classifier from the first

 

  
Figure 4.  Overall Accuracy “OA” and KAPPA classification rate obtained 

by the SVM classifier from the second 

Comparative analysis of overall accuracies of different 
strategies of IFS threshold values, identified the Fisher and 
the Sugeno as the best algorithms and the
achieved for the median and R-Ratio 
sub-scenes.  

Comparison of different methods used to generate final 
features subset for classification task,
threshold value computation strategies
classification accuracy compared to other
not all threshold value computation method 
significant improvements in a spatial analysis of the image. 
Someone lead to loss of useful information for the spectral 
analysis of multivalued data. 

This result also indicates a strong relation between the F
score feature selection technique and the 
demonstrates that the computation of improved F

EEIC’2019 University of Bejaia 
 

first scene, the best feature 
classification Accuracy is obtained 

nt method. However, for the 
second scene, the Fuzzy Integral of Sugeno method ensures 

nt features image. 
the comparison of overall 

accuracy OA and KAPPA rate for the different algorithms of 
optimal set of features 

KAPPA classification rate obtained 
first sub-scene 

KAPPA classification rate obtained 
second sub-scene 

Comparative analysis of overall accuracies of different 
identified the Fisher and 
and the worst accuracy 

 algorithms for both 

omparison of different methods used to generate final 
, shows that some 

strategies achieves the best 
fication accuracy compared to others. It also shows that 

method allow to have 
nalysis of the image. 

Someone lead to loss of useful information for the spectral 

a strong relation between the F-
and the classification rate. It 

e computation of improved F-Score 

values helps in discriminating the relevant and irrelevant 
features for classification process. 

IV. C
Feature selection is an important issue in hyperspectral 
images classification because the redundancy of bands 
restricts the classification accuracy. In this s
F-Score technique was adapted for selecting the
pertinent bands of the hyperspectral image. Each band score 
was estimated by an Improved F
selection removes bands with lower IFS value, an IFS 
thresholding step is required. Threshold value is
that can be chosen to improve accuracy. Six algorithms for 
generating IFS threshold values were 
to determine the impact of the IFS on accuracy. They are 
estimated from the all spectral bands IFS values
Experimental results, on two hyperspecral images 
by Hyperion sensor, have demonstrated that the Improved 
F-Score combined with SVM classifier yields accurate 
hyperspectral image classification and largely depends on 
the algorithm of IFS threshold value
IFS thresholding were compared to achieve the highest OA. 
The accuracy comparison identified 
the optimal techniques of IFS threshold values,
produced the highest OA (94% and 99%) when only 
the previous spectral bands were classified. 
tended to attenuate OA (88
bands.  
The reported classification results are 
for Sugeno and Fisher method
possible reason of this trivial 
that for the SVM+IFS method 
strongly depends not only on the
but also on the training and test samples used for 
classification.  
 

This study provides a way for feature selection of
hyperspectral images. The method 
the accuracy for different 
sufficiently robust for reducing multidimensional data of 
different kinds of images. 
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Abstract— A new signal processing technique for developing 

an On-line bearing fault detection based on Cyclic Spectral 

Analysis (CSA) is presented in this paper. The exploitation of 

cyclostationarity has recently been proved extremely fruitful to 

conceive high accuracy diagnostics tools. Cyclostationarity 

encompasses a subclass of nonstationary signals which exhibit 

some cyclical behaviour; it ideally fits the property of many 

rotating and reciprocating machine vibrations, due to the 

inherent periodic modulations that these sustain during 

operation. The traditional spectral analysis is not dedicated for 

non-stationary signals and for an on-line diagnosis. The 

proposed technique is tested with different bearing conditions, 

the results show that this technique is especially useful for non-

stationary features extraction, it gives a good basis for an 

integrated induction motor condition monitor. 

I. INTRODUCTION  

Asynchronous machines are far more widely used in the 
industrial world for their simplicity, their robustness and 
their cost. The importance of detection and diagnosis of 
faults in machines have expanded considerably due to the 
increased complexity of plant equipment and high costs 
associated with failure and shutdown. Faults detection and 
isolation problems can be solved by different techniques: 
model based, signal based or knowledge based methods. 
Faults can be due to electrical or mechanical failures. The 
most common failure in an asynchronous machine is bearing 
failure [1].  

Vibration analysis techniques were used for the 
monitoring and diagnosis of huge rotating machines. 
Different methods were used. Time domain statistical 
method such as energy monitoring (energy increases as the 
machine’s condition deteriorate), frequency domain method 
such as spectrum (characteristic frequencies associated with 
the failure appear in the spectrum), parametric models (the 
parameters of the model change with the machine’s 
condition). Vibrations can be measured by attaching 
displacement or velocity transducers, and thus requires direct 
access to the machine. In recent years much work has been 
carried out on the investigation of possible fault operations 
of electrical machines. The usual methods for detection of 

faults are based on vibration analysis [3-6, 10-11] or on 
Motor current signature analysis (MCSA) [1- 2, 12-13].  

The bearings condition monitoring has received 
considerable attention for many years [3, 9, 14]. Many 
methods are available for detecting faults in bearing systems. 
The majority of these methods assume that faults in the 
bearings produce impulses [10, 11].   

The Fourier analysis may be the most commonly used 
approach for bearing fault diagnosis. However, it is not 
appropriate because: first, vibration signal is generally non-
stationary [5], and second, this approach cannot be applied 
for an on-line diagnosis, because the operator must inspect 
the total vibration signal spectrum in order to detect the 
frequency of defects.  

In this paper, we will present the detection of the outer 
race defect using Cyclic Spectral Analysis. The results 
obtained confirm the effectiveness of this method in the 
detection of the frequency of motor bearing damage.  

A non-invasive technique is now proposed. It is very 
practical and can be implemented at low cost. This paper is 
organized as follows: Section 2 presents experimental setup 
and the bearing faults characteristic frequencies. Section 3 
reviews the theoretical background of the proposed 
diagnostic procedure. First we introduce the principles of the 
spectral domain analysis using Fourier transform. We 
emphasize on how the relevant information can be extracted 
from the spectral density using the FFT algorithm. Second, 
we describe the Cyclic Spectral Analysis and how it can be 
used for diagnosis by extracting the relevant frequencies 
characterizing the motor operating mode. Finally, a 
comparative approach of the proposed diagnostic procedure 
and several usual vibratory diagnostic methods are presented 
in section 4. And the conclusions are given in section 5. 

II. EXPERIMENTAL SETUP  

We have used a motor of 380 V; 50 Hz; 1.1 kW; number 
of pair poles (P=2). The experiments are realized with 
several levels of load and speed. Tests are conducted for a 
healthy bearing then with an outer race fault. The signals are 
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measured using multiple vibration sensors installed on the 
induction machine. Note that the all measurements are taken 
at stationary regime. 

 

 
Figure 1.  Scheme of the experimental setup 

 

A.  Bearing faillure 

The vibrations frequencies depend: on the rotation speed 

“ rf ”, on the geometrical parameters of the bearing (figure 
2) and on the type of defects [2, 9]. The vibration frequencies 
of bearing failure are given in the equations bellow [7, 8]: 

 

 
Figure 2.  Geometrical parameters of the bearings. 

 
Outer race bearing fault frequency F0: 

Fo=
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Inner race bearing fault frequency F i : 
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Cage defect frequency Fc: 
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Ball defect frequency Fb: 
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(4) 

where 
« BD » is the ball diameter,  
« PD  » is the pitch diameter, 
« β » is the contact angle of the balls on the race 

« N » is the number of balls. 

B. Frequency characteristics of failure  

The Benchmark is equipped with an RS bearing type 
6028-2RS. The defect frequency at the speed of 3004 rpm is 
4.58 Hz (see table 1).  

TABLE I.  FREQUENCY CHARACTERISTICS OF THE BEARING TYPE 
6028-2RS. 

 

III. APPLICATION AND RESULTS 

A. Classical spectral analysis 

The classical method converts the sampled signal to the 
frequency domain using a FFT (Fast Fourier Transform) 
algorithm. The generated spectrum includes only the 
magnitude information about each frequency component. 
Signal noise that is present in the calculated spectrum is 
reduced by averaging a predetermined number of generated 
spectra. The power spectral density is illustrated in the figure 
3.  

The result shows a periodic modulation of 4.6 Hz 
(sideband spacing = 4.6 Hz) in the defect machine spectrum. 
This modulation is due to the outer race defect.  

 Frequency  (Hz)  

Speed 
(rpm) 

fc  fb fo  f i  

 
3004  0.28 5.43 4.58 5.81 
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Figure 3.  PSD of the vibration signal with outer race defect. 

 

B. Cyclical spectral analysis(CSA) 

The cyclic power spectrum. ( )α;fS x  of signal x(t), is 
defined as [17], [18]: 
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where ( )fX L   is the Fourier transform of x(t) limited in 
the interval L.  

The definition of  the cyclic coherence is [15], [16]: 
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This expression presents a correlation coefficient 

between two components at frequencies 
2

α
+f  and 

2

α
−f . 

It takes values between 0 and 1, where 0 expresses nonlinear 
correlation, and 1 in the case of a linear relationship 
between the two components [17]. 

The diagnostics information can be revealed in theα  
frequency domain, the magnitude of the cyclic coherence 
can be used as a measure of the fault severity [19].  

Cyclic coherence of the damaged bearings (figure 4) 
illustrates significant cyclostationary. A fundamental 
spectral line at α  = 4.5 Hz without sidebands is, according 
to table 1, the characterization of an outer-race fault. In the 
cyclic coherence, some bands located within [0; 3] Hz might 
be due to structural resonances that are excited by the 
impacts of the rolling elements on the faults (ie. Fc, fr). 

These observations agree with the frequency band in the 
power spectral densities in figure 3.  
 

IV. COMPARAISON OF THE TWO ANALYSIS TOOLS 

Vibrations produced by faulty rolling-element bearing 
are essentially random cyclostationary [18]. In order to 
detect the frequency of defects it is habitual to demodulate 
the signal in different frequency bands in the total frequency 
axis. This method is the classical technique in the spectral 
analysis (PSD). The Cyclic Spectral Analysis(CSA) can 
replace this empirical process by a precise methodology to 
quickly find the frequency of the faults.  

The new diagnosis procedure overcomes the 
disadvantages related to motor parameters dependency. In 
contrast to the usual vibrations signal spectral analysis, the 
proposed diagnosis method allows also the ability to extract 
quickly the characteristic frequencies that distinguish the 
motor operating modes. 

The cyclic coherence is actually the cyclic spectral 
quantity that offers the best fault detection tool, it reveals 
the discrete spectral signature of the fault. Its magnitude 
serves as a relative measure of the fault severity. These 
observations have been supported by experimental results. 
.  

 

 

Figure 4.  Estimated cyclic spectral coherence (a) and  integrated spectral 
coherence (b) of the vibration signal with an outer-race fault. 
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V. CONCLUSIONS 

 
This paper has investigated a method for detecting 

bearing faults using the cyclical spectral analysis. Machine 
fault features extraction without prior information of the fault 
type is important for diagnosis and maintenance planning. 
The Cyclic Spectral Analysis technique is qualified as a 
parsimonious method for exploring the information in the 
entire spectrum of the vibrations signal in the cyclic 
frequency domain. The resulting procedure is fine suitable 
for an on-line diagnosis, without manual research of the 
frequency band containing the fault.  
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Abstract—Image segmentation is an important step in any 

automated image analysis system, especially in medical 

diagnostic aid. Fuzzy C Means (FCM) algorithm is the well-

known soft clustering method for the segmentation of Magnetic 

Resonance (MR) images. However, it is sensitive to noise and 

does not consider the spatial information in the image. In this 

work, we are interested in the Adaptively Regularized Kernel-

Based Fuzzy C Means (ARKFCM) algorithm, which 

introduces a regularization parameter to control contextual 

information and uses kernel function to replace the Euclidean 

distance metric because of its sensitivity to outliers. Tests on 

simulated MR images corrupted by different types of noise 

show the effectiveness of this method in presence of noise. 

I. INTRODUCTION  

Medical image segmentation and diagnostic imaging is 
an invaluable tool in medicine today[1]. To achieve accurate 
clinical routine, automated and robust medical image 
computing techniques have become an active research area. 
Medical image segmentation techniques are specific to the 
imaging modality used [2]. The clinical tools allowing the 
observation of the brain area include X-ray CT, Magnetic 
Resonance Imaging (MRI), tomography, scintigraphy, etc. 
Among these modalities, MRI is one of the safest methods 
for producing data with high spatial resolution, and it is also 
a low risk, non-invasive modality in comparison to other 
diagnostic imaging techniques [3].  Segmentation is the 
process of dividing an image into multiple parts. This 
procedure is made between different tumor tissues (solid 
tumor, edema and necrosis) and normal brain tissues; Gray 
Matter (GM), White Matter (WM) and Cerebrospinal Fluid 
(CSF) [4]. The segmentation of brain MR images helps to 
detect diseases such as brain tumors, Alzheimer's disease, 
Parkinson's disease, etc. To study the evolution of the 
disease, it is necessary to know exactly the changes that have 
occurred in these images. In literature, different image 
segmentation techniques are used to segment brain MR 
images among which edge detection [5], region-growing [5], 

thresholding [6] and clustering [1] are the most known ones. 
Clustering methods are the most used for complex data. In 
clustering, Fuzzy C Means algorithm is the traditional 
approach used in MR image segmentation [7]. The standard 
FCM algorithm yields good results in the absence of noise. 
However, it is very sensitive to noise, since no local spatial 
information in the image is integrated. Many modification 
have been made in literature to improve the FCM algorithm 
and alleviate his limitations such as Spatial Fuzzy C Means 
(FCM-S)[8], FCM-S1 and FCM-S2 [9], Robust Fuzzy Local 
Information C Means (FLICM) [10], Adaptively Regularized 
Kernel Fuzzy C Means (ARKFCM) [11]. This paper is 
organized as follows; Section 2 is a background of the 
standard FCM and ARKFCM algorithms. In section 3, we 
present the results of the segmentation using these methods. 
Finally, a conclusion and future works are given in Section 4.  

II. BACKGROUND 

A.  Fuzzy C-Means (FCM) algorithm 

The FCM clustering algorithm was developed by Bezdek 
[12]. Let X= (x i) an image, i= (1,2,…n) where xi are the 
pixels of an image X and n is the total number of pixels to 
classify into K classes. The K classes are represented by a 
vector of the centers of the classes V = (v1, v2, v3, …vk) 
where vk is the center of the class k. The FCM algorithm 
minimizes the objective function[12]: 

 

               (1)                          

Where: 

µ ik The membership function matrix; 

x i The gray value of the ith pixel;  

c The number of clusters; 

m The degree of fuzziness m ≥ 1; 
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 The Euclidean metric distance between the pixel 
x i and the cluster center vk. 

The membership degree uik should be constrained to the 
following: 

;    € ;     for all k            (2)   

    

The membership degrees are given by: 

                                                  (3) 

 

The cluster centers are: 

                                                                      (4) 

 
The FCM algorithm is very sensitive to noise because it 

does not include any local information. It is also based on 
the Euclidean metric distance because of its simplicity, so it 
supposed that the data classes have the same super spherical 
shapes, which is not true. To overcome this problem, many 
modifications of the original FCM algorithm were proposed 
in the literature such as ARKFCM algorithm. 
 

B.  Adaptively Regularized Kernel Fuzzy C Means 
(ARKFCM) clustering algorithm  

In ARKFCM, a regularizing parameter is introduced and 
Gaussian radial basis function (GRBF) is adopted to enhance 
segmentation and preserve image details [11]. The Euclidean 
distance terms   is replaced with; 

 

, , ,    (5) 

 

Where  a nonlinear function and K the GRBF Kernel. 

 

,                                                    (6)  

 

The ARKFCM objective function becomes 

 

The membership degrees are then 
 

                       (8) 

The cluster centers are    

                                  (9) 

III. DATA AND MATERIALS  

We used in this work simulated brain MR images from 
the Brain Web database (a database put online by the 
McConnel Brain Imaging Center of the Montreal 
Neurological Institute at McGill University). We used T1-
weigthed images of dimension (217 x 181) with different 
types of noise. The different tests are implemented in 
MATLB version 2013. 

IV. RESULTS AND DISCUSSION 

In this section, the results of the ARKFCM algorithm are 
presented and compared to the FCM algorithm. Figs. 1-3 
show the results of the segmentation using the FCM and 
ARKFCM algorithm for noisy images.  

  
                           (a)                                                      (b) 

   
                      (c)                                                     (d) 

Figure 1. (a) Original image, (b) Ground truth of WM, (c) Ground truth of 
GM, (d) Ground truth of CSF. 
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                        Global                                                WM 

    
                          GM                                                  CSF 

Figure 2. Results of segmentation using FCM algorithm for simulated MR 
brain image. 

   
                     Global                                                    WM 

   
Figure 3. Results of segmentation using ARKFCM algorithm for simulated 
MR brain image. 

A. Quantitative evaluation using ground truth 

       From the figures, we can see clearly that ARKFCM 
gives better results. Artifacts are still present, but it 
outperforms the FCM algorithms. For the evaluation of the 
segmentation results, a quantitative evaluation approach is 
used. A comparison is made between pixels of the resulting 
image and pixels of the ground truth. The following 
measures are usually used: Dice coefficient, Jaccard 
coefficient [13]. 

      ;                           (10) 

The quantitative comparison illustrated in Table.1 shows 
that ARKFCM outperforms FCM algorithm in the presence 
of noise.  

B. Quantitative evaluation using validity functions 

We use for this test, the 96th slice of normal T1-weighted 
simulated brain image Fig.4 corrupted with different types of 
noise: salt & pepper (2% noise level), Gaussian noise 
(variance = 0.01) and uniform noise (variance = 0.1). For 
these images, ground truth is not available to compare the 
results of different algorithm; a similarity measure other than 
Dice index should be used. To evaluate the performance of 
the segmentation, we use partition coefficient Vpc and 
partition entropy Vpe [14, 15]. A best clustering is achieved 
if the value Vpe is minimal or Vpc is maximal.  

These functions are defined as follows 

                                                        (11)                            

                                          (12) 

Evaluation results are illustrated  in Figs 5-7. Table II. Shows 
that Vpc is maximal and Vpe is minimal for the ARKFCM 
algorithm for the three types of noise. So, ARKCM 
outperforms and gives better results than FCM. 

TABLE I.  RESULTS OF QUANTITATIVE EVALUATION 

Validity  Dice coefficient   Vpc          Vpe 

Tissues WM GM CSF   

FCM 0.9517 0.9003 0.9166 0.9071 0.2669 

ARKFCM 0.9639 0.9074 0.8959 0.9155 0.2447 
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Figure 4. Original image, slice number 96 of normal T1-weighted simulated 
brain image. 

      
 (a)                                                      (b)    

 
                                                            (c)    

Figure 5. Noised images: (a) salt & pepper, (b) Gaussian, (c) uniform 

    
(a)                                                        (b)    

 
                                                            (c)    
Figure 6. Fuzzy C Means FCM segmentation: (a) salt & pepper, (b) 
Gaussian, (c) uniform 

   

(a)                                                      (b)    

 

                                                            (c)    

Figure 7. Adaptively Regularized Kernel-based Fuzzy C Means 
segmentation ARKFCM: (a) salt & pepper, (b) Gaussian, (c) uniform. 

CONCLUSION 

The segmentation of brain MR images is a challenging 
step in medical image analysis. Many techniques have been 
developed to perform brain image segmentation. However, 
not all techniques produce a high accuracy rate. In this paper, 
we have mentioned the ARKFCM algorithm. We showed 
that this algorithm is effective for brain image segmentation 
in presence of different types of noise compared with the 
standard approach. Tests offer quantitative evaluation of the 
segmentation results using entropy coefficient,
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TABLE II.       RESULTS EVALUATION FOR THE CORRUPTED IMAGES 

Validity function Vpc Vpe 

Type of noise Salt & pepper Gaussian Uniform  Salt & pepper Gaussian Uniform  

FCM 0.9591 0.9501 0.9422 0.1161 0.1421 0.1627 

ARKFCM 0.9631 0.9630 0.9536 0.1069 0.1063 0.1342 

 

partition coefficient and Dice index. But it has some 
shortcomings. The one is that it chooses centers initialization 
randomly so the number of iteration can increase. Further work 
is addressed to optimize the choice of these centers by the use 
of metaheuristics and embedding level set technique into the 
clustering in order to achieve more robust segmentation results.  
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Abstract—  In this paper, the authors propose to enhance edge 

detectors results with a new variant of Ant Colony optimization 

(ACO) algorithm. From edge map, endpoints are extracted and 

used as starting pixels for ants movement. Using an intelligent 

ants routing mechanism, the missing  edges are retraced via the 

pheromone traces. Obtained results are good compared to 

conventional Canny edge detector and affirm method's ability to 

recover most of broken edges. 

 

Keywords— Edge detector; endpoints; ACO; Edge linking. 

 

I. INTRODUCTION 

In order to locate the object and extract its shape 

information, object's contour must be first extracted 

based on edge segmentation techniques. Several 

methods have been developed and used in various 

applications such as object recognition, segmentation, 

stereo analysis, feature extraction and image 

interpretation [1–4]. Oskoei and al. [5] have classified 

them in ten categories; from classical methods to 

contextual methods. 

The edge detection principle is to identify areas’ 

images which large change in intensity occurs. 

However, achieving an effective detection tool is a 

difficult target  in  segmentation  applications  because 

the input image is often affected by noise  and the 

objects that define the scene have low contrast around 

their borders. Thus, most methods detect irrelevant and 

small edges, causing broken edges and hindering a good 

image interpretation. 

Various edge linking techniques have been 

proposed to obtain closed objects contours, such as  

adaptive morphological methods, cost-based methods 

and ant-based methods. General principle is to find gaps 

then linking between endpoints. In this context, this 

paper introduces a new ACO variant is applied to restore 

true broken image edges.  The rest of this article is 

organized as follows. Section 2 exposes most significant 

edge linking works. Section 3 provides details about the 

proposed method. Experimental results are discussed in 

Section 4. Finally, conclusion is given in Section 5. 

II. RELATED WORKS  

In Farag and Delp works [6], authors proposed a 

sequential search method. They consider edge linking as 

a graph search problem created using gradient 

information of each edges points. However, this method 

required adjusting many image-dependent parameters. 

Zhu and al. [7] proposed to model the edge map 

as a potential force field. They used a directional 

potential function  to guide edge linking.  This method 

can restore small edges between broken fragments 

successfully, but produces unacceptable results when the 

image is noisy  and edge gaps are significant. 

Ghita and Whelan  [8] specified a cost function  

with labeling scheme which assigns the directionality of 

the edge terminators based only on local knowledge.  

F.Y. Shih and S. Cheng [9] proposed an adaptive 

mathematical morphology edge linking. Broken edges 

are extended along their slope directions by using the 

adaptive dilation operation with the suitable sized 

elliptical structuring elements. However, this algorithm  

cannot  be applied without a priori edge map 

information.  

 A. D. Sappa and B. X. Vintimilla [10] present a 

technique to generate a closed-contour representation  

based on global and local schemes  . The global scheme 

computes an initial representation by connecting edge 

points minimizing a global measure based on spatial 

information. The local scheme generates closed contours 

by using a local cost function that takes into account 

both spatial and topological information. However, This 

approach can be used only with small gaps. 

 Guan Tao and al. [11] presented  a Partial 

Differential Equation (PDE) based method to link edge 

points. An ending points restrained energy function is 

proposed to derive ending points restrained Gradient 

Vector Flow (ERGVF)  field. Thus, the new ERGVF 

field can diffuse the gradient vectors in the continuous 

edge regions of the edge map including the broken edge 

regions. The method offers  good performance and can 

recover the objects’ original  shapes, especially the 

corners. 
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Bastan, Muhammet and al. [12] introduced an 

edge linking framework based on open active contour 

models to mitigate the problem of broken edges. 

Authors exploit the local cues provided by  edges and 

grow them under the influence of gradient vector flow to 

recover the missing edges. However, proposed 

framework is not suitable for textured images and may 

produce spurious edges in images with fine edge details.   

D.-S. Lu and C.-C. Chen [13]  proposed an ant 

colony optimization method to compensate broken 

edges. This proposed procedure adopts four moving 

policies to reduce the computation load. Thus,  linking 

edges as amount of pheromone  are achieved after finite 

iterations.   

Benhamza and al. [14,15] proposed an adaptive 

edge detection method based on ACO. Ants in 

movement create a pheromone graph, which denotes 

edge map. Further behaviours were added in response to 

local stimuli. The ant can self-reproduce and lead its 

progenitors in appropriate directions to enhance 

research. Ant can die if it exceeds a specific age and thus 

eliminate an ineffective search. 

Besides, A. Jevtic  [16]  uses  ant colony search 

method that connect pairs of endpoints. A  fitness 

function was proposed to evaluate the found segments. It 

depends on two variables: the pixels grayscale visibility 

and the edge-segment length.  

M. Davoodianidaliki and A. Abedini [17] 

proposed  an adjusted ACO algorithm using traditional 

edge detectors as initial ant pheromone and distribution 

matrixes.  Image size reduction is introduced to decrease 

noise. Several  parameters (diameter and travelled path) 

are converted into rules to compute the pheromone final  

update value.   

The research in edge detection field needs more 

contributions. This article presents an edge map 

improvement based on the ACO algorithm.  

III. PROPOSED APPROACH 

Proposed approach uses a new variant of Ant 

Colony Optimization algorithm (ACO). Important 

improvements is introduced to diversifying edges 

searches performed by ants and allowed extracting 

global structure of the true edges [18]. 

The first step consists in detecting extremities 

points (endpoints) of the binary image obtained after 

application edge detector. Extracted endpoints are used 

as starting pixels for ants’ routing process. The missing 

pixels edges are iteratively retraced through the 

movements of ants depositing pheromone trails.  

 

 

III.1. Endpoints detection: 

 This stage consists in detecting extremities points 

(endpoints) of the binary image obtained after application of 

adaptive Canny filter. Edge pixel with only one 8-connected 

neighbor pixel is marked as an ending point (valid endpoints 

are shown in Fig.3). Its direction is labeled according to its 8-

connected neighbor pixel’s position.   

Eight directions are defined: North (N), East (E), West 

(W), South (S), Northeast (NE), Northwest (NW), Southeast 

(SE) , and Southwest (SW).  

 

 

 

 

 

 

Fig. 3.  Endpoints Detection 

III.2. Gradient edge map 

Additionally, the gradient magnitude map is computed 

by comparing the horizontal and vertical gradients at each 

pixel.  Resulted gradient map is then thresholded to eliminate 

non-edge areas. This is achieved by applying the Canny low 

threshold. 

III.3. Ants routing process 

The proposed Ants routing process includes the 

following steps: 

a. Initialization: The number of ants is equal the 

number of endpoints previously detected. To attract ant 

to  move  inside the edge area toward, initial pheromone 

trail matrix is set at each pixel as follows: 

τ�,�� = ��(�,�)
����
  (1)  

 V���� is the maximum gradient magnitude variation and 

serves as a normalization factor. VG(i,j) is given for each 

pixel at (i,j) by the following formula: 

V� (i, j) = max �|G���,��� − G���,��� , |G���,� − G���,� |G���,��� − G���,���|, |G�,��� − G�,���|!     (2) 

 

Where G�,� is the gradient magnitude value of the 

pixel(i,j). 

 b.  Pixel transition rule:  The probability for 

ant's movement from one pixel to another is  given by 

probability transition matrix. So, during the nth 

construction step, by: 
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p(#,�),(�,�)($) = (%&,'(()*))+   (�&,'),

∑ (%&,'(()*))+    .�&,'/,
(&,')∈�(1,�)

                        (3) 

 

τ�,�($��)
 defines pheromone information value of the arc 

connecting the node i to the node j, ηi,j is the heuristic 

information  for pixel (x,y) of node (i,j) and Ω(l,m) is 

the neighborhood nodes of the node (l,m).   

 

The parameters α and β are two constant characterizing 

the influence of the pheromone matrix and the heuristic 

matrix, respectively.   

 

c. Pheromone update rule: Each time an ant 

visits a pixel, it performs a local pheromone update 

according (Eq.4). 

 τ��$ = (1 − �). τ��$�� + �. τ���     (4) 

 

where �  (0,1] is the pheromone decay coefficient 

used to diversify ants search. After ants movement, the  

pheromone is globally updated using (eq.5): 

 

τ$ = 5(1 − ρ). τ$�� + ρ. ∆τ8  if (i, j)best tour,
τ$�� otherwise C  (5) 

 

where  (0,1] is the evaporation constant.  decreases 

the pheromone value and prevents premature 

convergence to sub-optimal solution. k is the 

pheromone amount deposited by the ant.  

 

d. Stopping criterion:  The steps a to c are 

repeated in a loop. Execution is stopped when the 

maximum number of iterations is reached. 

IV. PERFORMANCE EVALUATION 

The proposed method is evaluated on different 

images: Cameraman, Peppers,  Lena and Fruits.   

Figure 1  shows the resulting edges maps after 

application of Canny operator. Proposed method offers 

better connected edges  map compared to Canny edge 

detector.  

In fact, achieving an effective edge detection tool 

with  medical images is a difficult target because they 

are often affected by the noise and the objects have low 

contrast around their borders. Thus, most existing 

methods detect irrelevant and small edges. The proposed  

edge linking approach using an ant colony routing 

proves to be robust  and adapts to the changes  by 

generating  a good  distribution of  true edges. 

 
 

   

   

   

   

 
 

  

   
a b  c  

Fig. 1. Comparative results 
a. Original image b. Canny edge detector                                   

c. Proposed method 

 

Figure 2 shows the algorithm convergence 

evolution curve for each tested  image. It clearly 

indicates the large and significant number of edge pixels 

added in the smart routing step based on the processed  

pixels. 
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(a) 

 

 
(b) 

 

 
(c) 

 
(d) 

 

Fig.2. Algorithm Convergence Evolution 

a) Cameraman, (b)Peppers, (c) Lena, (d) Fruits  

 

The performance of the proposed method is also 

evaluated based on the accuracy in edge detection and the 

useful information obtained in the form of meaningful edges. 

Shannon [19] offered a measure of  the amount of information 

in an image using an entropy function. 

 

 

  

 

A higher entropy value  denotes a better performance 

of segmentation method.   The information content of the 

image is evaluated using the Shannon's entropy function given 

by the following equation: 

   H(I) = − ∑ p�logp�$�H�     (6) 

Where, I represent the image whose entropy is to be 

measured. pi is the frequency of pixels with intensity i.   

éTable 1 shows the entropy values of different test 

images. It is observed that the proposed method yields higher 

entropy as compared to Conventional  Canny edge operator.  

The developed method  offers better segmentation compared 

to the conventional Canny edge detector and allows to retrieve 

most of missed pixels for all tested images. 

 
Table 1. Entropy values 

 

Images\Methods  Canny 
Proposed 

method 

Lena 0.8846 0.9189 

Peppers 0.7895 0.8917 

Cameraman 0.8629 0.8876 

Fruits  0.7357 0.7436 

V. CONCLUSION 

  In this paper, an edge linking approach using ants 

colony routing is proposed to improve edge detector results. 

This approach is tested on different images. Visual results 

confirm an effective edge detection with correct edge points. 

Qualitative results of the proposed method are 

validated using Shannon’s Entropy function compared to 

Canny edge detector. 

 These results prove good  edge detection of medical 

images. Indeed, the proposed method  gives an improved 

solution to edge detection problem  and reduce significantly 

broken edges even in noisy images. 
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Abstract— Image processing and analysis techniques are
essential for modern agriculture. In this paper, we have interest in
the segmentation of color images containing apple fruits. Specif-
ically, the aim of this work is to investigate the applicability of
a new graph-based semi-automatic image segmentation method,
proposed by Dong et al. (2016) and named subMarkov Random
Walk (subRW), to the segmentation of images containing a type
of apples called Kanzi and another type of the same fruit called
Pink Lady. The method essentially involves the concept of graphs
and the principle of the random walk method. Moreover, we
have implemented subRW in MATLAB 2014 version. Then, we
have tested it on a set of real images, that have been taken
from the acfr-multifruit dataset (2016), which are characterized
with variable lighting conditions. Furthermore, for the purpose
of subRW’s accuracy estimation, we have compared its yielded
results to the ones of two recent methods which address the same
issue, as well as to those of the well-known level set method. The
comparison results have been found favorable to subRW and
have shown its accuracy comparing to the concurrent methods.

Keywords—Image segmentation, Graph, Random walk, Apple

of type Kanzi, Apple of type Pink Lady.

I. INTRODUCTION

According to the Food and Agriculture Organization (FAO)
[2], sixty nine million tonnes of fresh apple fruits were
produced worldwide in 2015. These statistics rank apple as the
third most produced fruit in the world after citrus fruits and
bananas. Apples are edible fruits having a variant astringent
property depending on the variety. Furthermore, they are
considered as a public health and an economic factor for
producers because of their high demand in the market. Thus,
the apple is today the most cultivated fruit and presents a great
varietal diversity.

In this paper, we restrict our interest to two types of
apples: Kanzi type apple, which is a subdivision of Malus
Domestica and a cross between the two types of apples Gala

and Braeburn, and Pink Lady type apple which is actually a
trademark of the variety Cripps Pink. Due to its high nutritional
values and remarkable presence in the market, this fruit has
been the subject of several research works in the literature,
particularly by the computer vision community which has
expressed interest in developing approaches to analyze and
process images containing apples.

Nowadays, computer vision is one of the most important
technologies for the domain of modern agriculture and has
been widely used for inspection of the quality of agricultural
and food products. The purpose of such a technology in agri-
culture is the contribution in developing high-tech machines
which are able to replace or assist humans in traditional
and manual operations that are labor intensive, slow and
prone to error as affirmed by Mizushima and Lu [11]. Image
segmentation is a fundamental and crucial computer vision
technique, which aims to separate a region of interest (ROI)
of an image from its background, hence simplify the image
representation into something that is easier to understand by
a machine. In this context, segmenting the apple fruits from
color images has made the object of much researches during
the recent years. Thus, several approaches have been proposed
in the literature. For instance, Song and Yang [12] have
proposed a method that is based on fractal theory and multi-
thresholding to segment images containing apples of type Fuji.
Specifically, relying on fractal theory the image to segment is
divided into sub-images having equal surface areas, then each
of the produced sub-image is segmented by an an associated
threshold. Dubey et al. [7] have introduced a segmentation
method to segment out infected parts from the remaining
parts of an apple using K-means clustering algorithm. This
latter method proceeds by grouping the pixels of an image
according to their color and their spatial coordinates. Zhou
et al. [15] have exhibited a new algorithm to extract apples
of type Gala from an RGB color image. In their method, a
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given pixel is considered as a background pixel if the (R−B)
component is less than forty. Otherwise the pixel is assigned
to a fruit region. Moreover, Stajnko et al. [13] have established
an algorithm to estimate the diameter and the number of apples
of types Golden Delicious and Jonagold on a tree that is
contained in an image. The established algorithm uses two
techniques: the first technique segments the image relying
on color proprieties, whilst the second technique uses texture
proprieties. Ji et al. [9] have proposed a method to recognize
in real time apples of type Fuji for harvesting robots. The
proposed method uses Adaptive Mean Shift to produce an
initial segmentation, then min-cut to refine the segmentation.
Lately, Bargoti and Underwood [3] have proposed a framework
in which a general-purpose segmentation approach is used,
involving multi-scale multilayered perceptrons (MLP) and con-
volutional neural networks (CNN). The proposed framework
has been tested on images containing apples of types Kanzi
and Pink Lady. The same authors, Bargoti and Underwood
[4], have presented another framework, this time using Faster
R-CNN. Despite the huge efforts that have been delivered
to successfully integrate image segmentation in the field of
modern agriculture, it remains important and interesting to
explore and/or introduce new segmentation techniques which
would be more better, specifically in terms of accuracy and
precision, comparing to the existing ones to improve apple
segmentation.

Recently, in 2016, Dong et al. [6] have proposed a semi-
automatic image segmentation method, called subMarkov ran-
dom walk (subRW), that they apply for the first time to segment
color images of natural scenes. In our study, we explore
and investigate the applicability of the subRW method to
segmentation color images containing apples of types Kanzi,
as well as apples of type Pink Lady. Comparing the obtained
results of subRW to the ones of two recent state-of-the-art
methods, introduced in 2017, namely Bargoti and Underwood
[3] and Bargoti and Underwood [4], which address the same
thematic (segmentation of Kanzi and Pink Lady apples), have
yielded to encouraging and promising results and have shown
that it can be successfully applied to segment Kanzi and Pink
Lady apples from color images.

The remainder of this paper is organized as follows:
Section II presents the subRW method by giving a necessary
description of the method and its pseudo-algorithm. Section
III is dedicated to the exhibition of the experimental tests
of the method, it incudes descriptions of the implementation
environment, the used dataset, the values of the used parameter,
evaluation metrics, and the obtained results of the performed
tests. Finally, the last section concludes this paper by giving a
recapitulation of the established work as well as some intended
future works.

II. SUBMARKOV RANDOM WALK SEGMENTATION

METHOD

In this section, we describe a new segmentation method that
is devoted to color images so-called subMarkov random walk
(subRW) which was proposed by Dong et al. [6] in 2016, and
this by giving its principle and pseudo-algorithm. This method
involves a concept of graphes and the principle of random
walk. More details are given in the following subsections.

A. Description of subRW method

The image segmentation method subRW can be viewed as
a semi-automatic method which is classified in graph-based
methods category. Considering an image I having K regions
of interest (ROIs) and a set of K labels L = {l1, l2, ..., lK}.
Each label is manually assigned to a small set of pixels of
a same ROI of I. Then, each unlabeled pixel supposedly
releases a random walker which walks on I and computes
the probability of reaching the manually pre-labeled pixels.
Finally, the segmentation is obtained by assigning to each
unlabeled pixel the label of the set of pre-labeled pixels having
the higher mean reaching probability that is computed by the
random walker that it has released [6]. The graph construction
and the principle of subRW are presented as follows.

1) Graph construction: In subRW, the image I is seen as
a weighted and non-oriented graph G = (V,E), with V is the
set of vertices and E is the set of edges, which is constructed
by considering each vertex vi ∈ V as representing a pixel
xi of I, and an edge eij of the graph connects two vertices
vi and vj in 8-connected neighborhood system, and a weight
wij ∈ W of an edge eij measures the similarity between the
two vertices that it connects. Specifically, the weight wij is
calculated as follows [6]:

wij = exp(−
∥Ii − Ij∥

2

σ
) + ϵ, (1)

where Ii (resp. Ij) is the intensity of the pixel xi (resp. xj)
in the Lab space, σ is a controling parameter and ϵ is a small
constant.

2) Principle of the subRW method: Let D be a diagonal
degree matrix of size N ×N , N is the number of vertices of
G. The degree of a vertex vi is the sum of the weights of the
edges that connect it to its neighbors. Thus, the ith element of
the diagonal of D, i.e. Dii, is given as follows :

Dii = di, di =
n∑

j=1;j ̸=i

wij , (2)

where n is the number of neighbors of vi and j is the index
of a vertex belonging to the n neighbors (excluding vi).

According to Dong et al. [6], a random walker leaves the
graph G from the vertex vi (stop its random walk) with a
probability ci or walks to a neighbor vertex of vi with a
probability 1 − ci. In addition, a label lk has an intensity
distribution Hk for each vertex and uk

i is the probability
density that the vertex vi belongs to Hk. This distributions are
obtained by using the Gaussian Mixture Model (GMM) (for
more details, the reader may refer to the article of Calinon et
al. [5]).

Let rlkim be the probability that a random walker starting
from the ith unlabeled vertex reaches the mth vertex vlkm that
is manually pre-labeled with lk. The vector of probability

rlkm = [rlkim]N×1 = [rlk1m, rlk2m, ..., rlkim, ..., rlkNm]T , where T
symbolizes the transpose, is expressed by the following for-
mula:

rlkm = (I − (I −Dc)P )−1((I −Dc)u
k) +Dcb

lk
m, (3)

where blkm = [blkim]N×1 = [blk1m, blk2m, ..., blkim, ..., blkNm]T is a

vector that indicates if vi = vlkm, with blkim = 1 if vi = vlkm,

otherwise blkim = 0.
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Dc is a diagonal matrix containing the probabilities ci, I is
an identity matrix of size N ×N and P is a transition matrix
in which an element Pij , that represents the probability of the
transition from vi to vj , is calculated as the following:

Pij =
wij

di + λgi
, (4)

where gi =
∑K

k=1 u
k
i , λ is a regularization parameter, and the

vector uk is obtained by:

uk =
λuk

i

di + λgi
. (5)

In order to assign the suitable label to the vertex vi, all the
manually pre-labeled vertices by a label lk have to be taken

in consideration. Therefore, the mean probability rlki that the
random walker starting from vi reaches the vertices that are
labeled with lk is calculated. The vector rlk of this probability
mean in the steady-state is obtained as the following:

rlk =
1

Zk

(I − (I −Dc)P )−1((I −Dc)u
k +

1

Mk

Dcb
lk), (6)

where blk = [blki ]N×1 = [blk1 , blk2 , ..., blki , ..., blkN ]T is a vector
indication if a vertex vi has a label lk, Mk is the number of
vertices which are pre-labeled with lk, and Zk is a normalized
constant.

The final labeling result (segmentation) of a vertex vi is
obtained by the following formula:

Ri = argmax
lk

rlki . (7)

It is worth to note that directly computing the matrix
(I − (I − Dc)P )−1 of the formula (6) is very expensive,
specifically if the number of the vertices of G is very large. To
overcome this issue, the formula (6) is converted into linear
equations which are solved using a sparse algorithm, for more
details, the reader can consult Dong et al. [6].

B. Pseudo-algorithm of the subRW method

The pseudo-algorithm of the subRW method is given as
the following:

Algorithm 1 Pseudo-algorithm of the image segmentation
method subRW [6].

Input: Image I, L = {l1, l2, ..., lK}, Dc = diag(c1, c2, ..., cN ), λ,

VM = {{vl1
1
, v

l1
2
, ..., v

l1
M1
}, {vl2

1
, v

l2
2
, ..., v

l2
M2
}, ..., {vlK

1
, v

lK
2

, ..., v
lK
MK
}}.

Output: Segmentation result Ri corresponding to the pixel
xi.

1: Obtain the indicator vectors blk , k = 1,K of the labels;
2: Define an adjacency matrix W = [wij ]N×N , respecting an 8-

connexion neighborhood system and the formula (1);
3: Obtain the probability density uk

i ;
4: Scale the probability density: uk

i ←− max(100 +
log(uk

i ), 10
−10);

5: Set gi ←− gki , where gki = uk
i +max

t ̸=k
ut
i;

6: Compute the transition probability matrix P by the formula (4)
and the vector uk by the formula (5);

7: Resolve the linear equations: (I−(I−Dc)P )rlk = (I−Dc)u
k+

1

Mk

Dcb
lk ;

8: Normalize the probabilities: rlk ←− 1

Zk

rlk ;

9: Obtain the segmentation result Ri = argmax
lk

r
lk
i ;

C. Example illustrating the subRW method

In this subsection we illustrate by an example the principle
of the subRW method. To do so, we give in Fig. 1 a trivial case
that is actually inspired by Grady [8]. In order to simplify the
illustration, we consider each of the image’s ROIs is designated
with a unique pre-labeled pixel. As well, for the same raison
we omit the weights of the edges.

In Fig. 1(a), we show an 8-connected graph having a set
of vertices vi, where i = 1, 16, among which are illustrated
vertices that are representing unlabeled pixels marked with the
sign (?), and vertices which are representing pre-labeled pixels
having one of the labels l1, l2 or l3, each of which represents
a ROI.

In accordance with what we have described in Subsection
II-A, each unlabeled vertex releases a random walker that
walks on the graph and computes the probabilities to reach
the pre-labeled vertices with l1, l2 and l3. These probabilities
are obtained using the formula (3). For more clarification, we
show in Fig. 1(b) the probabilities that each unlabeled vertex vi
reaches the vertex pre-labeled with l1, whilst Fig. 1(c) presents
the probabilities of reaching the vertex pre-labeled with l2,
and finally Fig. 1(d) presents the probabilities of reaching the
vertex pre-labeled with l3. From the Figs. 1(b), 1(c), 1(d) we
notice that for each vertex of the graph, the sum of probabilities
of reaching the vertices pre-labeled with l1, l2 and l3 is equal
to 1, ex. for the vertex v1: 0, 26 + 0, 71 + 0, 03 = 1.

Then, for each unlabeled vertex, the mean probability of
reaching the vertices that are pre-labeled with a same label
is calculated. Finally, the vertex will be labeled with the
label having the largest mean reaching probability, ex. in our
example each label has one pre-labeled vertex only, so for the

same vertex v1: the mean rl11 is equal to 0, 26/1 = 0, 26, the

mean rl21 is equal to 0, 71/1 = 0, 71, and the mean rl31 is equal
to 0, 03/1 = 0, 03. Consequently, the maximum value of the

means rl11 , rl21 , and rl31 is rl21 which corresponds to l2, so v1
will be labeled with l2. This principle is applied to all the
unlabeled vertices of the graph, leading to the result which is
shown in Fig. 1(e).

III. TESTS AND EVALUATIONS

This section is dedicated to the presentation of experimen-
tal part of the previously described method applied to images
containing apple fruits. To do so, we describe the environment
in which we have implemented and tested the method as well
as the tools that have been necessary to accomplish the tests
such as the used dataset, the adapted values of the parameters,
and the evaluation metrics.

A. Implementation environment

To realize our work, we have implemented subRW in MAT-
LAB 2014 version which is an interactive language suitable
for image analysis and processing. The tests have been carried
out in a DELL Inspiron, with an Intel(R) core TM i5-7200
CPU, 4GB RAM, running under Windows 10. To validate the
segmentation method, we have used acfr-multifruit dataset [1]
which contains real color images containing apple fruits of
types Kanzi and Pink Lady.
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reaching the vertex pre-labeled with l3.
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(e) Graph showing l1, l2 and l3 assignment.

Fig. 1. Example illustrating the principle of the subRW method [8].

B. Acfr-multifruit dataset

The acfr-multifruit dataset belongs to the agriculture team
of the Australian center of the ground robotic which is af-
filiated to the university of Sydney [3], and it is available
to download at http://data.acfr.usyd.edu.au/ag/treecrops/2016-
multifruit/. To the best of our knowledge, it is the only publicly
available dataset that is dedicated to the evaluation of apples
segmentation methods.

Moreover, the images of the dataset have been captured
with preserving the natural conditions of the apples as they
were in the orchard. Thus, several factors such as: the im-
portance of intra-regions (inter-regions) variations due to the
variability of the lighting conditions, the variability of the
distances of the fruits from the camera, the grouping of
the fruits, the different capture angle, etc. [4] constitute real
challenges to test the performance of a segmentation method.

In total, the dataset contains more than 8000 images in
which 1120 are images containing apples of types Kanzi and
Pink Lady. All the images are 308 × 202 pixels. The dataset
includes also manually segmented images that we have used
as references to evaluate the performance of subRW.

C. Values of the used parameters

For the aim to apply subRW to segment images containing
apples, we have adapted the values of the parameters of subRW
to fit our goal. The new values have been determined by train-
ing the method over ten images from acfr-multifruit dataset and
are shown in Table I. Moreover, we have used two labels: the
first label to mark out pixels which belong to the apple fruits,
and the second label to specify pixels of the background of
the image. Additionally, it is important to point out that the
subRW method is conceived in a way in which the satisfaction
of some conditions when distributing labels on image’s pixels
is required. In fact, the label drawings should follow the
overall look of the ROI for better segmentation. With this
settings, the method will be called subRW-A abbreviation of
subMarkov random walk applied to apple fruit segmentation
in the remainder of this paper.

TABLE I. VALUES OF THE PARAMETERS USED IN SUBRW.

Parameter δ ϵ λ c

Value 1

60
10

−6
0.001 0.8

D. Evaluation metrics

Conventionally, the accuracy of a segmentation method
is estimated by comparing its yielded segmentation results
to benchmark segmentations, which are usually performed
manually by experts, according to some evaluation metrics.
For this purpose, we have chosen three well-known metrics in
the literature namely: Precision, Recall, and F1-score. These
metrics were introduced by Van Rijsbergen [14]. Actually,
they are based on the assumption that a segmentation method
is accurate if it is able to produce a maximum of correctly
identified pixels and calculated using three measures that
are: the True Positive (TP), the False Positive (FP), and the
False Negative (FN). TP is the number of pixels which are
simultaneously segmented by subRW-A and the experts as
pixels of apples. FP is the number of pixels that are segmented

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 442

E
E
IC
'1
9



(a) Original images.

(b) Manually segmented images.

(c) Labeled images, the red label designates pixels of the region of interest
and the blue label correspondes to pixels of the background.

(d) Images segmented by subRW-A.

Fig. 2. Segmentation results of subRW-A on images containing apples of
type Kanzi.

by subRW-A as pixels belonging to apples, however, they are
considered by the experts as pixels of the background. Finally,
FN is the number of pixels which are considered by subRW-A
as pixels of the background, but actually, they are pixels that
belong to the apples. The formulas of the three metrics can be
found in Van Rijsbergen [14].

Note that, higher yielded result values of these evaluation
metrics indicate better segmentation performance.

E. SubRW-A segmentation results

In this subsection, we take interest in the extraction of the
ROI, which is in our case apples of types Kanzi and Pink Lady,
by applying the subRW-A method to a set of images taken from
the acfr-multifruits that we have described in Subsection III-B.
Some segmentation results of Kanzi and Pink Lady apples are
exhibited below.

1) Segmentation results of images containing Kanzi apples
type: In this first part, we are interested in applying subRW-A
to color images containing apples of type Kanzi. In Fig. 2,
we show the segmentation results obtained for three images
chosen from the acfr-multifruits dataset.

The labeled images of the three original images that are
shown in Fig. 2(a) are given in Fig. 2(c) and their corre-

(a) Original images.

(b) Manually segmented images.

(c) Labeled images, the red label designates pixels of the region of interest
and the blue label correspondes to pixels of the background.

(d) Images segmented by subRW-A.

Fig. 3. Segmentation results of subRW-A on images containing apples of
type Pink Lady.

sponding segmentation results by subRW-A are illustrated in
Fig. 2(d). In fact, comparing these latter to those shown in
Fig. 2(b) which represent the manually segmented images, we
can easily notice the strong similarity between the contours
of the manually segmented apples and those obtained by the
application of subRW-A. Consequently, subRW-A have well
extracted the ROI (the apples). And this despite of the vari-
ability of the lighting in the images that can scale from a strong
lighting caused by the sun to a weak lighting due to shadows.
Furthermore, we can observe that subRW-A efficiently resists
to intra-apple color variability that characterizes the Kanzi
apples.

2) Segmentation results of images containing Pink Lady
apples type: In this second part, we present an exemple of
segmentation results of color images containing apples of
type Pink Lady. These latter have been obtained by applying
subRW-A. In Fig. 3, we illustrate three original images con-
taining Pink Lady apples (Fig. 3(a)), their manual segmentation
(Fig. 3(b)), their labeled images (Fig. 3(c)), as well as their
corresponding segmentation by subRW-A (Fig. 3(d)). From
Figs. 3(b), 3(d) we can easily deduce that subRW-A produces
good segmentation results. Actually, the segmentations shown
in Fig. 3(d) tend to be the same as the manual segmentations.
Moreover, it is important to mention that extracting Pink Lady
apples from the images is a tedious task because of several
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TABLE II. EVALUATION RESULTS OF SUBRW-A.
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Max 0.9878 0.9992 0.9757 0.9831 0.9967 0.9687 / /

Min 0.7715 0.7826 0.8474 0.4750 0.2466 0.3875 / /

Std 0.0528 0.0474 0.0243 0.1137 0.2739 0.1956 / /

Mean 0.9031 0.9442 0.9219 0.8487 0.7297 0.7526 0.7510 0.9040

issues such as the considerable lighting variability and the
quasi-similarity between the apples color and the color of the
leaves of the trees.

F. Evaluation of subRW-A method

For the aim of experimentations, first we have tested
subRW-A on sixty images that we have taken from the acfr-
mutlifruit dataset. The testing images have been different from
those that we have used to fixe the parameters of the method
which are shown in Table I. Then, we have compared its
obtained results with three methods. Specifically, two recent
methods of Bargoti and Underwood [3], [4], which are ded-
icated to the same purpose as ours (segmentation of images
containing apples of types Kanzi and Pink Lady) and were
evaluated using the F1-score metric over the same database
(acfr-muti-fruit). And, the state-of-the-art level set that is
introduced by Li et al. [10]. The evaluation results are given
in Table II.

G. Interpretation of the obtained results

From Table II, we deduce that subRW-A has produced
promising results. Actually, the yielded results present a mean
value exceeding 0.90 for the metric Precision, and a mean
value exceeding 0.94 for the metric Recall, which are better
than the mean values obtained by level set for the same metrics.

For the F1-score metric, we notice that subRW-A has
yielded a mean value which is approximately 0.92, that is far
more large than the both mean values of the F1-score obtained
by the method of Bargoti and Underwood [3], and level set
(which are around 0.75). Moreover, the mean F1-score yielded
by subRW-A exceeds with approximately 1,95% the mean F1-
score obtained by the method of Bargoti and Underwood [4],
whose score is about 0.90.

Furthermore, the tests have revealed that subRW-A has
a low sensitivity to the initial positions of the pre-labels
pixels. Consequently, the method presents satisfactory and
encouraging performance.

IV. CONCLUSION

In this paper, we have applied for the first time the
method subRW to segment color images containing apples of
type Kanzi and other images containing apples of type Pink
Lady. Our main aim consisted to distinguish apples from the

remaining background of an image, i.e. extract/segment the
region of interest which is in our case the apples. Moreover,
we have tested and evaluated the subRW method on a set
of real images that have been taken from the acfr-multifruit
dataset, and this by comparing the obtained results of subRW
to the ones of two some recent and concurrent state-of-the-
art methods. Despite the unfavorable lighting variations and
the quasi-similarity of the color of the Pink Lady apples
to the leaves fragments, we have obtained encouraging and
satisfactory results.

As future work, we intend to establish a more reliable
comparison by intervening several concurrent methods and to
expand the number of the testing images so that to observe
the evolution of the method’s performance. Furthermore, it is
worth to consider the automatization of the subRW method.
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Abstract— In this paper, an optimal design for the special class 

of Non-Causal Recursive (NR) digital filters with a zero phase 

shift is presented. The approximation problem is formulated as 

a minimax optimization. It is transformed into a linear 

programming, which can be solved iteratively by a well-known 

binary search technique. We demonstrate that the optimal 

frequency response of the NR filter can be better than that of 

the classical squared magnitude response of an optimal elliptic 

filter; where, we get additional attenuation in the stopband. 

Two examples of filter design are illustrated in agreement with 

our contribution. Some details of the linear programming 

implementation and its limits are also discussed. 

I. INTRODUCTION 

As is well known, Noncausal Recursive (NR) digital 
filters can be realized by a cascade connection of a causal 
IIR filter with an arbitrary transfer function  H z  (forward 
pass) and an anticausal time reversed version of the same 
function  1

H z
 (backward pass) [1-7]. The issue of 

designing this special class of digital filters has been 
discussed only slightly [1-2], and the most contributions 
have been focused on its real-time implementation [1-4], [6-
10]. Kormylo and Jain [1] have proposed a classical design 
in the frequency domain based on bilinear transform and a 
well-known optimal design of analog elliptic filters, such 
that the magnitude characteristic of the causal recursive filter 

 H z  has to agree with the square root of the desired 

frequency response of an NR filter    
2

jj
H e H eNR

  ; while, 

its phase characteristic is inconsequential. Over these four 
decades, this classical design was the most commonly used 
in several papers [3-10], where the design procedure is fast 
and simple. However, despite of using an optimal elliptic 
digital filter  H z , we are not sure that the squared magnitude 

response  
2

j
H e

 is the optimal frequency response of the NR 

digital filters. 

In this paper, an optimal design of NR digital filters is 
proposed on the basis of the minimax criterion, where the 
magnitude response can be better than that of the classical 
design. A zero phase constraint will be elaborated under 
some special conditions, where it can be linear. So, the 
approximation problem can be transformed into a linear 
programming, which can be solved by an iterative binary 
(dichotomic) search technique. 

In Section II, according to the transfer function  H zNR of 
NR digital filters, a zero phase shift constraint is developed 
under the special case where the poles of  H zNR are located 
in quadrantal symmetry. The key aspect of this last 
assumption is the linear constraint that we can get. Section 
III presents a formulation of the approximation problem. The 
constraints as functions of the normalized frequency   , are 
given in both of the passband (PB) and the stopband (SB). A 
linear programming formulation and details concerned with 
the discretization techniques are explained in section IV. In 
section V, we describe the optimization procedure devoted to 
solve iteratively the proposed linear programming; and two 
filter design examples are illustrated in section VI. Finally, 
conclusions are given in section VII. 

II. A ZERO PHASE SHIFT CONSTRAINT 

Consider the generalized NR filters realization [2] in 
Fig.1, where  1H z and  2H z  be the transfer functions of the 
Nth order of causal IIR filters such that: 

  0
1

0

N
k

b z
k

k
H z

N
ka z

k
k







 and   0
2

0

N
k

z
k

k
H z

N
k

z
k

k











                       (1) 
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ka , kb , k and k are real coefficients. 

 
 

 
 
 
 

Figure 1. Generalized Noncausal Recursive (NR) digital filter realization 
 

Thus, the equivalent transfer function 
     1

1 2H z H z H zNR
 of 2Nth order of the NR filter can be 

expressed as: 

   
 

ˆ
ˆ

N
k

c z
k N zk N

H zEq N D zkd z
k

k N


 




                               (2) 

Where:  

 ˆ
N

kN z c z
k

k N




    and      ˆ
N

kD z d z
k

k N




           (3) 

For j
z e


 , the frequency response of the NR filter is: 

       
 

ˆ
1

1 2 ˆ
Nj

H e H z H zNR j Dz e


 

 


                      (4) 

 ˆ
N

jk
N c e

k
k N

 


  and      ˆ
N

jk
D d e

k
k N

 


          (5) 

According to the transfer function model (2) and (3), we 
are going to elaborate the constraint that can ensure a zero 
phase shift response. The equivalent frequency response 

 j
H eNR

 of the NR filter can be expressed as: 

 
       

       

cos sin0
1 1

cos sin0
1 1

N N
c c c k j c c k

k k k k
k kj

H eNR N N
d d d k j d d k

k k k k
k k

 


 

     
 

     
 

    (6) 

If we consider the special case where all poles of the 
equivalent transfer function  H zNR are in quadrantal 
symmetry. This situation can be found, where poles 
of  1H z are those of  2H z . So, the set of coefficients 

 d
k N k N  

can be considered as an autocorrelation function, 

where it will have the maximum at 0d and the others 

coefficients are symmetric, such as: d dk k  for 1, ....,k N . 

In this case, the denominator  D̂   is a real function as 
follows:  

   ˆ 2 cos0
1

N
D d d k

k
k

  


                       (7) 

Thus,  j
H eNR

 can be expressed with real and imaginary 

parts as: 

 
   

 

   

 

0
1 1

0 0
1 1

cos sin

2 cos 2 cos

N N

k k k k
k k

N N

k k
k k

c c c k c c k
j

H e jNR
d d k d d k

 


 

 
 

 

   
     

    
   

    
   

 

 
      (8) 

 j
H eNR

 can have a zero phase shift if it is a real 

function, so its imaginary part equals to zero. 

So, we have: 

   sin 0
1

N
c c k
k k

k
  

                      (9) 

Finally, (9) can be expressed as a linear constraint over 
the set of the coefficients  c

k N k N  
: 

  sin 0
N

c k
k

k N
 


                       (10) 

III. FORMULATION OF THE APPROXIMATION PROBLEM 

Let  F  be the desired frequency response of the NR 
digital filter, where it is a specified function of frequency. 

    is the positive tolerance function of frequency such 
that:  

   
 

 
ˆ
ˆ

N
F

D


  


                               (11) 

If we consider under the procedure of optimization that 
the maximum errors are respectively in the passband (PB) 

 ˆ max PB        ,  and in the stopband (SB) 

 max SB        . 

Without lose of generality, the approximation problem 
consists of finding the coefficients ck and dk   N k N   ; 

such that we get the minimum of ̂ / ( PB  ) and  / ( SB  ) 
under the constraints: 

                         
 

 
ˆ

ˆ 0ˆ
N

F
D


 


     if PB                

and                                      (12) 

                           
 

 
ˆ

0 ˆ
N

F
D


 


    if SB          

In order to keep the same sign  of inequalities after 
multiplication by  D̂  , we suppose that  ˆ 0D   . In this 
situation, the constraints (12) (called principle constraints) 
can be expressed as a set of linear inequalities in relation 
with the set of the coefficients  c

k
 and  d

k
 N k N    by 

writing them in the form: 

 

 

H2(z
-1) 

H2(z) Time 

reversal 

Time 

reversal 

 
H1(z) 

 

     

input 
output 
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     
     
 

ˆ ˆ 0
ˆˆ ˆ 0

ˆ 0

N D F

N D F

D

  
   


  
       

 if PB    

and                                           (13) 

                     
     
     
 

ˆ ˆ 0
ˆ ˆ 0
ˆ 0

N D F

N D F

D

   
  


     
  
 

 if SB    

Additional inequalities (called supplemental constraints) 
can be used where we take in consideration the maximum of 
tolerance imposed by the specifications: p  and 

s respectively in the passband (PB) and the stopband (SB), 
such that: 

                     ˆ ˆ 0N D F
p

         
 if PB    

and                                        (14) 

                      ˆ ˆ 0N D F
s

         if SB    

Also, if we take in consideration that  ˆ 0D   and 

   
 

ˆ
ˆ

Nj
H eNR D




  is a real function (in order to have a zero 

phase shift), we impose that:  ˆ 0N   , in order to get 

positive magnitude frequency responses.  

To simplify the problem of optimization, we consider 

that: 
ˆ

K



 , so we are interesting to optimize the maximum 

of error in the stopband  . We get the new formulation of 
the approximation problem as shown: 

                                  
: , ,

Minimize
over c dk k




  

under the constraints:                       (15) 

            

     
     
 
 
     

 

ˆ ˆ 0
ˆ ˆ 0
ˆ 0
ˆ 0
ˆ ˆ 0

sin 0

PB

N D F

N D F K

D

N

N D F
p

N
c k
k

k N


  
   


   




  
     
 
 

      



 


 and 

     
     
 
 

     

 

ˆ ˆ 0
ˆ ˆ 0
ˆ 0
ˆ 0

ˆ ˆ 0

sin 0

SB

N D F

N D F

D

N

N D F
s

N
c k
k

k N


   
  



   



 
     
  
  
     







         

IV. LINEAR PROGRAMMING FORMULATION AND 

DISCRETIZATION 

In order to transform the above approximation problem 
(15) into a linear programming, the maximum error in the 
stopband  is considered as a constant during the 
optimization procedure; also, an auxiliary variable  is 
subtracted from the left side of each inequality constraint, 
forming the new linear programming formulation: 

 

 

                The cost function to be minimized is:  

y   

under the constraints:                       (16) 

 

     
     
 
 
     

 

ˆ ˆ 0
ˆ ˆ 0
ˆ 0
ˆ 0
ˆ ˆ 0

sin 0

PB

N D F

N D F K

D

N

N D F
p

N
c k
k

k N


   
    
 
 
    



 
   
       
    

        



 


,and 

     
     
 
 

     

 

ˆ ˆ 0
ˆ ˆ 0
ˆ 0
ˆ 0

ˆ ˆ 0

sin 0

SB

N D F

N D F

D

N

N D F
s

N
c k
k

k N


    
   
 
 

    



 
      
   
    
      







     

It is clearly that the approximation problem in (16) can 
have a solution if and only if the minimum value of  is 0; 
otherwise, no solution to the approximation problem is 
found, and either  F  , or  or both must be modified in 

order to obtain a solution. 

Now, we are going to transform the above linear 
programming into its discrete version, in order to be 
performed under a digital machine. 

The normalized frequency variable PB SB   can be 
discredited into M points (M1 is the number of points in the 
passband PB, such as: 

 |1 / , 1 /1 1m M PB M m M SB
m m m
                        (17) 

The discretisation procedure is illustrated as follows:  
Let we form vectors such that: 

T
c c

k N k N
    

, T
d d

k N k N
    

,  Tx c d  (18) 

Also, we form the matrices A and B of M lines and 
 2 1N  columns, such that: 

     
cos

1
A k

m m M N k N
         

 

and                                    (19) 

     
sin

1
B k

m m M N k N
         

 

 
If we consider the below inequalities from the principal 
constraints (16) in the passband (PB) and the stopband (SB), 
namely: 

     
     

ˆ ˆ 0
ˆ ˆ 0

N D F

N D F

   
    

   
       

                 (20) 

The following vectors can be formed from the desired 
frequency response  F  : 
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 
 

ˆ
1 1

1

1 1
1

ˆ
1 1 1 1

F F
m m M

F F
m M m M

T
FF F F

M



 

       
         


    

 

and                                   (21) 

              

 

 
 

0 0..... 0
1 1
0 . 0..... .

1 1 . 0 0
1

0 . 0
1

FF

F diag FF
FF

m

FF
M M M







 
 
 
 

  
 
 
 
  

  

 
Also, if we consider the inequalities:  

     
     

ˆ ˆ 0
ˆ ˆ 0

N D F K

N D F

    
   

          
               (22) 

The following vectors can be formed from the desired 
frequency response  F  : 

 
 

ˆ
2 1

1

2 1
1

ˆ
2 2 2 1

F F K
m m M

F F
m M m M

T
FF F F

M

 



        
        


    

 

and                                      (23) 

           

 

 
 

0 0..... 0
2 1
0 . 0..... .

2 2 . 0 0
2

0 . 0
2

FF

F diag FF
FF

m

FF
M M M







 
 
 
 

  
 
 
 
  

                           

 
Also, with the same manner as in (21) and (23), we get from 
the supplemental constraints in (16): 

 

 

 
 

1 1
1

ˆ
1 1 1 1

ˆ
2 1

1
ˆ

2 2 2 1

1 1

2 2

F F
s m s M m M

T
FF F F

s s M

F F
s m p m M

T
FF F F

s s M

F diag FF
s s

F diag FF
s s

 

 

         
     

        

     
 
 





                  (24) 

Finally, the approximation problem can be formulated as a 
linear programming such that: 

               yMinimize
over x

, and:  0 01y x                                     

Under the constraints:                    (25) 

                           0
0 0 0

Gx
B x


    and   

1
1

1
2
0 1

0 1
1

1
1

2

A F A

A F A

A
G

A

A F A
s

A F A
s

  
 
  
    
   
   









 

 

V. PROCEDURE OF OPTIMIZATION 

To determine the smallest value of  such that the linear 
programming (25) has a solution, an iterative procedure 
should be used since  enters into the design constraints. 
Before, let assume that the sum of the maximum of passband 
ripple ˆ K  and stopband ripple  should be less than or 
equal to 1 [11]. If we let * denote the minimum value of 
 for which the approximation problem has a solution. We 
have: 

 * 1
0

1K
 


                              (26) 

The initial lower 0
i  and upper 1

1
i

K
  

bounds can be 

used to locate * by a binary search procedure, when at each 

step i,   is calculated by a geometric mean ( i i     ). 

Note that, the geometric mean can reduce dynamic between 

these two lower i and upper i bounds in comparison with 
the arithmetic mean. So, we get a fast binary search [11]. The 
procedure of optimization can be described as follows: 

 

Step 1: initialization  

Let: 15
10

i 
  (since 15

10
i 
  is unrealistic), 1

1
i

K
  

 

and i i      

Step 2: Solve the above linear programming (26) with the 
value of  . If the cost function 0y  , a solution to the 

approximation problem exists and *  . In this case, we can 

reduce the upper bound and we set i  . Otherwise, no 
solution to the approximation problem exist for this value of 
 and *  . In this case, the lower bound is increased and 

we set i  . 

Step 3: set i i     , and repeat step 2 until: 
i i     reaches a predetermined accuracy. Generally, we 

stop processing where  reaches a spacing floating point 
number [12]. 

Finally, polynomials  N̂ z and  D̂ z in (3) can be 

factorized according to the final coefficients  c
k N k N  

 and 

 d
k N k N  

that are associated with the optimal value * . 

Poles and zeros inside the unit circle are those of the causal 
minimum phase recursive filter  1H z ; where, whose outside 
the unit circle are assigned to the noncausal maximum phase 
subsystem  1

2H z
 . If zeros lie on the unit circle, the 

assignment to  1H z or  1
2H z

  may be done arbitrary. 
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VI. EXAMPLES OF DESIGN  

In this section, a variety of design examples are shown. 
In all the considered examples, the magnitude specifications 
were specified at equally 1024M   spaced discrete 
frequency points, up to half the sampling frequency. 

The linear programming shown in (25) can be solved 
first, by using the linprog() command from the optimization 
Toolbox of Matlab [12], with a double precision arithmetic 
on 64 bits machine. The commonly Simplex method is not 
suitable to solve a large scale problem as the filter design; so, 
we use this command with the option of interior point 
methods [12]. It seems more adequate in getting acceptable 
solution. 

A. Example 1: A Zero phase Low-Pass filter 

The magnitude specifications are as follows: 

   1 0 0.5 0 0.6F if and F if              

The maximum passband attenuation is 0.5R dBp   and the 

minimum stopband attenuation is 32R dBs   .  An order of 8 

 2 8N  is chosen for the equivalent transfer 

function      1
1 2H z H z H zNR

 of the NR filter. Fig. 2 shows 
the magnitude characteristics from both of the proposed and 
the classical designs. With the presented procedure of 
optimization, the optimal solution is reached after 56 
iterations. We get additional 0.6 dB of stopband loss. 

B. Example 2: A Zero phase high magnitude 

specifications Low-Pass filter 

We keep the same above passband and stopband edges, 
with high attenuation requirements, such as: 0.01R dBp   

and 80R dBs   . An order of 14  2 14N  is chosen for the 

equivalent transfer function      1
1 2H z H z H zNR

 . 

With the example 2, it seems that, the linprog() 
command, with the large scale option, has numerical 
limitations for getting acceptable NR filters, where the 
equivalent frequency response is out of the tolerances 

/20
101

Rp

p


  and /20
10 sR

s


 . Also, in general, repetitive 

experiences confirm the same phenomena when orders are 
longer than 12 and high minimum  stopband attenuation 
 60sR dB . In this case we can use the nonlinear solver 

fmincon() with the particular case of linear constraints [12]. 
The results are promising, and an optimal solution is reached 
after 56 iterations, with additional 0.02 dB stopband 
attenuation over that of the classical design (Fig.3). Instead 
of the linprog() command, with interior methods option, 
which uses a built-in starting point; the non linear solver 
fmincon() requires an initial solution that is chosen as 

follows:    0 01T T
x c d   . 

 
 

Figure 2. A Comparison between magnitude characteristics of Low-pass 
NR filters yielded from different designs- the proposed design (solid line) 

and the classical Kormylo and Jain’s design (dashed line). 
 

 
 

Figure 3. A Comparison between magnitude characteristics of Low-pass 
NR filters yielded from different designs, and under high magnitude 

specifications - the proposed design (solid line) and the classical Kormylo 
and Jain’s design (dashed line). 

VII. CONCLUSIONS 

An optimal technique for designing NR digital filters was 
presented. The condition of a zero phase response was 
elaborated for the special case where it is linear. 

The approximation problem was formulated as a linear 
programming, and solved iteratively using a well-known 
binary search technique. Two examples of filter design are 
illustrated. We demonstrate trough the proposed design that 
the optimal magnitude response of the NR filter can be 
different and better than that of the squared magnitude 
response of an optimal elliptic filter. The presented optimal 
design can be used for large magnitude specifications using 
linprog() command and/or fmincon() command with linear 
contraints  . However, it seems limited when the minimum 
stopband attenuation is over than -95 dB, and the order of the 
NR filter is over than 2N=16. Also, when the width of the 
transition band is small, the coefficient sensitivity makes the 
proposed design unstable. 
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Abstract—nowadays, medicine plays a vital role in our daily 
life. In addition, breast cancer research and computer-aided 
diagnosis (CAD) [1] are considered to be one of the most active 
disciplines and an extraordinary tool of assisted diagnosis to help 
physicians. This work is part of an effort to develop a (CAD)  
system for the detection of mini-MIAS data masses [2], which can 
be considered as the second opinion to the radiologist. The 
proposed concept based on the noise suppression by anisotropic 
filtering   to emerge all possible clear spots to be masses through 
using an Alternating Sequential Filter (ASF). Objectively 
achieving thisby obtains firstly the ASF using a mathematical 
morphology to improve the mass contrast. Second, the 
segmentation approach considered here as a contribution and 
important task to segment the resulting spots image based 
geometric active contour models (Level set). Experimental results 
show that the proposed method improves and progresses 
significantly to successfully extractmass fromtheexaminedmini-
MIASmammographydataset[2]. 

Keywords—mammography; CAD; masses; Level set;  
Alternating Sequential Filter; anisotropic filtering; active contour. 

 
I. INTRODUCTION 

Recently, medical imaging (IM) is an extraordinary tool for 
assisting clinical diagnosis. IMs are the best way to quickly 
detect any type of injury and also offer new hope for a 
treatment for many diseases such as breast cancer. In fact, 
breast cancer is the leading cause of death in women [3], but   
it can also affect men with a much lower rate. Particular in 
Algeria, breast cancer is the first case reported; with 11,000 
new cases per year at an advanced stage of pathology [4].The 
stage of the diagnosis is a key stage in the struggle againstthe 
breast cancer. It is also know that in early stages, the treatment 
is more effective. Consequently, one of the most important 
areas of scientific research in the detection and analysis of 
cancer, where the division of risk factors into three sections 
are the hormonal, genetic and environmental. In this case, 
mammography remains the essential reference technique for 
breast exploration, the most effective in  the  field of 
surveillance and early detection of breast cancer [5], 
According to radiologists, mass and calcification are parts of 
quiet calcium, and may appear in clusters (Micro calcification) 
or in cluster-shaped patterns. The growth of extra cells is 
usually non-cancerous but is an important indicator of breast 
cancer. If 80% of them are benign tumors, only 15% of breast 
tumors are malignant tumors, the condition being diagnosed 
by mammography [6]. Thus, in order to reduce the workload 
of radiologists, the design of a computer-assisted detection 
system (CAD) is based on a three-step flow of work:detection, 
analysisandclassification.Automateddetectionofbreastdiseases 
is always difficult, even for experienced radiologists. To date, 

some of the advantages of the algorithms described in the 
literature have been suggested to detect masses in the 
mammogram, whether benign or malignant. Among the most 
importantofthesemethodsarethosethatusetherepresentation of 
mammography based on improved contrast. The aimof this 
procedure is to enhance and improve the fragmentation of distinct 
structures and the discovery of blocks by alternating serial 
filtration of mathematical formation [7]. This paper at- tempts to 
introduce other improvements based on the pathway and 
mathematical morphological factors applied to different types of 
images to gray levels [6], [8], [10-11]. The latter provides 
improvements to traditional speedway methods to extract the 
desired masses. The application of medical image segmentation 
methods presentation of pathologies remains a field of research 
very wide. For this reason the use of theLevel set was largely 
documented in the literature of the medical imagery and several 
works were published on the segmentation of the masses in 
mammogram. One finds several techniques have been adopted for 
segmenting masses, suchas active contours [9], [12-14].  Efforts 
hasbeen made in other studies have been conducted on the image 
mammography for the local contrast enhancement for false 
positive reduction [15]. The main contribution of this work is the 
design of a new efficient segmentation method by fusion 
approaches for the detection of breast masses in the mini- MIAS 
mammography database [2]. The proposed method has been 
successful in achieving higher and accurate segmentation rates and 
the results obtained validate the superiority of our proposed 
approach over the advanced method [16-17]. This paper is 
organized into 4 sections: an introductioncoversthe review of 
breast pathology of interest, the motivation of research as well as 
the current segmentation method. Section 2 on the methodology 
contains the proposed detection method. The performance of the 
experimental simulation method is given in section 3. Concise 
conclusion and recommendations 
forfutureworkarepresentedinsection4. 

 
II. PROPOSED DETECTIONMETHOD 

Fig. 1 presents the proposed method for the detection of breast 
disease that helps improve and exposure masses in digital 
mammography. Here are the main steps conducted to achieve the 
proposed method. (1) Noise reduction by the anisotropic filter. (2) 
And will make an effort in improving   the contrasts to distinguish 
the masses and the background using morphological Alternating 
Sequential Filter (ASF). In the third phase, the using a segmentation 
of the area ofinterest for the identification of mass and classification 
is the last step in a computer-assisted diagnostic system (CAD). It 
exploitsthe result of description (which itself exploits the result of 
segmentation) to be able to decide the pathological nature of 
themass,basedongeometricdeformablemodels(Levelset). 
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Where it is a decreasing function with 𝑐𝑐(0)=  1 and 
lim 𝑥𝑥 → ∞𝑐𝑐(𝑥𝑥) = 0 
 

Forexample: 
 
 𝑐𝑐(𝑥𝑥) =  

1�1+𝑥𝑥2
                              (3) 

 
 

• If𝑐𝑐=1,wefindtheequationofheat→diffusion. 

• If 𝑐𝑐 is weak, the broadcast is stopped which preserves 
the edges. 

In [18] proposed the following two mailing functions: 𝑡𝑡1(|∇𝑢𝑢|) = 𝑒𝑒 �∇𝑢𝑢2�𝑐𝑐  (4) 𝑡𝑡1(|∇𝑢𝑢|) =
1

1+
|∇𝑢𝑢 |2𝑐𝑐        (5)

Figure 1. The proposed segmentation method by fusion approaches for masses in 
mammography. 

 
A. Enhancementstage 

Despite the efforts of the related work, the detection of 
mammary pathologies remains difficult. Thus, an additional 
research effort based on two main steps is examined to achieve 
the objective of the proposed method, as follows. 

a) Step(1): Due to the small size and low intensityof 
the mass spots, designing a filter is a very difficult task. Here, 
the nonlinear anisotropic diffusion filter [18] has been applied 
to filter the noisy images and preserving the details and 
contours while filtering the homogeneous areas. The main 
objective pursued by the anisotropic diffusion is to filter the 
image by the reduction of the noise in the presented areas 
while avoiding the smoothing of the contours. Thus, the author 
in [18] modified the diffusion equation (eq.1) to achieve 
anisotropic diffusion based on, (1) Maximum homogenization 
of diffusion away from contours, and (2) Minimal diffusion on 
the level as ofcontours. 

The heat diffusion equation: 𝑑𝑑𝑢𝑢𝑑𝑑𝑡𝑡 = 𝑐𝑐.∆𝑢𝑢 = 𝑑𝑑𝑑𝑑𝑎𝑎 (𝑐𝑐.∇𝑢𝑢)                      (1) 

Modifying by [18]: 𝑑𝑑𝑢𝑢𝑑𝑑𝑡𝑡 = 𝑑𝑑𝑑𝑑𝑎𝑎(𝑡𝑡(|∇𝑢𝑢|).∇𝑢𝑢)                         (2) 

 
With: 𝑢𝑢: Signal / Image. 𝑑𝑑𝑑𝑑𝑎𝑎 ∶ Divergence operator. ∇∶ Gradient Operator. ∆∶ Laplace operator. 𝑐𝑐 ∶Coefficient gradient amplitude. ∇𝑢𝑢 ∶ Gradient vector. 
 
 
 

It is clear that the anisotropic filter enhances the contrast of 
the contours with region smoothing and a partial reduction of 
the volume effect. Fig. 2 shows of the typical histogram of a 
mammogram. Clearly, we distinguish three different classes of 
the pixels[19]: 

• Class1:thepixelsoflowofintensities. 

Class 2: the pixels having corresponding gray values 
within itself. 

Class 3: the pixels of high intensity, the large peak 
corresponding to the pectoral muscle, annotations and 
may be to breast lesions. 

 
 
 
 
 
 
 
 
 
 
 

Figure 2. The typical histogram of a mammogram. 

 
Fig. 3 shows the visual results when comparing the original 
mammography image before and after applying theanisotropic 
filter. It is clear and can easily be interpreted that the 
anisotropic filter accentuates the sharpness of the edges, the 
smoothareasandevendecreasestheeffectofpartialvolume.

• 

• 
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Figure 3. Visual results comparison of the: a) Original mammography image; 
b) before and (c) afterfiltering. 

 
 

b) Step (2): Here, the detection of the target lesion 
was performed according to the sequential alternative filter 
(ASF) operator resulting from the mathematical morphology 
of [8], which allows keeping only these small structures. So, 
this approach was firstly adopted for mass detection using 
the ASF 
techniquetoimproveimagemammographyformassdetection. 
Then, the White Alternating Sequential (WAS) Filter 
givenas: 

FASB (n)=OnFn.......𝑂𝑂2𝐹𝐹2𝑂𝑂1𝐹𝐹1 (6) 

The Black Alternating Sequential (BAS) filter given as: 

FASN (n)=FnOn........F2O2F1O1  (7) 

Where; 𝑂𝑂𝑑𝑑and 𝐹𝐹𝑑𝑑respectively represent the opening and the 
family of the closures by a structuring element of similar 
shape and of increasingsize. 

 
1) Segmentation method: The mass detection was 

achievedby a segmentation technique considered as a 
reference in the field of medical imaging for tumor or mass 
areas. In this paper, the original contribution is a mass 
segmentation method based on geometric active contours 
(level set). The geometric models suggested independently 
by [20] and [21] provide a solution to meet the limits of 
deformable parametric models (in particular for topological 
adaptation). Consequently, the changes of topology can be 
treated automatically. The mathematical form 
ofthelevelsetdefinedbyequation: 

 𝑑𝑑Φ𝑑𝑑𝑡𝑡 = 𝑓𝑓|∇Φ| = (𝑓𝑓𝑑𝑑𝑛𝑛𝑡𝑡 + 𝑓𝑓𝑒𝑒𝑥𝑥𝑡𝑡)|∇Φ| (8) 

Where 𝑓𝑓the force applied to the curve (surface) and Φis the 
function of the level set and |∇Φ|it is the gradient of 
thefunctionΦ.Thisforcecanbebrokenupintotwoterms: 

 

• An internal force 𝑓𝑓𝑑𝑑𝑛𝑛𝑡𝑡: imposing a constraint of 
regularity of the curve (surface in 3D during the 
evolution. 

 

• An external force 𝑓𝑓𝑒𝑒𝑥𝑥𝑡𝑡: term attachment data (image 
data) for controlling the convergence of the shape of the 
shape model to the data. 

 
 

III. EXPERIMENTAL RESULTS ANDDISCUSSION 

In this  work,  the  proposed  method  was  tested  using  the 
mini-MIAS dataset from Mammography  Image  Analysis 
Society [2] to segment and  illustrate  primarily  benign  and 
malignant masses. A total of 83 images are examinedwith 
different mammary pathologies of the database mainly illustrate 
36 benign masses and 47 malignant masses. The results are 
illustrated by the figure below (see Fig. 4):  after the noise 
removal step (to reduce noise at themost)by the anisotropic 
diffusion filter, then we have moved to enhance contrast by 
applying these steps by mammography image [2], with a choice 
of structuring element used for the Alternating Sequential Filter 
corresponding to a disk with a sizeof4X4. 
Notingthat,thisstudyconfirmstheperformance of the image 
mammography improvement by the Alternating Sequential 
Filter for the detection of masses. In the second 
partofexperimentalresults,theproposedsegmentationmethod has 
been implemented in the context of identifying the main 
mammography tissues and extracting the mass area  
(see Fig. 5). This will subsequently allow the calculation the 
mass characteristics in 
ordertoclassificationthatwillberegisteredinthedatabase. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4. Illustrate the visualization results of  the  pre-process  stagewith: a) 
Original mammography image; b) Noise suppression using anisotropic diffusion 
filter; c) Contrast adjustment; d) Subtraction results of WAS and BAS; e) Addition 
of the previous result with itself; f) Overlay of the previous process result with 
original image. 
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Figure 5. The results of the proposed algorithm for segmentation: a) 
Original mammography image after noise suppression; b) 
Enhancementmammography image; c) Detection of masses and 
segmentation of the mass by geometric deformable models (Levelset). 
 

For performance comparison purposes our performance results 
with the performance results of mass detection studies in the 
literature. Through Receiver operating characteristic (ROC), 
where availability analysis and graphs are commonly used in 
medical decision making. The segmentation performance can be 
estimated by describing random errors (True positive; True 
negative; False positive; False negative), a measure of statistical 
changes(eq.9). 

 𝐴𝐴𝑐𝑐𝑐𝑐𝑢𝑢𝑟𝑟𝑡𝑡𝑐𝑐𝑦𝑦 =
𝑇𝑇𝑃𝑃+𝑇𝑇𝑇𝑇𝑇𝑇𝑃𝑃+𝑇𝑇𝑇𝑇+𝐹𝐹𝑃𝑃+𝐹𝐹𝑇𝑇                                (9) 

 

In addition, the obtained results show that by applying the 
proposed enhancement and segmentation the contour of mass, 
with compared other algorithms results cited in the literature 
(Table. I). The table summarizes the results of this work in 
terms of precision and shows the great performance of our 
approach. 

 

 

 

 

 

 

 

 
TABLEI. Comparison of results obtained through our approach with other 

ones in theliterature. 
 
 
 

 
Author 

 

Segmentation method 

 
Database 

 
Accuracy 

 
R. Rouhiet al [16] 

 
Region growing algorithm 

 
MIAS 

and 
DDSM 

 
 

96.47 % 

 
K. Burçin et al [17] 

 
Otsu s´ algorithm 

 
MIAS 

 
93.2 % 

 
Guerroudji et al 

 
Diffusion segmentation 

 
MIAS 

 
97.09 % 

 
 
 

IV. ICONCLUSION 
 

The results clearly indicate that the proposed approach has 
achieved its goal of mass-detection mammography, in which the 
contrast enhancement step has the following advantages: 
(1) Anisotropic scattering acts as a robust filter for additive noise 
suppression without affecting the pixels of the image 
mammography, and (2) an improved contrast making it easy to 
distinguish the masses from their background via sequential 
alternating white and black sequences. At the segmentation stage; 
deformable active contour models were successfully performed to 
extract masses from the resulting mammographic image, then a 
feature extraction process was examined to describe extracted 
regions of the images for classification and decision-making 
purposes. From the results obtained, the approach can easily and 
accurately detect the masses of mammography images with 
acceptable accuracy. Theproposed method is simple and suitable 
for other databases thatcan be easily implemented in the computer-
assisted diagnosis of breastcancer. 
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Abstract — Bearings are the most frequently used 

components in the vast majority of rotating machines. Their 

running quality influences the working performance of 

equipment in a large extent Consequently, the monitoring of this 

component is a key point to increase the reliability, security and 

avoiding serious damage in machine. Vibration signal is widely 

used for diagnosis which is considered as a powerful tool for 

detecting mechanical defects. In this paper, a rolling bearing 

fault-diagnosis method based on an improved variational mode 

decomposition (VMD) is proposed. The processing methodology 

of bearing diagnosis starts with the decomposition of the 

vibration signal by improved VMD technique into a set of 

intrinsic mode functions (IMFs). According to the aim of fault 

diagnosis, the selected fault indicator is calculated from the 

energy related to the most sensitive IMFs to the bearing defect. 

The proposed approach is then validated using data from the 

bearing data center of Case Western Reserve University. The 

results prove the efficient of this method to discriminating from 

four conditions of rolling bearing, namely, normal bearing and 

three different types of defected bearings: outer race, inner race, 

and ball. 
 

Index Terms —  
Fault diagnosis, rolling element bearing, variational mode 

decomposition. 

I. INTRODUCTION 

n large varieties of industrial applications, 
increasing the reliability and availability of electrical 
systems is highly required. Sudden failure of electrical 
systems in applications such as aviation, electric 
traction, power plants or industrial production plants 

can lead to unscheduled and unwanted shutdowns that can 
cause damage to surrounding equipment in the same way than 
the staff.  

In several industrial fields, the induction motor (IM) is the 
most used. This is due to its simplicity of construction, mass 
power, robustness and it's relatively low cost. According to an 
IM reliability survey, 45~55% of motor faults are related to 
bearings [1]. Which are particularly intended to support the 

rotating structures and facilitate their rotation [2]. Thereby, 
the fault detection and degradation in bearings is a research 
challenge where important breakthroughs are developed from 
signal processing techniques [3].  

Typically, the vibration signal is rich with essential 
information on mechanical defects including rolling defects. 
The major challenge is to effectively separate valuable 
features representing fault information adequately, especially 
for non-stationary and noisy signatures [4]. For this reason, 
vibration analysis has been widely used in bearings fault 
diagnostic. Traditionally, the vibration detection techniques 
used for signal processing are realized in time [5, 6], 
frequency [7, 8, 9] or time-frequency domain [10, 11]. Among 
the most familiar approaches, in time domain, are root mean 
square and statistics features such as kurtosis, skewness and 
crest factor. It was shown that the load variation did not affect 
the kurtosis and crest factor values; these static characteristics 
can therefore be considered as a significant indicator of 

impulsive defects [2]. For stationary vibration signals, 
traditional frequency domain based on Fast Fourier 

Transform (FFT) method has been proved to be useful. 
However, due to the complex internal structure and noisy 
working environment of the rotating machines, the vibration 
signals have always been non-stationary. Hence, time 
frequency techniques are more appropriate to overcome this 
limitation. Among several time-frequency methods [13, 14, 
15], the wavelet transform (WT), Hilbert Huang transform 
(HHT) and recently, the Variational mode decomposition 
(VMD) are used in bearing fault diagnosis. HHT combine the 
empirical mode decomposition (EMD) with the Hilbert 
transform to obtain both the instantaneous amplitude and 
frequency of each intrinsic mode function (IMF). Empirical 
mode decomposition (EMD) finds wide applications in the 
ball bearing fault diagnosis [16]. However, mode mixing and 
boundary distortion of intrinsic mode function affects the 
correctness of the decomposition result. Also, it has a strong 
self-adaptability which prevents us from extracting a signal 
relating to a previously fixed frequency band. The last 
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disadvantage can be surmounted by the use of Wavelet 
transform (WT). A WT, known as an effective tool to analyze 
the non-stationary signal, has good local time-frequency 
properties. It can provide time domain and frequency domain 
information by inner production between the analyzed signal 
and a predetermined wavelet basis. WT methods can be 
considered as a band-pass filter with an adjustable window 
size. Through the choice of the mother wavelet and different 
approximation scales. However, the WT is strictly limited by 
the selection of basic function unlike the VMD, which does 
not require any predefined basis function or mother wavelet.  

This paper presents a contribution of rolling bearing faults 
diagnosis. This approach is rest on the use of an improved 
VMD to decompose the collected vibration signals into sets 
of IMFs. Then, the most sensible component to the bearing 
defect will be selected to extract more characteristics of fault 
information. 

II. BACKGROUND 

A. Brief introduction of VMD 

Recently, a new quasi-orthogonal time-frequency signal 
processing technique called variational mode 

decomposition (VMD) was introduced by Dragomiretskiy 
and Zosso. VMD decompose the given signal into a collection 
of sub-signals (IMFs) by solving a contrained variationnal 
problem, where each IMF is regarded as an amplitude-
modulated and frequency modulated (AM-FM) signal. It has 
band-limited and around a center pulsation wk. The 
constrained variational problem is formulated as follows [17]: 
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To solve the constrained variational problem, the 

augmented Lagrangian is introduced and the non-constrained 
variational problem is gotten by: 
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where  is balancing parameter of the data-fidelity 
constraint, and  (t) are Lagrange multipliers 

The iterative formulas of uk and k  are deduced with the 

alternate direction method of multipliers (ADMM) as follows: 
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The main procedures of VMD can be summarized as follows: 
Step 1: Initialize   1 1, ,k k ku    and maximum iterative time N; 

Step 2: Update ku  k           according to (4) and (5); 

Step 3: Update    based on   

 1 1( ) ( ) ( ) ( )n n n

k
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Step 3: If 
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u u
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+ −
  stop iterating otherwise return 

to step 2. 

III. FAULT DIAGNOSTIC FOR ROLLING ELEMENT 

BEARINGKGROUND 

The process methodology of fault bearing diagnosis is 
illustrated in Fig 1. The signal pre-processing starts with the 
decomposition of the vibration signal by VMD. Then, the 
sensitive IMFs which contain the most significant fault 
information are extracted. A statistical feature based on the 
energy moment of the selected IMFs is calculated. Finally, 
this fault feature is used as indicator of severity default . 

 

 

Fig. 1.  The Bearing fault diagnosis process methodology. 

A. Experimental setup 

The vibration data investigated in this work were collected 
from the rolling element bearing test rig obtained from the 
case Western Reserve University bearing data center (Case 
Western University). The signals are collected at the sampling 
rate of 12 kHz for four different load conditions(0, 1, 2 and 3 
horse power) via accelerometers mounted at the drive end and 
fan end of the induction motor housing coupled to the load 
that can be varied within the operating range of motor . Four 
types of model were tested. The healthy condition and the 
defective conditions in three different places as follows: the 
inner race fault, the outer race fault and rolling ball fault. 
Single point faults (cyclic defect) were artificially induced by 
using an electro-discharge machining. The size of fault, for 
the inner, outer race and ball, is 0.007 and 0.021inch. 

B.  Signal task processing  

Vibration analysis is a powerful tool for detecting faulty 
bearings. The vibration signals contain a lot of information 
about the operating state of a machine. However, they are 
often disturbed by uncertain impulses and random noises that 
can infect useful information. In addition, they are considered 
as non-stationary and non-linear signals [2]. Hence, bearing 
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fault diagnosis based on vibration signals require to be 
analyzed by robust signal processing methods. 

In order to improving the accuracy and reliability of the 
bearing fault diagnosis, it is necessary to select the appropriate 
signal diagnosis which contain the significant information. 
For this aim, FFT (fast Fourier transform) is firstly used to 
study the bearing ball condition for different load levels (0, 2 
and 3 hp). Fig 2 and Fig 3 show the vibration spectrum under 
several defects (inner, outer and ball faults) whose severity is 
0.007 inches. By analyzing these vibration spectrums, it has 
been found that the affected frequency bandwidth can be 
easily localized at high frequency (resonance frequency). 
Thus, in term of energy, all information relating to the state's 
ball bearing (healthy or defect) is contained in this range. In 
this paper, the vibration signals are segmented by VMD. The 
goal of the segmentation is to obtain IMFs which represent the 
original signal in resonance band frequencies. Then, the most 
sensible IMFs are selected as diagnostic signals. 

 

 
        (a) 

 
      (b) 

 
       (c) 

 
     (d) 

Fig.2: Vibration spectrum: (a) healthy bearing, (b) bearing with defect ball, c) bearing 
with defect inner race, (d) bearing with outer race. 

 

 
                 (a) 

 
                (b) 
 

Fig. 3.  Vibration spectrum (blue curve: 0.007 inch, red curve: 0.028 inch) 
(a) bearing with defect ball, (b) bearing with defect inner race. 

 
It has been shown that the amplitude associated to the 

resonance frequency band located at [2000-4000] Hz is not 
clearly sensible to the load but it is more affected by the defect 
type. In other words, the value of the frequencies related to 
this range is load independent.  

C. Improvement of VMD 

VMD is a powerful tool for a signal decomposition, it is 
based on non-recursive calculations which is make it more 
efficient in computing algorithm than the EMD, WT and 
LMD. However, VMD has a major disadvantage that limits to 
a large extent the ability to extract features. VMD does not 
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have the decomposition termination condition as EMD, it is 
necessary to set the decomposition components k in advance 
before starting VMD calculation. In theory, the value of k is 
dependent on the number of frequency components included 
in the signal. If the value of k is too small, the data will be 
under-segmented, and some components will be contained in 
other modalities. If the value K is too large, problems such as 
modal copying will occur [18, 19 xiao17, xu18]. Therefore, 
the design of an optimal VMD should be focused on how to 
obtain the optimal value of key parameter of the VMD. In this 
paper, we are inspired by the work developed in [shi16] to 
determine this parameter.In order to identify the effective 
frequency components contained in the signal, we are 
exploited the FFT's spectral envelope to identify the optimal 
value K according to the frequency components. The steps of 
this method are resumed as follows [20]: 

 
• Implement the Fourier transform of the vibration 

signal, 
• Detect the local maxia and minima of the amplitude 

spectrum, 
• Generate the envelope curve 
• Calculate the threshold by using (6)      
• Filter out those frequency components that have 

smaller magnitude than the threshold value through 
setting them to be zero. 

• Identify the optimum number of modes from the 
resultant envelope curve. 

• Then, calculate the signal correlation coefficient ratio 
of the modes by using (7) 

• Finally, the value number of modes is determinate. 

The threshold is determinate as: 

hthrehold rA=                                                            (6) 

where Ah is the maximum magnitude that can be observed 
from the spectrum, r is a ratio used for controlling the level 
of the threshold. 
The signal correlation coefficient ratio of the modes is given 
by: 

1

( ) ( , )
n

k
k

R n corr m x
=

=                                                 (7) 

Figures (4-6) represent respectively  the frequency spectrum 
and the associated envelope curve, the trimmed envelope 
curve, and the resultant correlation coefficient ratio evolution. 
from the results, it is clear that the number of modes can be 
set to 4. 

 

 
Fig 4: Envelope curve 

 
Fig. 5: Filtered envelope curve 

 
Fig.6: Evolution of the correlation coefficient ratio 
 
As it shown in the Figures (7, 8, 9and 10), when we set the 

number of mode at fourth value it gives a satisfying results. 
The VMD method is then applied to the collected vibration 
signals, and the fault-related information may be decomposed 
into several IMF components. How to select the sensitive 
IMFs is important for constructing a robust fault diagnosis 
method. In this work, a coefficient correlation given by (8) is 
adopted to select the sensitive IMFs:  
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where ui is the ith decomposed IMF; ,

iu x   are the 

deviations of ui and x(t); x   and u  are the mean values of ui 
and x(t); respectively. 
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Fig. 7.  Spectrum of original signal and each mode 

components 

 (Healthy bearing) 

 

 

 
Fig. 8.  Spectrum of original signal and each mode 

components 

 (Ball defect) 

 

 

 
Fig. 9 Spectrum of original signal and each  mode 

components (Inner race defect) 

 

 
Fig. 10: Spectrum of original signal and each mode components 

(Outer race defect) 

 
An evaluation criterion, based on the energy related to 
selected IMFs, is described below: 

             2

1 1

1 1
( )

imf l
N N

j
imf lj i

FI u i
N N= =

=                                (9) 

where Nimf  and Nl are the total number of selected IMFs and 
the data length of the jth selected IMF, respectively. 

 
Fig. 11.  Evolution of IF according to different default  

 
Figure 11 illustrates the evolution of the feature FI according 
to the defect severity fault (DSF) (with 0.007 and 0.021 inch 
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as diameter size) at different state, healthy, BF, IRF, ORF 
(ball, inner race and outer race faults) and under different load 
(0, 1, 2, 3 Hp). The results demonstrate that the data derived 
from this criterion can be classified in four separate sets 
related to healthy and faulty behavior. Thus, it is clear that this 
new distinctive feature, extracted under different DSF, is an 
efficient indicator to discriminate between healthy and faulty 
bearing states. Also, it allows locating the fault type.  
 

IV CONCLUSION 

In this paper, a bearing fault diagnosis method based on 
VMD has been proposed. The experimental result obtained 
from the vibration signal spectrum shows the existence of the 
resonance frequency band located at [2000-4000] Hz which is 
not clearly sensible to the load but it is more affected by the 
defect type. Using VMD method, the raw vibration signal can 
be decomposed into a series of IMFs. Therefore, we can 
reveal the vibration modes embedded in the raw signal. 
Finally, a statistical feature extracted from the most sensitive 
IMFs has been selected as default indicator which can 
discriminate between healthy and faulty bearing states. The 
experimental results show the effectiveness of this approach 
to ensure a reliable and precise fault diagnosis process.  
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Abstract—The work presented in this article is a 

contribution to the work carried out in the framework of 

power electronics, the main objective is to see the 

electrical and magnetic behavior of a planar inductor 

with PCB substrate embedded in a buck DC-DC  

converter. is an electromagnetic study in which we will 

determine the shape of the electric field lines and the 
magnetic field. 

I. INTRODUCTION  

The evolution of planar technologiesin the field of 
power electronics continues to grow. However, if we 
take an example of a DC-DC step-down converter, 
there does a problem of space between the various 
components constitute it Among these Passive 
Components, the planar inductance is mentioned in 
particular, and several research works (1) (2) (3) (4) 
have turned towards the integration and 
miniaturization of this type of inductance.In this 
work, we will focus on the electromagnetic study of a 
planar, spiral, square topology inductor, integrated on 
a PCB substrate (5) (6), (7) for introducing in a DC -
DC converter. The manufacture of this type of 
inductance is very difficult, because a single error is 
sufficient for the poor quality of the product and, 
therefore, again, it is a very complex and very 
difficult job.The purpose of integrating and 
miniaturizing passive components is to reduce the size 
of the component in order to solve the congestion 
problem and reduce the cost of this component. 

 

II.      PRESENTATION OF THE TOPOLOGY 
OF MICRO COIL 

The studied topologies are presented in Figure 1. It 
is a square spiral topology. 

 
Figure 1. square planar inductor 

III. PRESENTATION OF THE PARMETERS FOR OUR 
INDUCTANCE: 

The spiral planar inductor is geometrically described 
by seven parameters (Figure 1). We have the width w, 
the thickness of the conductors t, the spacing s, the 
total length of the conductor lt, also the number of 
turns n, Its outer and inner diameter, must be chosen 
in order to optimize the ratio between the inductance 
value and the area occupied on the circuit.We present 
in this board the different parameters  of the planar 
inductor in which we want to integrate on buck 
converter. The parameters of our  planar inductor are 
summarized in this table. 
 

TABLE I. GEOMETRICAL PARAMETERS USED FOR 
SIMULATION 

 
Geometrical Parameters 

Parameters Values 

Number of turns n 
Inner diameter Din (mm) 
External diameter Dout (mm) 
WidthW(mm) 

Thickness of the conductor t (µm) 
Permeabilitydu PCBFR4 µrPcb 

Permittivity du PCBFR4ƐrPcb[8] 

Substrate thickness e (mm) 

3 
1 

1 0 
0.9 
35 
1 

4.7 
0.3 
0 
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IV. DIMENSIONING OF THE PLANAR 

INDUCTOR 

A. Presentation of the micro-converter 
parameters 
 
We present in this board the different parameters of 
the converter in which we want to integrate our fixed-
width micro coil. The parameters who we have 
chosen for our micro-converter which our micro 
inductance is integrated are: 

Input voltage: 5 V; 
Output voltage: 2.5 V; 
Output power: 1 W; 
Operating frequency: 100*107Hz 

 

TABLE II. BUCK CONVERTER PARAMETERS 

 
Ve VS Imax(A) Is(A) P(watt) S(mm) 

5 2.5 0.8 0.4 1 0.54 

 
a) Calculation of thecyclic ratio 
the cyclic ratio  is calculated by the following 

expressionα = 
Vs

Ve
=0.5      (1) 

B. The  schématic  of our Buck DC-DC 
converter 

 

Figure 2.Diagram of buck DC-DC Converter 

 
The buck DC-DC converter in power electronics is 
important and several works have been done in this 
area (10)(11). Figure.2 shows the converter in which 
we want to integrate our micro coil on a PCB 
substrate. A step-down is governing by the following 
equations: 
 ∆IL =

α .Ve .(1−α)

L.f
  (2) ∆IL = 0.8A 

 
L = 4.037 ∗ 1O−8 H 

C.  Analytical expressions for diensionnement 
 
 

In the literature there are several analytic expressions 
to size the spiral planar inductance (12) (13) (14) 

among these expressions we quote (Wheeler-Mohan-
Brayan, Grover).we made the difference between the 
two Mohan and wheeler methods. From the 
specifications and based on the analytical methods of 
Wheeler, Mohan, we will size the planar spiral 
inductance under a design objective with a minimum 
of losses and compare the value of the inductance 
between the two methods. 
 

• Wheeler’s expression 

              Lmw = K1μ n2dm

1+K2b
     (3) 

Table III. WHELEER PARAMETERS 

Geometry K1 K2 

Square 2.34 2.75 

 

• Mohan’s expression 𝐿𝐿𝑀𝑀ℎ =
μ0∗𝑛𝑛2∗𝑑𝑑𝑡𝑡𝑎𝑎𝑡𝑡 ∗𝑐𝑐1

2
∗ (ln �𝑐𝑐2𝜌𝜌 � + c3 ∗ ρ +

c4 ∗ ρ2)  (4) 
Table IV. MOHAN  PARAMETERS 

Geometry   C1 C2 C3 C4 

Square 1.27 2.07 0.18 0.13 

 

withthere 

5.5
2

out in
avg

d d
d mm

+
= =  (5) 

ρ=   
dout −din

dout +din
 =0.82   (6) 

 

V. RESULTS OF SIMULATION 
 
We notice that the inductance increases with the 
number of turns for the two methods. TheWheleer 
method, which gives a good approximation of the 
value of the inductance. 
 

 
Figure 3. inductance according the number turn (Wheleer) 
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Figure 4. Inductance according the number turn (Mohan) 

 

• The calculation of the width and thickness 
aredepends on the skin thickness, the skin 
effect is anelectromagnetic phenomenon 

 

 
Figure 4.  Results of Skin Effect according frequency 

 

VI. ELCTRICAL PARAMETERS OF OUR 

MICRO COIL 

1)Characteristic of copper 
 

Thickness of conductor Material: Cu: t = 35 μm 
The skin thickness: δ = 92.8 μm 
Resistivity ρcu = 1.710-8Ω. m 
Relative permeability: μ r = 1 

2) Characteristic of sbstrate 

Insulating Material: PCB 

Relative PermettivityEr=4.7 

VII. ELECTROMAGNETIC MODELISLATION 
OF OUR INDUCTOR 

A. Schematization of the prototype 

 The prototyping of the coil requires several steps 
in order to schematize it in the COMSOL 
software: 

1) STEP1: BUILD THE PROTOTYPE GEOMETRYAND 

DEFINE THE  MATERIALS 

 

 
Figure 5.Geometry of an inductance without an air box 

 

 
 

Figure 6.  Geometry of an inductance with an air box 

STEP2: GENERATE  THE MESH 

 
Figure7.  Mesh of square spiral  planaronductorwithout air box 

 

 
 

Figure 8.  Mesh of square spiral  planar inductorwith air box 
 

B. Electromagnetic simulation of prototypes 
integrated coil: 
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1)We simulated the magnetic behavior of the 
inductor: in a frequency domain at a frequency f = 
100 Hz., the results of the electromagnetic 
simulation : 

a) Density of the current :According to the 
simulation of the density increases inside the 
corners of the planar inductor which is due to the 
peack effect. 

 
Figure 9. The Current  densityof the planar inductor 

 
Figure 10. Front view of TheCurrent  density of the planar inductor 

 
 
b) Electrical field 
 

The electric field module is more important at the 
input of the electric current, its value decreases as one 
moves away from the entrance 

 
 

Figure 11.The electricfield ofthe planar inductor 
 

 
Figure 12. Front view The electricfield ofthe planar inductor 

 
c) Electrical potential and density of magnetic flux 

The figure confirms the considerations that have been 
taken concerning the boundary conditions, according 
to the current lines, the magnetic field is more 
important in the middle of the planar inductor 

 
  Figure 13. The electrical potential and the magnetic flux density 

oftheplanar inductor 
 

d)Electric Potential 

 
Figure14.  The electricpotential  ofthe planar inductor 

e) magnetic filed:According to the simulation 
of the magnetic field increases inside the corners of 
the planar inductor which is due to the peak effect. 

 
Figure 15. The emagnetic field ofthe planar inductor 
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Figure 16. frontvue of The emagnetic field of the planar inductor 
 

2) Augmentation of the frequency: we have varied 
the value of the frequency by taking two values [2e4 et 
3e7] 

 
we notice a drop in the potential due to the resistance 
of the planar conductor  

 
Figure 17. The electrical potential for the frequence 2e4Hz 

 
 

 
Figure 18. The electrical potential for the frequency 3e7Hz 

 

VI. CONCLUSION 

The aim of our work, was to make a 
electromagnetic  modeling of fixed-width square-type 
spiral micro- inductance topologies, on a PCB-FR4 
substrate who is  is a  passive component used in many 
electronic circuits such as  power electronics switching 
power supplies). Thisplanar inductor integrated in DC 
 buck converter DC-DC, this planar inductor topology, 
was  realized, characterized and designed at 
LAPLACE  laboratory of Toulouse. this contribution 
enters to the context of the integration  and 

miniaturization of passive circuits including planar 
inductor on a PCB substrate. We have investigated the 
 electromagnetic behavior of this planar inductance 
after  having dimensioned it in order to integrate it into 
buck  converter. 
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Abstract— In this paper, new dual-band and tri-band microstrip 

bandpass filter has been proposed by using complementary split 

ring resonator (CSRR). The proposed filter is realized by 

etching the CSRRs in the ground plane beneath a microstrip 

filter composed of two taper and open stub separated by simple 

microstrip lines. The CSRR offers the possibility of designing 

multi-band filters with a small size and simple structure.  The 

CSRR as DGS can generate one passband. one transmission 

zeros are created to improve the selectivity of the proposed 

passband filter and isolation between the generated passbands. 

Design is simulated using ADS/Momentum and EM Simulation 

software (CST)and compared with HFSS Ansoft software. The 

simulated results show that the proposed tri-band BPF has three 

passbands centered at 2.69, 4.89 and 6.69 GHz with fractional 

bandwidth of 21.85%, 11.36% and 1.44%, respectively. 
 

Keywords— Defected ground structures (DGS), CSRR, Dual 

band, triple band. 

I. INTRODUCTION 

In modern wireless communication application operating at 
multiband frequencies, new challenges have been presented 
to design and produce miniature components with high-
quality. The dual and tri-band microstrip bandpass filter 
(BPF) with minimum insertion and enhanced selectivity are 
highly desirable. Extensive research works and different 
techniques have been introduced and reported in the 
literatures to meet these requirements such as stepped 
impedance resonator (SIR), stub loaded resonator (SLR), 
split ring resonator (SRR) and Geometry and defected ground 
structure (DGS). 
Numerous filter designs for dual-bands have been recently 
investigated employing various shapes of defective ground 
planes [1]. Applying defective ground structures is found to 
be simple and effective. A dual wideband bandpass filter is 
designed in [2] by using the modified extended composite 
right/left-handed transmission line (ECRLH-TL) based on 
CSRR loaded on the ground plane. Girdhari Chaudhary et al. 
proposed a Dual-Band Bandpass Filter using DGS with 
controllable second passband, with the help of a defected 
ground structure (DGS) transmission line and varactor 
diodes, the second passband is achieved by varying the 
characteristic impedance of the shunt open stub of stub 
loaded resonator (SLR) [3]. Dual-band filter achieved by 
combining two different pass-bands by using open loop ring 
resonator (OLRR) and defected stepped impedance resonator 
(DSIR) [4]. In [5][6], the tri-band response is achieved by the 

SIR and defected ground structure (DGS) resonator. In 
another approaches, the compact multi-band filter has been 
achieved using complementary split-ring resonators (CSRRs) 
and defective ground structure (DGS) [7][8][9]. Three notch 
band are obtained in [10] by using FMRR with CSRR and the 
interdigital couple on the top, and etching the DGS in the 
ground plane. In this paper, a compact triple-band BPF is 
proposed. The design uses a complementary square double 
split ring resonator as a DGS, with two taper and open stub in 
the extremity   and by a simple transmission line above the 
FR4 substrate to obtain the multi bands LPF design. As a 
proof of concept, the filter is designed and simulated for three 
different cases, with Dumbbell DGS, with and without 
CSRR. This results in more compact microstrip BPFs with 
dual pass bands and multi-band. two resonant band are 
attributed to the structure, while the others is a result of the 
embedded CSRR structure in the filter ground plane. The 
proposed BPF filters are successfully designed, simulated, on 
a FR-4, and it can be optimized by electromagnetic 
simulation software's. 

II. FILTER DESIGN AND EQUIVALENT CIRCUIT 

In this section a microstrip Dual-band bandpass filter is first 
designed constituted of two symmetrical tapers and open stub 
with same dimensions separated with a simple transmission 
lines. The design is based on accurate equivalent circuit 
model. The equivalent circuit applied to the Dual-band 
bandpass filter is presented and shown in figure 1. 
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Fig 1. (a) the geometry of the proposed LPF filter. (b) Equivalent circuit 
model of the LPF. 

Because of edge effects, the microstrip filter is greater than 
its physical dimensions. This is shown in Figure. 1 (b) where 
the size of both symmetrical tapers of the filter along its 
length was extended on each end by a distance ∆𝐿𝑇 , which 
is a function of dielectric constant and effective  𝜀𝑟𝑒 ratio of 
width WT1 on the thickness h. 
The wavelength in the corresponding lines is given by: 𝜆𝑔 = 𝜆0√𝜀𝑟𝑒                                      (1) 

Where εr relative dielectric constant, εre, effective dielectric 
constant, λ0 wavelength in free space.  
An approximate relationship very popular and convenient for 
the extension of the normal length is given by equation (2) 
[11] [12]. 

 ∆𝐿𝑇ℎ = 0.412 (𝜀𝑟𝑒+0.3)(𝑊𝑇ℎ +0.264)(𝜀𝑟𝑒−0.258)(𝑊𝑇ℎ +0.8)                   (2) 

 

Since the length of two tapers constituting the filter were 
extended by   of each side, the length of the filter is now:  
 𝐿𝑒𝑓𝑓 = 𝐿 + 2∆𝐿                               (3) 
 
The effective width of the filter is given by the following 
formula: 

𝑊𝑇1 = 12𝑓𝑟√𝜇0𝜀0 √ 2𝜀𝑟+1 = 𝜈02𝑓𝑟 √ 2𝜀𝑟+1                 (4) 

The actual length of the filter can now be determined and is 
given by the following formula: 𝐿𝑇 = 12𝑓𝑟√𝜀𝑟𝑒√𝜇0𝜀0 − ∆𝐿𝑇                    (5) 

 

III. BAND-PASS FILTER DESIGN PROCEDURE BASED 

ON CSRR-DGS 

This CSRR-DGS are obtained by cutting from the ground 
plane of the filter. CSSR consists of two square rings where 
the inner and outer slots are separated by metal strip. Presence 
of CSSR in the ground plane creates negative permittivity 
instead of negative permeability near the resonance 
frequency. CSRR has been successfully applied to the narrow 
band filters and diplexers with compact dimensions [13] [14]. 
 
 
 
 
 
 
 

 
 
 
 
 
 
Fig. 2. (a) CSRR DGS and (b) its equivalent circuit. 

The topology of CSRR DGS is shown in Figure 2 (a). From 
the equivalent circuit of CSRR DGS, shown in Figure 2 (b), 
we can get the position of the transmission zero. This is given 
by the frequency that nulls the shunt impedance as follows: 
 𝑓𝑍 = 12𝜋√𝐿𝑟(𝐶𝑟 + 𝐶𝑐) 

 

IV. SIMULATION RESULTS 

To design the different proposed pass bands filter without and 
with CSRR DGS, we have taken FR4 substrate having r = 
4.3 and height 1.54 mm, loss tangent (tan) = 0.018 and 
thickness of copper = 0.035 mm. 

A. DUAL-BAND BANDPASS FILTER WITHOUT 
DEFECTED GROUND STRUCTURE 

The filter structure, depicted in Figure 3 with no CSRR-DGS, 
has been modelled and analyzed at the design frequency, 
using ADS/Momentum and compared with the commercially 
available EM simulator, CST Microwave Studio. The 
structure exhibits a simple design with total size is 39.79 * 
59.63 mm2. 
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Fig. 3. Layout of the LPF without DGS. 
 

The geometric parameters of the proposed structure are 
presented in the following 

TABLE I.  GEOMETRIC PARAMETERS VALUES OF THE BPF 

The responses of the dual-band filter obtained by moments 
methods and finite integration technique, respectively, are 
illustrated in Figure 4.  

 

 
 

Fig. 4. Frequency response of a Dual-band bandpass filter without CSRR-
DGS. 
B. TRIPLE PASS BAND FILTER WITH CSRR DGS 

After obtaining satisfactory dual band performance from the 
first design, four CSRR DGSs with same size were integrated 
with the BPF. The proposed triple-band bandpass filter is 
shown in Figure 5. The corresponding simulated results of 
return loss and transmission responses offered by this multi 
band pass filters are shown in Figure. 6. The same dimension 
of the filter previously studied are kept. The physical 

dimensions of the CSRR are obtained as width L1 = 10 mm 
as the length of outer loop, L2 = 6 mm as the length of inner 
loop, wo = 1 mm as the width of inner loop, wi = 1 mm as the 
width of outer loop d = 1 mm as gap between two loops and 
g = 1 mm as gap in loop. S=1 mm as spacing between the two 
loops. CSRRs etched in the ground plane or conductor strip 
of a planar transmission media, such as microstrip or coplanar 
waveguide (CPW), provide a negative effective permittivity 
to the structure. and thus a transmission zero (TZ) can be 
created. 
 

        
         

Fig.5. Final modified filter (a) top layer dimensions and (b) bottom layer 
dimensions. 

Figure 6 shown the Frequency responses simulated by CST 
MW Studio and compared with HFSS Software.  
 

 
 

 
Fig. 6. Frequency responses of return loss and insertion loss of the filter with 
CSRR DGS. 
 

As shown in figure 6, the CSRRs DGS cause the appearance 
of one lower resonant band. the two upper resonant bands 
which is attributed by the first dual band structure are slightly 
shifted. There is no such a resonant band associated with the 
response of the filter with non-defected ground plane. A tri-
band BPF which centers at 2.69, 4.89 and 6.69 GHz with 
fractional bandwidth of 21.85%, 11.36% and 1.44%, 
respectively, is also presented. The tri-band BPF has the same 
miniature circuit size as the dual-band BPF. In addition, the 
TZ is generated at 1.89 GHz. The rejection has reached 35 
dB. The simulated group delay shown in the figure 7 is less 
than 16 ns in the three passbands. 
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Fig. 7. Groupe delay of the filter with CSRR DGS. 
 

V. CONCLUSION 

A dual band bandpass filter based on equivalent circuit for 
accurate prediction was developed. A compact triple-band 
bandpass filter was proposed by etching four complementary 
square split ring resonator (CSRR) in the ground plane. The 
CSRR as DGS can generate the first passband, while keeping 
the second and third pass bands. The rejection level between 
the passbands is improved due to the transmission zero 
generated by CSRRs as DGSs. The proposed filters provide a 
new way to design multi-band filters with simple structures 
and small dimensions. 
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Abstract— The performance and reliability of an integrated 

circuit are largely affected by the interconnections. Carbon 

nanotubes have unique properties that can help address the 

major challenges of interconnection. In this paper, carbon 

nanotubes have been proposed as future VLSI interconnect 

material. We consider a planar interconnects line including 

three strips in Carbon nanotubes isolated by a high k 

dielectric. The main parameter evidenced is the capacitance of 

the transmission line which will act as a filter then attenuate to 

a worse level the digital signals that flow in these strips. Then 

we compare the CNT interconnections with the Cu 

interconnections. It has been found that CNT-based 
interconnects are suitable for high-performance applications. 

 

I. INTRODUCTION  

Nanosystems have advantages over their antecedents 
microsystems. The first and most important of these benefits 
is miniaturization. Equivalent function, nanosystems bring 
again in volume and mass. Conversely, they allow 
performing more functions in the same volume. A second 
advantage is the reduction of consumption: because of the 
small masses involved, or even new modes of actuation 
(electrostatic for example). The reduction of the cost is also 
often put forward, the collective manufacturing techniques 
characteristic of the microsystems (wafer of 200mm) allow 
for large productions to decrease very strongly the unit cost 
of the produced parts. Finally, these systems can be more 
robust thanks to new materials such as carbon nanotubes 
with exceptional mechanical properties, they can be very 
fast and operate at very high frequencies. 

Ultraminiaturization makes it possible to go from the 
microworld to the nanoworld through the use of more 
efficient microelectronics tools and techniques. Lithography 
techniques are pushed to the extreme with very short 
wavelengths to draw patterns of nanometric size. 

When designing integrated circuits the designer take into 
consideration various parameters has become paramount, 

such as the temperature gradient in the micro-welding 
interconnects that has attracted great attention due to the 
requirement of miniaturization and a high integration in the 
electronic packaging industry [1-2], and   Computation of 
the interconnect parameters such as matrices of capacitances 
and inductances per unit length is important since these 
parameters are essential in designing of package, lossless 
transmission line system and microwave circuits[3]. 

In this paper, we design three transmission lines in a 
carbon nanotube, by varying the frequency and using the 
finite element method we calculate the capacitance and 
inductance. To study the influence of the variation of 
frequency on the distribution of the potential and 
consequently the capacities between interconnection. 

 

II. CARBON NANOTUBE 

The carbon nanotubes were first identified in 1991 by 
Sumio Iijima [4] whereas he observed by high-resolution 
transmission electron microscopy the by-products, present 
in the form of soot, of fullerenes1 synthesized by the 
method. said of the electric arc. In this soot, he clearly 
highlighted the presence of tubes consisting solely of 
graphitic carbon, a few nanometers in diameter. These 
"nano" tubes were in fact made of several tubes nested 
within each other. The scientific community then called 
them multiwall nanotubes. In 1993, single-walled carbon 
nanotubes were synthesized by the same method, adding 
metal catalysts to the carbon electrodes between which the 
electric arc occurs. Today, there are two types of nanotubes: 
single wall and multiwall nanotubes. The SWCNT single-
walled nanotubes consist of a single graphitic wall, whereas 
the MWCNT multiwall nanotubes consist of several 
graphitic walls. A multiwall nanotube can be seen as the 
concentric threading of several single-walled nanotubes 
with a well-defined inter-wall distance equal to 0.335 nm 
which corresponds to the interplanar distance of the 
graphite. Mono or multiwall nanotubes are most often 
arranged parallel to each other in a two-dimensional mesh of 
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triangular mesh, and held together by van der Waals 
interactions: they thus form bundles. 

Nanotubes can provide a quasi-ballistic transport of 
electrons, a metal nanotube 1-3 nm in diameter can carry a 
current that can go up to ten μA which results in a current 
density of about 10 / ² 9 A cm. NTCs are very good 
candidates for the realization of interconnections [5], 
transistors [6], mixers [7] and diodes. In field-effect 
transistors, the semiconductor nanotube is used as the active 
area. 

Carbon nanotubes are also good emitters of electrons by 
electric field effect, they are able to emit electrons by tunnel 
effect by their point when they are placed in an electric field 
so that their axis is parallel to field lines. Their very high 
form factor coupled with their thermal stability and their 
mechanical rigidity makes them extremely efficient 
transmitters capable of delivering high currents that are 
stable over time. Among the possible types of applications 
are microwave amplifiers [8], flat screens, and rear lights for 
passive flat screens. 

 

III. RESULTS AND DISCUSSION 

In this study, we consider a planar interconnects line 
including three strips in carbon nanotube isolated by a high 
k dielectric. The main parameter evidenced is the 
capacitance and inductance of transmission line which will 
act as a filter and then attenuate to a worse level the digital 
signals that flow in these strips. 

We simulated and modeled the interconnect capacitance 
and inductance using the finite element method. 

In the finite element approach, an electromagnetic 
problem is solved by dividing the studied region into a set 
of arbitrary shapes know as finite elements. 
      We have solved the potential magnetic vector 
propagation equation, considering the finite element 
formulation, we have introduced the Galerkin method 
defined in a Cartesian coordinate system. The propagation is 
considered according to the oz axis, by considering the 
phenomenon is governed by the equation: 
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The per unit length capacitance of each track with 

respect to ground can be calculated by 

                      [ ]2

2* W
      F/m (1)dielcC

V
=  

the equivalent capacitance "C" per unit length, it 
characterizes the density of dielectric energy stored in the 
substrate 

Where Wdielc is the energy per-unit length given by 

                      

21
W (2)

2dielc R
dxdyε φ= ∇∫  

The inductance is calculated by 

                           
[ ]2

2* W
      H/m (3)magL

I
=  

        the equivalent inductance "L" per unit length, it 
characterizes the magnetic energy density stored in the 
medium. 
Where Wmag is the magnetic energy per-unit length given by 

                        

21
W (4)

2mag R
H dxdyµ= ∫  

To illustrate and validate the new proposed formulation, 
we consider a planar interconnects line including three strips 
in CNT, Figure 1 shows the geometry of the model. 
 

 

 

 

 

Figure 1.Symmetric microstrip coupled interconnects 
 

This microstrip coupled interconnect has the following 
geometrical parameters 

• d=2 μm, S=5 μm, h=4 μm 
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Figure 2. Surface potential distribution 

 

The figure (2) shows the surface potential distribution 
we Note that the value of potential increases as it gets closer 
to the carbon nanotube track that is powered. 
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Figure 3. Electric field versus frequency 

 

We note that the electric field decreases with the 
increase of the frequency and we compared the electric field 
to generate by tracks in a carbon nanotube with that of 
copper and the electric field generate by the carbon 
nanotube track is taller than the electric field generates by 
copper track. 
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Figure 4. Magnetic field versus frequency 

 

The figure (4) shows the magnetic field versus 
frequency we note that the magnetic field stabilizes until a 
certain frequency then decreases with increasing frequency 
and we conclude that the magnetic field generate by carbon 
nanotube tracks taller than the magnetic field generate by 
copper tracks  
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Figure 5. Capacitance versus frequency 

 
 

     It is found that the capacity increases with the increase of 
the frequency, this is explained as much as the frequency is 
more important the dielectric energy will tend increased 
consequently the capacity increases. 
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Figure6. Inductance versus frequency 

 
We note that the inductance of the track decreases as the 

frequency increases. According to the relation of the 
inductance, it is understood that, as regards the internal 
volume of the conductor, the contribution to the integral of 
the magnetic energy is even smaller than the frequency is 
large. 
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Figure 7. Delay vs technology 
 

Figure (7) shows a comparison of interconnection delay 
which poses a major problem between copper 
interconnections and that of Carbonne nanotube and the 
comparison has led to the conclusion that the 
interconnections based on Carbonne nanotubes are less late. 
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Figure 8. Power vs technology 

 

 

It can be seen that there is less dissipation in terms of 
power in the carbon nanotubes than in the copper 
interconnections 
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Abstract— In this paper, we consider the biisotropic effects in a 

novel optical mirror; composed of materials with different 

proprieties.  In these structures, we can modify; according to 

the various applications,  the electromagnetic behavior by 

adjusting the number of layers, the  values of permittivity and 

permeability for each layer. Sometimes this adjustment is not 

satisfactory;  thus, we are obliged to adjust the material’s  

structure to find good results. 

Keywords: Biisotropic media, Mirror, Multilayer, 

Electromagnetic fields 

I. INTRODUCTION  

In a biisotropic media, the physical behavior is a 
consequence of chirality and non-reciprocity. Then, founding 
of relationships between physical and geometrical concepts 
developed during the nineteenth century and the beginning 
of the twentieth century, where concepts of chirality and 
optical activity were absolutely related [1–4] Main progress 
in the field of chirality and optical activity during the last 
century and the beginning of this century is attributed to A. 
Fresnel, J.B. Biot and L. Pasteur [1–4]. In this work, we 
study the chiroptical and non-reciprocity effects in a 
multilayer structure. For the multilayer structure, and 
depending on the application, the electromagnetic behavior 
can be adjusted by changing the number of layers, as well as 
the values of permittivity of each layer. This is not always 
satisfactory; we should customize the structure by playing on 
other parameters to achieve better results. The multilayer 
structure considered in this study, it’s an alteration of 
biisotropic layers with high and low refractive indices.  

II. RESULTS  

The biisotropic mirror is a layers’ arrangement of  N  
biisotropic slabs with different proprieties and thickness of 
materials,  while  the  biisotropic  mirror  is  a  general  case  
of chiral  multilayer.  It’s  composed  of an alternative  
periodic  arrangement  of  biisotropic  layers  with  high and  

low  indexes  of  refraction ( Hn , Ln ) trapped  between two 

homogeneous mediums and characterized by 0n ,and An  

indexes . The constitutive relations considered in this case 
are expressed as following: 

HHHHH BjED
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κε −=                                                      (1) 

H
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Where: γ  is the non-reciprocity parameter (Ω-1), and κ  is 

the chirality parameter (Ω-1).
   

 
 

−−++−−++ −−+=−−+ RLRLRLRL EEEEEEEE ''''  

−−++−−++ −−+=+−+− RLRLRLRL EEEEEEEE ''''  

 





















=





















−

−

+

+

−

−

+

+

R

L

R

L

R

L

R

L

E

E

E

E

M

E

E

E

E

'

'

'

'

   'MEE =  

                
As P has the following form [5]: 
 

( )
( )

( )
( )


















−
−

=

djk

djk

djk

djk

P

R

L

R

L

exp000

0exp00

00exp0

000exp

 

 

( )

( )

( )

( ) 



















===





















=





















=





















−+

−+

++

++

−

−

+

+

−

−

+

+

−

−

+

+

RN

LN

RN

LN

N

R

L

R

L

R

L

R

L

R

L

R

L

E

E

E

E

TT

E

E

E

E

T

E

E

E

E

T

E

E

E

E

22

22

22

22

6

6

6

6

2

4

4

4

4

2

2

2

2

...  

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 476

E
E
IC
'1
9











=





















tTE

tTMN

rTE

iTE

rTM

iTM

E

E
MTT

E

E

E

E

21  

Where:  HPMT 11 =  , and LLHH PMPMT =  

( )LH MM  is the correspondent matrix which founds the 

relation between the fields with high (low) index of 
refraction of the biisotropic medium and the high (low) 
index of refraction of the following medium [5] [6]. 
The matrix ( )LH PP  expresses the propagation matrix of 

biisotropic medium fields with high (low) index of 
refraction. The proprieties of biisotropic mirrors are defined 
by the Nth  power of TN of T bilayers’ matrix. The behavior 
of T matrix is defined by the eigenvalue of T [5] [6].   

   

Figure.2. (a) Electric fields through the interface, (b) 
Electric fields through a biisotropic slabs. 

In this study, we have used different values of the ratio of 
biisotropic parameters LH γκ , which is the ration between 

the chirality parameter of the high index medium and 
parameter of non-reciprocity of the low index medium. The 
thereafter figures represent the influence of the ratio of 
chirality parameters on reflectivity: 

 

 
 

Figure.3. Reflectivity depending on the wavelength in 

normal incidence for: nH (SiO), nL (MgF2) with 5=
L

H

γ
κ

 

 

 
 

Figure.4. Reflectivity depending on the wavelength in 

normal incidence for: nH (SiO), nL (MgF2) with 5.2=
L

H

γ
κ

 

 
Figure.5. Reflectivity depending on the wavelength in 

normal incidence for: nH (SiO), nL (MgF2) with 

67.1=
L

H

γ
κ

 

 

 
 

Figure.6. Reflectivity depending on the wavelength in 

normal incidence for: nH (SiO), nL (MgF2) with 1=
L

H

γ
κ
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Figure.7. Reflectivity depending on the wavelength in 

normal incidence for: nH (SiO), nL (MgF2) with 6.0=
L

H

γ
κ

 

 
 

Figure.8. Reflectivity depending on the wavelength in 

normal incidence for: nH (SiO), nL (MgF2) with 4.0=
L

H

γ
κ

 

 
 

 
 

Figure.9. Reflectivity depending on the wavelength in 

normal incidence for: nH (SiO), nL (MgF2) with 2.0=
L

H

γ
κ

 

        The figures 3 to 9 illustrate reflectivity depending on 
the wavelength in normal incidence. Figures 3, 4 and 5 
show, a reduction in reflectivity (68.44%, 74.3%, and 79.05 
%) is observed as the ratio of biisotropic parameters 
increases to 5=LH γκ , 5.2=LH γκ  and 67.1=LH γκ  
respectively. According to the figures 7, 8 and 9 The highest 
values of reflectivity (92.36%, 92.72%, and 90.82%) are 

reached for the ratio of biisotropic parameters 
to 2.0=LH γκ , 4.0=LH γκ and 6.0=LH γκ  

respectively. 

III. CONCLUSION  

         The same principle of interference mirrors is based on 
high number of interfaces.  Thus, more the presence of 
bilayers fostering the improvement of reflectivity, more the 
total intensity will be elevated.  The  decrease  of  the  
thickness  of  the  high  index  material  at  the  expense of  
the  low index material leads to the amelioration of 
multilayer’s reflectivity.  Hence, the ratio of biisotropic 
parameters LH γκ becomes the key factor to the 

amelioration of biisotropic multilayer’s reflectivity. 
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Abstract—This paper presents the electromagnetic effect and 

thermal modeling of a square inductor for its integration in 

Buck converter DC-DC. The first, we descript the inductor. 

The second, we dimensioning our inductor. Finely, we have 

simulated the electromagnetic effects in two cases. An inductor 

in the air and an inductor with substrate. Our geometry is 

created in 3D space dimension. Finely, we treat the thermal 

phenomena in an inductor using the finite element method. 

I. INTRODUCTION  

In Power electronics, modeling of passive components 
constitute a particularly important issue. Indeed, the 
magnetic components, inductors and transformers are 
mainly used to transmit or store energy. The passive 
elements volume reduction leads to a mounted in operating 
frequency, but this increase in frequency causes an increase 
in losses. If the behavior of some components is relatively 
insensitive to temperature changes, it is not the same thing 
for magnetic components whose characteristics depend 
strongly on the temperature. The losses freed in the form of 
heat are become a major concern due to the reduction of 
trade with the outside surfaces and increasing the density of 
losses. The aim of our work is a dimensioning a square 
inductor   that will be integrated in a DC-DC micro-
converter. 

II. PRESENTATION OF THE BUCK CONVERTER 

We have chosen a Buck micro-converter continuous-
continuous step-down (Fig.1) [1-3]. The inductor to 
integrate will thus be dimensioned for this type of 

application. Input voltage, VoltVin 3= . Output 

voltage, VoltVout 5.1= . Maximum current AIL 65.0max = . 

Output power, WPout 6.0= . Frequency of operation, 

MHzf 1= . 

 

Figure 1. Buck converter 

 
III. DIMENSIONING OF THE INTEGRATED INDUCTOR 

The geometry parameters characterizing the integrated 
inductor (Fig. 2) are the number of turns n, the width of the 
conductor w, thickness of the conductor t, the spacing 
between conductor s, length of the conductor l, the outer 
diameter dout and input diameter d in. 
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(a) 

 

(b) 
Figure 2. Geometry of a square spiral integrated inductor, (a) 3D view, (a) 

2D view 
 

The geometry of a square spiral integrated inductor on 
substrate [4-5] is shown in Fig. 3. 

 

(a) 

 

(b) 

Figure 3. Geometry of a square spiral integrated inductor on substrate, (a) 
3D view, (a) 2D view 

Table I contains the specifications and the design results of 
the square spiral integrated inductor.  

Table I.  Design Results of the Square Spiral Integrated Inductor 

Parameter Value 
Inductance, L (µH) 1.5  

External diameter, dout (mm) 2  
Internal diameter, d in (mm) 0.4  

Number of turns, n  2 
Thickness of the conductor, t (µm) 40  

Width of the conductor, w (µm) 120  
Spacing between conductor, s (µm) 280  

Length of the conductor, l (m) 0.0116 

IV. ELECTRICAL MODEL 

 
The equivalent electrical model of the integrated 

inductor [6-16] is shown in Fig. 4. 

 

Figure 4. Equivalent electrical model 

 

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 480

E
E
IC
'1
9



                                                    
 

Table II shows the electrical parameters calculated. 

TABLE II.  ELECTRICAL PARAMETERS RESULTS 

Electricals parameters Values 

)(ΩsR  0.04 

)(ΩsubR  0.006 

)( pFCs  0.014 

)( pFCox  0.598 

)( pFCsub  0.631 

Q  98.56 

V. MAGNETIC EFFECT IN A PLANAR INDUCTOR 

In this section, we present the distribution of the 
magnetic field in inductor in the air and on substrate using 
finite elements method [17,19]. 
Figure 5 shows the distribution of the electric field and 
magnetic field lines in the inductor in the air. This electric 
field is important to the input of the integrated planar 
inductor. The magnetic flux density lines are concentrated 
around the component and are bounded by the borders.  

 

(a) 

 
(b) 

Figure 5.  Distribution of magnetic field lines in the planar inductor in the 
air, (a) 3D view, (a) 2D view 

Figure 6 shows the distribution of the electric field and 
the magnetic field lines in the planar inductor on substrate. 
When we insert a multi-layer of the insulating, the majority 
of the magnetic field lines are concentrated at the substrate. 
These layers can reduce the value of resistance. So, we 
conclude that the substrate is required to have a good 
electromagnetic compatibility in the case of the integration 
of a planar inductor. 

 

(a) 
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(b) 

Figure 6. Distribution of magnetic field lines in the planar inductor on 
substrate, (a) 3D view, (a) 2D view 

VI. THERMAL EFFECT IN A PLANAR INDUCTOR 

 
In this section, we present the temperature distribution in 
our integrated inductor, based on the finite element method 
[20]. This distribution is obtained by solving the equation 
(7) of heat taking into account certain boundary conditions 
[21]. 

( ) qTk
t

T
C p =∇∇−

∂
∂

.ρ  (7)                                                     
                                                                   

           

For an integrated inductor in the air, the heat source can be 
expressed as (8) 

V

P
q

j=
                          (8)                                                                                                                                   

For an integrated inductor on substrate, the heat source is 
defined as (9) 

V

PPP
q

fedj +
= +

          (9)                                                                                                                                    

In figure 7 and figure 8, we observe the temperature 
distribution in the inductor on the air. We see that the 
temperature attained is from 52 °C. 

 

(a) 

 

(b) 

Figure 7.  Temperature distribution in the inductor on the air, (a) 3D view, 
(a) 2D view 

 

(a) 
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(b) 

Figure 8.  Temperature distribution in contour in the inductor on the air, (a) 
3D view, (a) 2D view 

In figure 9 and figure 10, we observe the temperature 
distribution in the planar inductor on substrate. We see from 
these figures that the temperature is about 32°C. It is shown 
that the temperature is reduced. 

 

(a) 

 

(b) 

Figure 9. Temperature distribution in  inductor on substrate, (a) 3D view, 
(a) 2D view 

 

(a) 

 

(b) 
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Figure 10. Temperature distribution incontour in inductor on substrate, (a) 
3D view, (a) 2D view 

VII. CONCLUSION 

 
In this paper, we have presented the dimensioning, the 

modeling and the simulation of a square inductor. We have 
visualized the electromagnetic phenomenon in inductor in 
the air and on substrate.  

When we insert a substrate, the losses decrease, the heat 
source decrease and the value of the temperature decrease. 
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Abstract— In this paper, analytical solution is presented for 

computing the displacements and stresses in a FGM thick-

walled cylinder under a uniform mechanical and magnetic 

fields. An analytical model of the pressurized vessel was 

constructed, where the radial continuous varying of elastic 

modulus and permeability along the thickness was assumed. It 

has been assumed that the elastic modulus and permeability 

are varying through thickness of the FGM material according 

to a power law expression. The analytical solutions of 

distribution of displacements and stresses were obtained and 

illustrated in radial direction for pressurized FGM cylinder. 

Thus, the inhomogeneity in material properties can be 

exploited to optimize stress distribution.  

I. INTRODUCTION  

Cylindrical hollow objects and thick-walled cylindrical 
vessels are common components and frequently used in 
engineering applications. They may be considered under the 
action of different types of mechanical, thermal and 
magnetical loadings or rotational body forces [1]. Elastic 
analyses of such pressure vessels subjected to internal and/or 
external pressures may be of great interest and importance in 
the design on solid mechanics.  

Until recently, these spherical objects are made of 
isotropic homogeneous materials which can only be 
optimized for their applications by material selection and 
very limited dimensional design. In recent decades, 
functionally graded materials (FGM) have become 
widespread due to possibility they offer for optimization of 
the design in terms of the spatial distribution of material 
properties.  

From viewpoints of solid mechanics, the FGM are 
nonhomogeneous elastic materials which have high 
structural performances such as high corrosion and oxidation 
resistant as well as great thermal resistance specification 
leads to the wide range of their industrial applications [2, 3]. 

The physical, mechanical and thermal properties of FGM 
vary in one or more spatial directions in such a way that for a 
specific application they have optimal properties variation 
[4,5]. FG Materials are nonhomogeneous in a microscopical 
scale but at macroscopic scale the material properties vary 
continuously in a specific spatial direction by gradually 
changing the volume fractions of the material constituents [6, 
7]. Hence, this new class of composite materials, unlike 
conventional composites, has the advantage of the absence of 
interfaces where the stress discontinuity occurs due to the 
discontinuity of materials properties. Indeed, the smoothly 
change in microstructure of FGM may not be subjected 
mismatch of mechanical properties across the interface. 

Many analytical studies concerning elastic problems of 
FGM hollow structures have been reported. For the FGM 
hollow cylindrical structures, previous studies on the subject 
considered FGM hollow cylinder including those, for 
example, by Lutz and Zimmerman [8], Jabbari et al. [3]. 

In this work, the magnetic response of a FG hollow 
cylinder subjected to mechanical and thermal loads was 
considered. Analytical solutions for stresses and perturbation 
of the magnetic field vector were determined using the 
infinitesimal theory of magneto-elasticity. The material 
stiffness and the magnetic permeability were considered 
varying continuously across the thickness direction 
according to power-law functions of radial direction. The 
aim of this work was to understand the effect of magnetic 
field on a FG hollow sphere subjected to mechanical and 
thermal loads. 

 

II. PROBLEME FORMULATION 

We consider a hollow FGM cylinder. The cylinder has 
inner and outer radii, respectively, R in and Rout. It is 
subjected to internal/external uniform pressure loadings, 
respectively P in and Pout and placed in an uniform magnetic 

field ( )zHH 00=  . 
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The materials are assumed linearly elastic and isotropic 
and the graded materials Young’s modulus and the magnetic 
permeability depend only on the radial direction while 
Poisson’s ratio is assumed constant. 

The schematization of the thick tube is shown in FIG. 1. 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Thick circular cylinder with wall in FGM  

For convenience, the axisymmetric load 
conditionsrequire considering a cylindricalcoordinate system 
(r, θ, z).  

To ascertain the effectof the inhomogeneity, expression 
of Young’s modulus and magnetic permeability were 
considered across the thickness: 

( )
β









=

in

in R

r
ErE  ; ( )

β

αα 







=

in

in R

r
r                (1a,b) 

Where inE   , inα  are, respectively, the values of 

Young’s modulus and magnetic permeability at r = Rin. β , 
is the parameters of the inhomogeneity material. 
Homogenous case is obtained when 0=β . 

The length of the cylinder is sufficiently large so that we 
confine our attention to the plain strain problem. The stress 
and strain fields may be written: 

( )rijij σσ = , ( )rijij εε =               (2a,b) 

And ( )ruu = , where ( )00ru=u  is the displacement 
field. 

The cylinder’s material is graded through the r-direction, 
thus the material properties are functions of r. Let ur be the 
displacement component in the radial direction and since the 
elastic field is axisymmetric and independent of z, the 
kinematic relations (strain-displacement) are given: 















====

=

∂
∂

=

0zrrzzz

r

r
rr

r

u
r

u

θθ

θθ

εεεε

ε

ε

       (3)   

The material of the cylinder is inhomogeneous which is 
described by Hooke’s law in the form: 

( ) ( ) ijllijij rr δελεµσ += 2    (4) 

Where: ( ) ( )
( )ν

µ
+

=
12

rE
r  and ( ) ( )

( )( )νν
νλ

211 −+
=

rE
r are 

Lamé’s constants, ( )rE is Young’s modulus which depends 

on spatial coordinates andν the Poisson's ratio. 

The relations stress-strain are given: 

( ) ( )( ) ( )
( ) ( )( ) ( )

( )( )







+=
++=
++=

θθ

θθθθ

θθ

εελσ
ελελµσ
ελελµσ

rrzz

rr

rrrr

r

rrr

rrr

2

2
      (5) 

The governing electrodynamic Maxwell equations when 

applying a uniform magnetic field ( )zHH 00=  for a 
perfectly conducting, elastic body are given by: 

( ) ( )zhHuh 00=∧∧∇= ; 









∂
∂

−=∧∇= 00
r

h
hJ z              

Avec : 





 +

∂
∂

−=
r

u

r

u
Hh rr

zz
   

The electromagnetic dynamic equation of the FGM 
hollow cylinder, in absence of body forces, is expressed as: 

0=+
−

+
∂

∂
z

rrrr f
rr

θθσσσ
        (7)   

Where fz is defined as Lorentzs force, which may be 
written as: 

( )( ) ( ) 





 +

∂
∂

∂
∂

=∧=
r

u

r

u

r
HrHJrf rr

zz

2αα    (8) 

To obtain the equilibrium equation in terms of the 
displacement component for the FGM cylinder, the 
functional relationship of the material properties must be 
known. 

For convenience, we assume: 

RouRin 

Pi 

P0 
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( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( )( ) ( ) ( )
( )( ) ,

211

1
,

211

2,

νν
ννψ

νν
ννξ

νψλµνζλ

−+
−

=
−+

=

=+⋅= rErrrEr
 

Substituting the relations in Eq. (3) and (8) into Hooke’s 
law in Eq. (4) and then into the equations of equilibrium Eq. 
(7) we obtain the Navier’s equation in the term of the radial 
displacement as: 

( ) ( ) 011
2

2
2 =−−++ u

dr

du
r

dr

ud
r κβωβ       (9) 

Where: 

( )
( ) 2

zinin

inin

HE

ER

ανψ
νψ

ω
+

=   ; 
( )

( ) 2

zinin

inin

HE

ER

ανψ
νζ

κ
+

=  ,    

The solution of the equation (9) is given by: 

( ) 21 aa BrArru +=       (10) 

Where: 

44
2

1

2

1 2

1 +−+−= κβωβωβa ;  

44
2

1

2

1 2

2 +−−−= κβωβωβa  

So,  

( ) ( ){ }

( ) ( ){ }

( ) ( ){ }

( ) ( ){ }

( ) { }

( ) { }























++

+=

++

+=

++

+=

−+

−+

−+

−+

−+

−+

1

2

1

1

1

2

1

1

1

2

1

1

2

1

2

1

2

1

1

1

a

in

in

a

in

in
zz

a

in

in

a

in

in

a

in

in

a

in

in
rr

raB
R

E

raA
R

E

Br
R

E
a

Ar
R

E
a

Br
R

E
a

Ar
R

E
a

β
β

β
β

β
β

β
βθθ

β
β

β
β

νζ

νζσ

νζνψ

νζνψσ

νζνψ

νζνψσ

    (11) 

 

And: 

( )

( ) 2

2

2

2

2

1

2

1

2

1

1

1

−+

−+

−++

−+=

αβ
β

αβ
β

α
α

α
α

raB
R

raA
R

f

in

in

in

in
z

  (12) 

III. RESULTS AND DISCUSSIONS 

In this section we consider numerical example in order to 
investigate the analytical solutions obtained in the previous 
section. We consider a thick cylinder whose elasticity 
modulus varies in radial direction and has the following 
characteristics: R in = 0.1 m, Rout = 0.2 m. 

The elasticity modulus and the magnetic permeability 
coefficient at the internal radius have values of E in = 200 
GPa and ain = 1.2 10-6 H/m, respectively. Poisson’s ratio was 
assumed to be constant and was taken as ν = 0.3 and Hz = 
2.23 109A/m. Also, the cylinder is under an internal and 
external pressures and are assumed to be P in =500MPa and 
Pout = 0 MPa, respectively.  

The applied internal and external pressures are P in = 500 
MPa. and Pout = 0 MPa, respectively. 

The parameter [ ]2,2−∈β  values used in this study 
cover the exponent values encountered in the references cited 
above. All the graphs including displacements and stresses 
have been investigated along the radial direction. 

It should be noted that positive values of β lead to an 
increase of the modulus of elasticity and magnetic 
permeability in the radial direction. While negative values 
lead to a decrease in the Young's modulus and magnetic 
permeability in the radial direction. 

For different values of β, the distribution of the radial 
displacement resulted from the analytical solution across the 
thickness of a cylinder is depicted in Fig. 2. It was obviously 
observed in Fig. 2 that the radial displacements have its 
maximum values in internal surface (r = Rin). The radial 
displacement values decrease gradually from inner surface 
through the outer surface. The increase in radial 
displacement with the decrease of β is due to the fact that 
the global stiffness of the cylinder decreases. 

The variation in the displacement of heterogeneous 
material is similar to that of homogenous material.  

The normalized radial stress, given by Eq. (11), was 
plotted in Fig. 3 for different values of inhomogeneity 
parameter β. The homogeneous case is also shown. The 
variation in the radial stress of heterogeneous material is 
similar to that of homogenous material. For all values of β 
considered, the magnitude of the radial stress has a 
monotonic behavior increasing in r-direction. It was seen 
that, for each fixed r in R in < r < R0ut the radial stress 
magnitude decrease as β increases. It is due to the fact that 
the global stiffness of the cylinder increases. 

The normalized circumferential stress, given by Eq.  (11), 
was plotted along the radial direction and shown in Fig. 4. 
The hoop stress along the radius decreases monotonically 
respect to r for all different values of β considered, due to the 
acting internal pressure and zero external pressure. 

Fig. 8 shows the axial stress distribution plotted along the 
radial direction. The axial stress along the radius decreases 
for different negative values of β, it increases for the positive 
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values of β. In the homogeneous case the axial stress remains 
constant. 

 

 

 

Figure 2.  Radial distribution of normalized radial displacement for 
different values of inhomogeneity parameter 

 

Figure 3.  Radial distribution of normalized radial stress for different 
values of inhomogeneity parameter 

 

Figure 4.  Radial distribution of normalized hoop stress for different 
values of inhomogeneity parameter 

 

Figure 5.  Axial Radial distribution of normalized axial stress for different 
values of inhomogeneity parameter 

IV. CONCLUSION 

In this work, an analytical formulation was presented to 
find displacements and stress components in thick-walled 
cylinder subjected to internal pressure and uniform magnetic 
field. The variation of FGM properties was supposed to be a 
power law expression with nonhomogeneous parameter 
along the thickness of the cylinder. The results obtained have 
been compared with results of homogenous cylinders. The 
results are presented as evolution of the different 
displacements and stress components through the radial 
direction and plotted for different material inhomogeneity 
parameter. 
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Abstract— Bi-isotropic mediums present an outstanding 

challenge for the scientific community, their 

characteristics have permitted the appearance of new 

and stupefying applications. In this paper, we are 

interested in the novel effects of chirality, which 

characterized through proposed formalism, to highlight 

the nonlinear effect, is due to the magnetization vector 

under the influence of a strong electric field. Finally,  we 

have done a theoretical study to define the influences of 

nonlinear chiral effect parameters on the propagation.. 

Key words: bi-isotropic media, Schrödinger equation, nonlinear 

media. 

I. INTRODUCTION  

The theoretical studies have been conducted on chiral 
medium nonlinearity due to strong electric field effect 
generated by laser on polarization vector , without 
taking into account the existence of a difference 
between  chiral and achiral media, where one must also 
evaluate the influence of strong electric field on the 
magnetization vector because the macroscopic model of 
electromagnetic wave interaction with chiral structures 
shows that the vector magnetization is a function of the 
magnetic and electric fields [1-10]. Our work is to 
highlight nonlinearity aspects of electric and magnetic 
fields associated with chirality. Therefore, a new 
mathematical approach is proposed to evaluate the 
nonlinear effect belong to magnetization under strong 
electric field influence [2]. The formalism of 
constitutive relations has been proposed to confirm 
these characteristics of this medium. 
This allows us to deduce the nonlinear Schrödinger 
equation. This leads to a better fundamental 
understanding of the interaction between an 
electromagnetic wave and chiral media to design 
potential applications in microwave and optical 
domains. In this work, we focus on the analysis and 

modeling of pulse propagating, with our approach of 
constitutive equations [2]. 

II. THE CONSTITUTIVE EQUATIONS FOR A 

NONLINEAR BI-ISOTROPIC MEDIUM 

In the bi-anisotropic media, the permittivity ( gε ), the 

permeability ( µ ) and the coupling parameters 

( EHζ , g
HEζ ) are described by three-dimensional complex 

tensor terms, so the bi-anisotropic nonlinear effect is 
characterized through the Mezache-Benabdelaziz 
formalism [2-6]: 

 
HED EHg


ζε +=

       
                                    (1)

 

EHB g
HE


ζµ +=                                                    (2)  

The medium effects are contained in the dyadics  gε  

, µ , EHζ , and g
HEζ  due to anisotropy. 

The nonlinear bi-isotropic medium is described by in our 
proposed formulation of constitutive equations TABLE I. 
 
TABLE I.  Usual formalisms of bi-isotropic nonlinear medium 

FORMALISM A  
TABLE I.  

EHB

HED

g
HEA

EHg




ζµ

ζε

+=

+=
 

FORMALISM B  

TABLE II.  
EBH

BED

H
B

E
g
B





σ
µ

σε

−=

+=
1  

FORMALISM C  
TABLE III.  

HjHB

EjED
c
HEC

c
EH

g
C





×∇−=

×∇+=

ρµ

ρε
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Where ε  and µ are respectively the permittivity and 

permeability of the chiral medium. After  algebraic 
manipulations we obtain, the relations of passage TABLE I. 
 

TABLE II. The relations of passage between formalisms  

RELATIONS OF PASSAGE 
BETWEEN FORMALISMS A 

AND B 

a

g
HE

H

a

EH
E

ab

a

g
HEEH

g
g
b

µ
ξσ

µ
ξσ

µµ
µ
ξξεε

=

=

=

−=

                                      

RELATIONS OF PASSAGE 
BETWEEN FORMALISMS A 

AND C 

g

g
HEc

HE

a

EHc
EH

g

g
HEEH

AC

A

g
HEEH

g
g
C

ωε
ξρ

ωµ
ξρ

ε
ξξµµ

µ
ξξεε

=

=

−=

−=

                                    

 
The linear chirality factors are given by [7, 8]: 

 
κδζ jEH −=                                                                      

(3) 
*

EHHE ζζ =     

δ  and κ are respectively  the non-reciprocity parameter 
and  the chirality parameter.

       
NLg εεε +=                                                                        (4) 

NL

HEEH

g

HE ζζζ += *                                                                  (5) 
NLε and NL

HEζ  are respectively  the nonlinear permittivity, and 

the chiral nonlinear coefficient.      
This work provides a modeling of propagating in chiral 
media with Kerr effect corresponds to the existence of 
nonlinear susceptibility of third order purely real, as 
expressed by our expressions as follows [2-6] : 

2EKerrg εεε +=                                                                  (6) 

2* EKerr

HEEH

g

HE ζζζ +=                                                           (7) 
*

EHζ  is the linear chirality coefficient, where the term 
2EKerr

HEζ corrects the chirality coefficient with a quantity 

proportional to the field intensity.  
 

III. LIGHT PULSE PROPAGATION MODELING 

A chiroptical fiber is optical fiber with a bi-
isotropic core surrounded by an optical cladding 

(Fig. I). The chiral core has a slightly higher 
refractive index than that of the cladding . This 
difference of index will cause total reflection of the 
light inside the bi-isotropic core, which will allow 
the propagation of light with two modes of 
propagation: a right circular polarized wave (RCP) 
and a left circular polarized wave (LCP) having 
two different wave vectors. 
 
 

 

Figure. I. Conception of bi-isotropic fiber 

We consider the first Maxwell equation, Maxwell-Faraday’s 
equation: 

t

B
E

∂
∂

−=×∇



                                                                     (8) 

we consider Maxwell-Ampere’s equation, which is given 
by: 

t

D
H

∂
∂

=×∇



                                                                       (9)

 
After algebraic manipulations of Maxwell’s equations, and 
constitutive relations for nonlinear bi-isotropic medium  we 
get : 
 

TABLE III.  Propagation equation for usual Formalism
 

 

FORMALISM PROPAGATION EQUATION 

FORMALISM 
A  ( ) ( )

t

E

t

E
E EH

g
HEEH

g
HEgA ∂

×∇∂
−+

∂
∂

+=∇



ζζζζεµ

2

2
2.  

FORMALISM 

B  ( )
t

E

t

E
E EHB

g
BB ∂

×∇∂
−+

∂
∂

=∇



σσµεµ

2

2
2.  

FORMALISM 

C  

( )
2

2

2

2
2

2

2

.1

t

E
j

t

E
E

t

g
C

c
HEC

c
EH

g
CC

c
HE

c
EH

∂

×∇∂
−+

∂

∂
=∇











∂

∂
+






ερµρ

εµρρ
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This permitted us to deduce the propagation equation  of  
Formalism A : 

( )

( )

t

E

t

E
Ej

t

E
E

t

E
j

t

E
E

Kerr

Kerr
Kerr

∂
∂

+
∂
×∇∂

+

∂
∂

−

=
∂
×∇∂

−
∂
∂

−−∇










µσκεµ

κκεµµε

εµκκεµµε

2

00

2

22

00

002

2
2

00
2 2.

          

(10) 

Where: κζ jEH −= ( )2Ej Kerrg
HE κκζ +=  

Optical electric field in the chiroptical fiber is represented 

by a right-hand or left-hand polarized component 

propagating in the z direction [9, 10]: 

( ) ( ) )0(, tzkj

yx etrejeE ω−±−
±± Ψ±=


                                        
(11) 

The two modes of propagation: right circular polarized 
wave (RCP) and left-circular polarized wave (LCP) 
propagating respectively with the wave numbers k+ and k- 
defined by: 

00
2

00 εµδµεεµκ −+±=±k
 

Slowly varying envelope conditions in the weak guidance 

approximation are cited by the author [9, 10]: 

±±± Ψ
∂
∂

<<Ψ
∂
∂ 

z
kj

z
2

2

, ±± Ψ<<Ψ
∂
∂ 

0ωj
t  

, ±±±±±± ΨΨ<<ΨΨ
∂
∂

<<ΨΨ
∂
∂  2

0

2

0

22

ωω j
t

j
t

            

(12)
 

±

±

± Ψ=


ze
k

tzA
.

2

),(

                                                               

(13)

 
Where ±A


 is the complex envelope for both RCP and LCP 

waves. 
These conditions of high frequency approximations were 

used; and after algebraic manipulations we obtain the 
Chiroptical fiber propagation equation: 

( )
( )

),(
2

),(),(
2

),(1
1

),(

0

2

3

2
0

tzA
k

tzAtzA
k

k
j

tzA
ktv

tzA
z

Kerr
Kerr

±
±

±±
±

±±

−

+
−

=















∂
∂

+
∂
∂

µσω

ϑµεω

ϑ


                    

(14)

 

v

k 1

0

=
ω

 and KerrKerr κεµωϑ 000=   

Using Fourier transform of 
tv

k
∂
∂

=∆
1

and ω∆  for 

approximating ω∆∆≅ kv1 , and according to a 

development in Taylor series, which gives [9, 10]: 

3

3

3

0

3

2

2

2

0

2

0 6

1

2

11

t

k

t

k
j

t

k

tv
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∂
∂

∂
∂

−
∂
∂

∂
∂

+
∂
∂

∂
∂

=
∂
∂

=∆
ωωω

             

(15) 

This leads to the nonlinear Schrödinger equation on the field 
strength along the Chiroptical fiber: 

( )
( )

),(
2

),(),(
2

),(1
6

1

),(1
2

1

),(1
1

),(

0

2

3

2
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3
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k

tzAtzA
k

k
j

tzA
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k
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tzA
tkv
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z

Kerr
Kerr

g

±
±

±±
±

±

±

±±

−

+
−=



























∂

∂






−

∂

∂






+

∂
∂







+

∂
∂

µσω

ϑµεω

ϑ

ϑ

ϑ




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gv

k
k

1' =
∂
∂

=
ω

: indicates that the pulses are moving with the 

group velocity, gv ,while the dispersion of  the group 

velocity is represented by 
2

0

2
''

ω∂
∂

=
k

k  .  
3

0

3
'''

ω∂
∂

=
k

k represents 

the slope of the group velocity dispersion also called cubic 
dispersion and corresponds to a higher order dispersion; 
important in ultra-short pulses [10].

 We define the following parameters: 
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2  , 





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k
k

ϑ
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3  

and
±

=
k

µσωα 0

 
The nonlinear coefficient is: 

( )
( )3

2

0

2 ±

+
=

k

k Kerr

Kerr ϑµεωγ   Where: ] ]1,0∈γ
 

We note that, by setting the variable ztt 1

~ β−= , we obtain 

the nonlinear Schrödinger equation as follows: 
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2
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32

2

2

tzAjtzAA

tzA
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tzA
j

±±±

±±
±

−

=
∂
∂

−
∂
∂

+
∂

∂

αγ

ββ
       (17)

 

From the wording of this equation, two effects are apparent: 
the dispersion and nonlinearity. We can introduce two 
lengths [10] that quantify them. 
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IV. CONCLUSION 

This research work is concerned with a new formulation of 
constitutive relation linking to the magnetic effect, to 
understand rigorously the physical nature of chiral effects 
and to generalize the main macroscopic models of chirality 
to nonlinear ones. We inferred the nonlinear Schrodinger 
equation for a chiral medium term with a nonlinear term of 
magnetizing.  
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Abstract—In this paper, we will be interested in The study 
of  eddy current nondestructive testing systems for cracks 
characterization using finite element method requires a high 
cost in view of calculation time and memory space. 
Therefore, the optimization of the inversion technique 
associated to this method permits to reduce the time of 
defect characterization .In this work we will be interested in 
the identification and estimation of the physical and 
geometrical parameters of an aeronautical construction 
metal sheet made of Al, Ti and stainless steel 304L by using 
the inverse approach associated with the genetic algorithm. 
We identifying those parameters that have been changed, 
such as electrical conductivity, permeability and thickness. 
 
Keywords: Eddy Current; Inverse Problem; Aeronautic 
Materials; genetic algorithm. 
 

I. INTRODUCTION  

Eddy currents nondestructive testing is a well-known 
method for material characterization, which is 
sensitive to conductive materials properties such as: 
electrical conductivity and thickness, [1]. 
 Eddy current testing is one of the non destructive 
techniques (NDT) often used to detect defects and 
ensure total integrity of conducting materials. It is one 
of the most applied methods in aeronautical field. [2] 
In this paper, our aim is to associate finite element 
method and the optimization methods to estimate 
thickness and electric conductivity and  the magnetic 
permeability  of Al, Ti and stainless steel 304L metal 
sheet largely used in aeronautic construction. the joint 
use of optimization methods and the finite element 
method in order to solve some inverse problems 
related to non-destructive testing, such as the 
characterization of materials 
 

II. AERONAUTIC CONSTRUCTION 

MATERIALS 

The alloys that form the hull of an aircraft are mostly 
aluminum alloys and belong to two series of alloys, the 
2000 series and the 7000 series, which are respectively 
aluminum alloys with copper and zinc. Aluminum is widely 
used in general because its density is very low, which is of 
great interest in aeronautics. In fact, the lighter the airplane, 
the less fuel it will consume. Aluminum is also highly 
valued for its good resistance to corrosion. 
In aeronautics, several types of composites are used for the 
structure of an airplane. In general, composite materials 
have certain advantages over other materials. They have 
higher rigidity, excellent mechanical properties, and 
excellent resistance to fatigue and corrosion. Another 
advantage of composite materials is that they do not 
promote the propagation of damage during impact for 
example. This type of material also brings great flexibility 
in the design. 
• The Titan is today one of the key elements of aerospace 
construction since its use is justified by its characteristics: 
incomparable resistance to corrosion and oxidation, non-
magnetic tendency, high thermal and mechanical resistance, 
ductility, biocompatibility, low density. 
• Inox is an alloy that is not very sensitive to corrosion. This 
alloy is the ideal material for work piece machining in 
applications in very demanding environments, such as 
Stainless Steel 304L 

• Stainless steel 304L Correct corrosion resistance. It is 
weldable in aeronautics. 

III. DESCRIPTION OF THE PROBLEM 

A. FINITE ELEMENT MODELLING 

 
The eddy current problem can be described mathematically 
by the following partial differential equation 
in terms of the magnetic vector potential [3] [4]. 
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rot ( 1/μ rot(A)) = - j σ ωA+Js                     (1) 
 
 
Where, A represents the magnetic vector potential, j is the 
imaginary unit, ω is the angular frequency of the excitation 
current (rad/s), μ is the magnetic permeability of the media 
involved (H/m), σ is the electrical conductivity (S/m), and 
J current density (A/m2). 
The finite element formulation for the 2D axisymmetric 
eddy current phenomena was developed in many works. For 
axisymmetric geometries equation (1) reduces to the 2D 
form [2][4]. 
 

             (2) 
 

This equation describes the problem shown in Fig. 2. 
 

 
 

Fig. 1 Finite element modelization steps 

 

B. Studied device 

The geometry of the problems considered is illustrated 
schematically in Fig.2. In this study, the metal sheet 

presents a flat surface with a thin nonconductive coating. In 
actual situation, when using eddy current to measure 

thickness and electric conductivity, it is important to ensure 
that the other factors (geometry, the specimen temperature 
and lift-off) are kept under control. A pancake-type, probe 

formed of coil is perpendicular to the tested metal sheet 
surface . 

 

 
Figure 2. Studied device configuration 

 
 

The geometrical and physical characteristics are reported on 
Table 1. 

 
Table 1. Characteristics of the Modeled System 

 

coil 
Current intensity 

Frequency 

Inner radius 

Length 

High 

0.04 A 

10 kHz 

5.35 [mm]. 
2.35 [mm]. 
2.3 [mm]. 

        Metal Sheet 
Thickness 

Electric conductivity 

Magnetic permeability 

2 [mm]. 
That of Al, Inox 304L, Ti 

1 
 

IV. OPTIMIZATION MODEL 

In order to solve the problem in reverse, which is the search 
for the physical and geometric characteristics of the 
materials (Al, Ti and stainless steel 304L), we need a direct 
model based on the finite element method associated with 
an optimization method. Indeed, once the coupling is 
achieved and the optimization algorithm is implemented 
under Matlab we exploit it for the simultaneous 
measurement of the thickness and the conductivity and 
permeability of hull construction plates of an aircraft. 

 
 

 

A.  PROPERTIES EVALUATION BY INVERSION 
An iterative algorithm of inverse technique is elaborated in 
order to evaluate the physical properties of the conducting 
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piece (i.e., electric conductivity σ and magnetic 
permeability μ). The inversion is achieved by stochastic 
method (genetic algorithm (GA),  [6] associated to direct 
model (finite element). It uses selected evaluation 
parameters and gives the evaluated properties.  
 

A. Genetic Algorithm 
At first, individual populations are created according to a 

random process. Each individual takes a set of the 
evaluation parameters. Then, in an iterative way, the fitness 

(objective function) is computed for all individuals, and 
couples of individuals are mixed together and someone’s are 

probably muted so as to obtain a better population, using 
genetic operators in a way inspired by natural evolution of 

living organisms [6]. 
 

V.  THICKNESS AND ELECTRIC 

CONDUCTIVITY  AND PERMEABILITY CALCULATION 

BY METHODS OF OPTIMIZATION 

 
Thickness and electric conductivity of the inspected metal 
sheet largely used in aeronautic construction are calculated 
by genetic method. The previous parameters and the fitness 

function according to iteration number are given in the 
following figures. We recall that these results are obtained 
for a metal sheets of 2 mm of thickness and made of Al , 
stainless steel 304L and Ti of  electric conductivity 
37.7MS/m, 1.36 MS/m and 2.52 MS/m, 
 Respectively,  [7, 8].  

VI. . RESULTS AND DISCUSION 

 

 

 

 

 

 

 

Fig 5. The objective function of the permeability with the iterations of Inox 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 8 .The objective function of the permeability with the iterations of 
Aluminum 

 

Fig 3. Thickness and electric conductivity obtained by GA of Inox 

Fig 4. The objective function of the conductivity with the iterations of Inox 

 

Fig 6. Thickness and electric conductivity obtained by GA of Aluminum 

Fig 7. The objective function of the conductivity with the iterations of 
Aluminum 
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Fig 11. The objective function of the bermeability with the iterations of 
Titanum 

 
 

During this application we have seen that the values 
obtained by the method of genetic algorithm, are very 
accurate and closer to optimal values; this which shows the 
robustness of this method. 
but we have seen also, that the method of the genetic 
algorithm is very expensive in time of calculation because 
of the high number of objective function evaluations at each 
iteration of the algorithm. On the other hand, to achieve an 
acceptable accuracy the size of the population must be 
increased, which causes a significant calculation time. 
 

 

 

CONCLUSION 

 

It is very important to make sure that application of 
artificial intelligence will be good substitute 
or help of the NDT operators’ [9] 
Absolutely, when using inverse algorithms involving 
artificial intelligence, the measurement can be made 
simultaneously and rapidly, [1] we have found that the 
genetic algorithm is a method that takes a very long time 
and falls into a local minimum, for this reason in the 
next work we will look for other optimization methods 
and we will use GA as a reference tool. 
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Fig.9. Thickness and electric conductivity obtained by GA of Titanium  

Fig 10. The objective function of the conductivity with the iterations of         
Titanum 
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   Abstract— In this paper, the formation and propagation of 

streamers in point-plane geometry under DC voltage is studied. 

The electrical streamer discharge in the air is presented using a 

two-dimensional hydrodynamic model, which introduces the 

photo-ionization effect. This model of non-thermal streamer 

discharges has been successfully implemented in the commercial 

software COMSOL Multiphysics® using finite element method 

and has been developed for a point-plane system with a distance 

between electrodes equal to 5 cm. Results of simulations 

demonstrating propagation of streamer in air under normal 

conditions in a point-plane electrode system are analyzed. The 

numerical simulation makes it possible to predict the behavior of 

the system studied without having to go through the realization 

of real tests expensive and difficult to put in place. 
 

      Keywords – streamer discharge, hydrodynamic model, finite 

element method, point-plane air gap, numerical method. 
 

I. INTRODUCTION 

The phenomena of electric discharge, which have been studied 
for nearly two centuries, are always the object of active research 
with scientists. We might be surprised at this fact but we quickly 
understand that it is only due to the great complexity of the 
phenomenon and the mechanisms that constitute it.  
 

However, great advances have been made in recent decades in 
the improvement of the means of diagnosis of the first instants 
of discharge and hence in the study of the mechanisms of 
initiation. This has led to an increase in knowledge about the 
phenomenon and progress in applications that have experienced 
much wider expansions [1]. 
 

The theory of the streamers was developed following the work 
of Loeb, Meek, and Raether in 1940 [2,3,4]. In their model, the 
advance of the discharge is explained by that of an ionization 
front, which propagates within the inter-electrode space. Once 
the initialized discharge is observed, its propagation is ensured 
without the aid of any external agent. 
 

Several investigations by a number of authors have been carried 
out to study the streamer discharge and many papers have been 
published on this effect [5,6]. 
 

The recent work of Y. Serdyuk and al [7,8] studied various 
geometries of electrodes, for the study of a streamer in the air 

at atmospheric pressure. They have considered that the streamer 
has the shape of a cylindrical channel of a fixed radius and that 
the charge is uniformly distributed over the entire cross-section 
of the channel. A hydrodynamic model has been used in their 
work to calculate particle densities. The electric field is 
calculated by solving the Poisson equation by applying the 
cylindrical coordinates. 
 

The formation of a streamer is explained by the phenomena of 
photo-ionization in primary avalanches. The electrons 
accelerated by the electric field excited by collision atoms of 
the surrounding gas, which return to their fundamental state 
with emission of the photons.  
 

If these photons have an energy less than the ionization energy 
of the atoms of the gas, these atoms can absorb them before 
being emitted again. If their energy is higher than the ionization 
energy of the atoms of the gas, new electrons can be released. 
If the electrons thus produced are located near the primary 
avalanche, they will create new avalanches called secondary 
avalanches [9,10]. The formation and propagation of secondary 
avalanches through the anode leave in their wake positive ions 
and fewer electrons, which form a zone of space charges, called 
"streamer". 
 

For the transition of the avalanche to a streamer, the local 
electric field needs to become comparable with the initial 
background field that happens when the number of charge 
carriers (electrons) in the avalanche head becomes larger than 
~108. This corresponds to the density ~1020 m-3 and degree of 
ionization of the gas ~10-5 [11]. 
 

Simulation of an electrical discharge is not a new problem. 
Indeed, for many years the authors have proposed simulations 
first in one dimension by considering only on the axis. These 
one-dimensional models remain limited and do not fully 
account for the physics of discharges. This is why many authors 
have studied two-dimensional modelling. Thus, simulations 
with a uniform field (plane-plane) and then a non-uniform field 
have appeared successively [12,13]. 
 

   In this study, we model the streamer discharge in a point-
plane air gap with positive applied voltage. A two-dimensional 
simulation was performed using COMSOL Multiphysics based 
on finite element method.  
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II. SIMULATION MODEL 

The hydrodynamic approach is one of the most widely 
approaches used for modelling the streamer discharge and it is 
therefore presented in detail below. 

A. Governing Equations 
 

To simulate the electric field in the air, a hydrodynamic 
model is used. This model describes the generation, the 
annihilation and the movement of three species (electrons, 
positive ions, and negative ions) [7]. It includes a set of mass 
conservation equations for the charge carriers in the gas coupled 
with the Poisson’s equation for the calculation of the electric 
field and is described by the equations (1) to (4) [7]:  

 𝜕𝑁𝑒𝜕𝑡 + ∇. (−𝑁𝑒𝑊𝑒 − 𝐷𝑒∇𝑁𝑒) = 𝑅𝑒              (1)       𝜕𝑁𝑝𝜕𝑡 + ∇. (−𝑁𝑝𝑊𝑝 − 𝐷𝑝∇𝑁𝑝) = 𝑅𝑝    (2) 𝜕𝑁𝑛𝜕𝑡 + ∇. (−𝑁𝑛𝑊𝑛 − 𝐷𝑛∇𝑁𝑛) = 𝑅𝑛    (3) 

    (−𝜀0𝜀𝑟∇𝑉) = 𝑞(𝑁𝑝 − 𝑁𝑒 − 𝑁𝑛), 𝐸 = −∇𝑉     (4) 
 

Here, subscripts e, p, and n indicate the quantities related to 
electrons, positive ions, and negative ions, respectively. N 

stands for the charge carrier density, [m-3]; D is the diffusion 
coefficient, [m2 s-1]; μ is the mobility, [m2V-1s-1]; E is the vector 
of electric field, [Vm-1]; V is the electric potential, [V]. t stands 
for time, [s]; and R specifies source terms (rates of the processes 
in discharge plasma), [m-3 s-1]; q = 1.6·10-19 [C] is the 
elementary charge, and εo = 8.854·10-12 [Fm-1] is the 
permittivity of vacuum.  
    

   The mobility of ions is much lower than that of electrons; 
hence, the ions are assumed immobile. 
 

The so-called source terms on the right-hand side of (1)-(3) 
include rates of processes taking place in the discharge volume. 
Thus, background ionization, electron impact ionization, 
electron attachment, electron-ion recombination and ion–ion 
recombination are the main phenomena to be considered when 
(1)-(3) are used to describe the development of electron 
avalanches in air. 
 
 

Note that the shown source terms are dependent on the local 
electric field strength, which is obtained by solving equation (4) 
taking into account the density of the space charge (right-hand 
side of the equation). 

 

The resulting process rates for the different charged particles 
can be expressed as follows [7]: 
        𝑅𝑒 = 𝑅𝑖𝑜𝑛 + 𝑅𝑑𝑒𝑡 + 𝑅0 − 𝑅𝑎𝑡𝑡 − 𝑅𝑒𝑝 + 𝑅𝑝ℎ        𝑅𝑝 = 𝑅𝑖𝑜𝑛 + 𝑅0 − 𝑅𝑝𝑛 − 𝑅𝑒𝑝 + 𝑅𝑝ℎ  (5)        𝑅𝑛 = 𝑅𝑎𝑡𝑡 − 𝑅𝑑𝑒𝑡 − 𝑅𝑝𝑛 
 

Where  𝑅0 represents the rate of background ionization in zero 
field limit;  Rion = αNeWe is the rate of electron impact 

ionization (𝛼 stands for Townsend’s ionization coefficient,      
m-1); 𝑅𝑎𝑡𝑡 = 𝜂𝑁𝑒𝑊𝑒   is the rate of electron attachment to 
electronegative molecules (𝜂 is attachment coefficient, m-1); 𝑅𝑑𝑒𝑡 = 𝑘𝑑𝑒𝑡𝑁𝑒𝑁𝑛  is the rate of detachment of electron from 
negative ions (𝑘𝑑𝑒𝑡  is detachment coefficient, m3/s).  
 𝑅𝑝ℎ describe the rate of generation of ions and electrons due to 
photo ionization. More details about this rate can be found in 
section B. 
 

Two types of recombination are considered, electron-ion and 
ion-ion, with the rates  𝑅𝑒𝑝 = 𝛽𝑒𝑝𝑁𝑒𝑁𝑝  and  𝑅𝑝𝑛 = 𝛽𝑝𝑛𝑁𝑝𝑁𝑛  , 
respectively (𝛽 stands for corresponding recombination 
coefficient, m3/s). 
 

The model parameters used in the present study are adopted 
from [7] and are: 
      𝜇𝑝 = 2. 10−4    [m2/V s]      𝜇𝑛 = 2.2. 10−4   [m2/V s]      𝐷𝑝 = 5.05. 10−6   [m2/s]      𝐷𝑛 = 5.56. 10−6   [m2/s]  (6)       𝛽𝑒𝑝 = 5. 10−14   [m3/s]      𝛽𝑝𝑛 = 2.07. 10−12   [m3/s]      𝑘𝑑𝑒𝑡 = 10−18    [m3/s]      𝑅0 = 1.7.109    [1/m3 s]        
Drift velocity and diffusion coefficient of electrons as a 
function of the electric field are approximated as [7]:  
         𝑊𝑒 = 3200 (𝐸𝑁)0.8

     (7)         𝐷𝑒 = 0.07 + 8 (𝐸𝑁)0.8
    (8) 

              
With  𝑁 = 2,5.1025 [1/m3] is the gas density.  
 

The equations of the model have been complemented with 
boundary conditions and initial conditions given in [7] and are 
implemented in the COMSOL Multiphysics software. 

B. Modeling of the photoionization 
 

The additional source included in the drift-diffusion equation is 
photo-ionization, which is a non-local source of seed electrons 
in front of streamer head during streamer propagation. 
 

There are several methods and numerical solutions to obtain the 
rate of photoionization [14,15]. Among these methods, we use 
the differential approach proposed in [14] where it is found as 
a sum of solutions of Helmholtz equations, which are used to 
represent the real problem of radiation transport in a gas: 
 ∇2𝑅𝑝ℎ𝑗 (𝑟) − (𝜆𝑗𝑝𝑜2)2𝑅𝑝ℎ𝑗 (𝑟) = −𝐴𝑗𝑝2𝑜2𝐼(𝑟)         (9)       𝑅𝑝ℎ = ∑ 𝑅𝑝ℎ𝑗𝑗                                                            (10)                      

 

Where 𝑅𝑝ℎ𝑗 (𝑟) is the intensity of photoionization per unit 
volume; 𝑝𝑜2  is partial pressure of oxygen (=150 Torr at 
atmospheric pressure); 𝜆𝑗 and 𝐴𝑗  are fitting parameters and I(r) 
is the photon production rate proportional to the ionization rate. 
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In the present study, two exponential fit is used with the 
parameters 𝜆𝑗 and 𝐴𝑗 from [15] presented in table 1. 
 

The local intensity of generation of photons is a function of 
electron impact ionization rate  𝐼(𝑟) = 𝑃𝑞𝜀𝑅𝑖𝑜𝑛/(𝑃𝑂2 + 𝑃𝑞), 
where 𝑃𝑞  is the quenching pressure (60 Torr) and 𝜀 is the 
efficiency of generation of photons. 
 
 

 

j Aj (cm−2 Torr−2) 𝝀𝒋(cm−1 Torr−1) 
1 0.0021 0.0974 
2 0.1775 0.5877 

 

Table 1. Parameters of the two-exponential fit. 
 

C. Implementation 

 The geometry of the used point-plane electrode system is 
presented in figure 1. 
 

 
Fig.1 Point-plane configuration.  

 

 
Fig.2 Computational domain, n is the unit vector normal to the boundary. 

 

The point-plane arrangement consists of two electrodes. The 
high voltage electrode (point) consists of a cylindrical tube with 
a diameter of 11 mm, terminated by a conical tip, having an 

angle of 30°, which terminates in a hemispherical surface with 
a radius of curvature 0.1 mm [16].  

The grounded electrode consists of a 20 cm wide plane, and the 
separation between the electrodes equal to 5 cm [16]. 

In our investigations, a positive DC voltage has been applied to 
the high-voltage electrode (point) and the plane is grounded. 
The atmospheric conditions are considered normal. 
 

The model is implemented in COMSOL Multiphysics package. 
The package’s “Convection and diffusion, transient analyzes”, 
“Helmholtz Equation” and “Electrostatics” application modes 
are used to implement the system of Equations (1)-(10) together 
with boundary conditions shown in figure 2.  
 

To accelerate the convergence, a few initial conditions and 
simplifying appropriate assumptions are used. A user-
controlled mesh is applied; the meshes dimension varies by 
adapting to the geometry of the arrangement.  

III. RESULTS AND DISCUSSIONS 

Figure 3 shows the distribution of the electron density in the 
case of a positive streamer for the times 0.5, 4, 20, 34 and 40 ns 
after voltage application. 
 

The first figure shows the system in the initial state when the 
voltage is applied. We note that the position of the Gaussian 
density representing the seed electron.  

At 4ns, we see the effect of the ionizing avalanches. The seed 
electron moving towards the anode caused the ionization of the 
species, leading to an increase in the electronic density whose 
maximum value is on the point. 
 

 
0.5ns 

 

 
4ns 

Plane
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𝑉 = 𝑉𝑎   𝑛. (−𝐷𝑒.𝑛∇𝑁𝑒,𝑛) = 0   𝑁𝑝 = 0 

 

𝜕𝑉𝜕𝑧 = 𝜕𝑁𝑒,𝑝,𝑛𝜕𝑧 = 0 

𝜕𝑉𝜕𝑟 = 0   
 𝜕𝑁𝑒,𝑝,𝑛𝜕𝑟 = 0 

𝑉 = 0 ,𝜕𝑁𝑝𝜕𝑧 = 0 , 𝑁𝑒,𝑛 = 0 
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20ns 

 
34ns 

 
40ns 

 

Fig.3 Distributions of electron density at different  
instants after voltage application. 

 

In the following figures, we follow the progression of the 
ionization wave through the creation of electronic avalanches. 
At time 40ns, the streamer reaches the cathode, and we observe 
an increase in the maximum density of the electrons at the 
cathode. 

 

We finish our work by representing the electric field 
distribution and equipotential lines at time 0.5ns (figure 4). 

From the first figure (figure 4a), we observe that the electric 
field has a maximum value under the point equal to 34.2              
kV/cm induced by the potential applied to the high-voltage 
electrode and decreases as one moves away from the axis of the 
point. There is not yet a discharge and the shape of the point, 
equipotential, is clearly visible (figure 4b). 
 

The value of the electric field obtained is greater than 30         
kV/cm defined as the value of the electric field from which the 
probability of ionization of a molecule by a free electron is 
greater than that of the attachment in the air and in the reference 
conditions. 
 

 
(a) 

               
(b) 

Fig.4 Point-plane system at 0.5ns. 
(a) Eectric field distribution (kV/cm)  

 (b) Equipotential lines (kV) 
 
 

IV. CONCLUSION 
 

Based on a two-dimensional hydrodynamic model, the 
formation and propagation of streamer in a point-plane 
configuration have been investigated which introduces the 
photoionization effect. This model includes a set of nonlinear 
partial differential equations represents the motion and the 
diffusion of charge carriers associated with the reactions 
between them. The simulation results show that the process of 
the discharge starts from the high voltage electrode to the 
grounded plane, the streamers tend to spread vertically. The 
results obtained are consistent with those given by different 
authors regarding the development of the streamer discharge in 
the point-plane air gaps. The advantage of the numerical 
approach is the reduction of time, cost, and get results close to 
reality. 

REFERENCES 
 

[1] S. Y. Li, K. D. Srivastava and G. D. Theophilus, "Nanosecond 
Streak Photography of Discharges on Spacer Surface in Gases", 
IEEE Transactions on Electrical Insulations Magazine, 2(1), pp. 
114- 120, 1995. 

[2] J.M. Meek, J.D. Graggs, "Electrical breakdown of gases", 
Clarendon, Oxford, 1953. 

[3] L. B. Loeb, "Electrical Coronas, Their Basic Physical Mechanisms", 
University of California Press, United States, 1965. 

[4] H. Raether, "Electron avalanches and breakdown in gases" 
Butterworths, London, 1964. 

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 500

E
E
IC
'1
9



[5] N. L. Aleksandrov and E. M. Bazelyan, "Simulation of long-
streamer propagation in air at atmospheric pressure," Journal of 
Physics D: Applied Physics, vol. 29, pp. 740- 752, 1996. 

[6] R. Morrow and J. J. Lowke, "Streamer propagation in air," Journal 
of Physics D: Applied Physics, vol. 30, 1997. 

[7] Y. V. Serdyuk, "Numerical simulations of non-thermal electrical 
discharges in air: Lightning electromagnetics", IET power and 
energy series, pp. 87-138, 2012. 

[8] S. Singh, Y. V. Serdyuk and R. Summer, "Adaptive Numerical 
Simulation of Streamer Propagation in Atmospheric Air" COMSOL 
Conf., Rotterdam, Netherlands, 2013. 

[9] G. Le Roy, C. Gary, B. Hutzler, J. Lalot, Ch. Dubanton, "Les 
propriétés diélectriques de l’air et les très hautes tensions", Edition 
Eyrolles, Paris 1984. 

[10] E. Kuffel, W.S. Zaengl, J. Kuffel, "High Voltage Engineering -
Fundamentals-",Second edition, published by Butterworth-
Heinemann, British, 2000. 

[11] S. Singh, "Computational framework for studying charge transport 
in high-voltage gas-insulated systems", Chalmers University of 
Technology, Sweden, 2015. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

[12] Yu .N, Babaeva, Nadis G.N. "Two dimensional modelling of 
positive streamer dynamics in non uniform electric field in air" in J. 
Phys D 29, pp.2423-2431, 1996. 

[13] A.A Kulikovsky "The role of photoionization in positive streamer 
dynamics" in J. Phys. D: Appl Phys 33, Num 12, pp.1514-1524, 
2000. 

[14] P. Ségur, A. Bourdon, E. Marode, D. Bessieres, and J. H. Paillol, 
"The use of an improved Eddington approximation to facilitate the 
calculation of photoionization in streamer discharges," Plasma 
Sources Science and Technology, vol. 15, pp. 648-660, 2006. 

[15] A. Bourdon, V. P. Pasko, N. Y. Liu, S. Célestin, P. Ségur, and E. 
Marode, "Efficient models for photoionization produced by non-
thermal gas discharges in air based on radiative transfer and the 
Helmholtz equations," Plasma Sources Science and Technology, 
vol. 16, pp. 656-678, 2007. 

[16] S. Mouhoubi, A. Boubakeur, "Partial discharges behaviour in a rod-
plane arrangement with an insulating barrier", Archives of Elect 
Eng. Vol. I.VI. N° 3-4, pp. 187-196, 2007. 

 
 

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 501

E
E
IC
'1
9



 Experimental study of the active and controlled 
neutralization of polypropylene nonwoven media 

 

Akila Messaoudène  
    Laboratoire de Génie Electrique, 

Faculté de Technologie, Universié de 
Bejaia, Bejaia, Algeria 

akimessa@yahoo.fr 

 
Belkacem Yahiaoui 

Laboratoire de Génie Electrique, 
Faculté de Technologie,Universié de 

Bejaia, Bejaia, Algeria 
bel.yahiaoui@gmail.com 

 
 

 
 

Lucian Dascalescu 
PPRIME Institute, UPR 3346 CNRS  

- University of Poitiers – ENSMA, IUT 
Angoulême, France 

lucian.dascalescu@univ-poitiers.fr 
 

Mohamed Rachid Mekidèche 
Laboratoire L2E  

Faculté FST, Université de Jijel,  
Jijel, Algeria  

mek_moh@yahoo.fr 
 
 

 
 

Boukhalfa Bendahmane 
Laboratoire de Génie Electrique, 

 Faculté de Technologie,Universié de 
Bejaia,  Bejaia, Algeria 
boukhabend@yahoo.fr 

 
 

 
 

 
 
 

 
 

 

Abstract— Faced to the many problems due to the presence of 
electrical charges on the surface of dielectric materials, it is 
necessary to find adequate solutions to neutralize them, and 
this on an industrial scale. In this context, we were interested 
in the active neutralization of polypropylene nonwoven media 
based on the principle of ambient air ionization by alternating 
corona discharge at industrial frequency (50 Hz) in a 
configuration system of the “triode“ type.  The purpose of this 
work is to evaluate the possibility of using such an electrode 
configuration to impose a zero electric potential on the surface 
of materials exposed to corona discharge. The effectiveness of 
the neutralization is evaluated by comparing the profiles of the 
surface potential before and after neutralization, performed in 
static or scanning modes. In the first mode, the charged sample 
remains stationary under the corona discharge for a defined 
time to ensure neutralization. In the second, the sample scrolls 
under the corona electrode at a well controlled speed. Several 
parameters contribute to a better neutralization efficiency: the 
neutralization intensity, the scanning speed, the grid potential, 
and the duration of exposure to the corona discharge.    

 

I. INTRODUCTION  

Corona discharge is widely employed in variety of 
electrostatic applications, such as separation of granular 
mixtures [1, 2], charging of fibrous nonwoven media for air 
filters, cable insulation evaluation [3-5], dust precipitation 
[6, 7], xerographic processes [8], electrostatic painting [9]. 

Many industrial sectors are affected by problems related to 
electrostatic phenomena. The static electricity is often 
perceived as a source of nuisance [10, 11], the most serious 
consequences of which are undoubtedly, fires and 
explosions.   Faced with these many problems, the neutrality 
of dielectrics is sought. Thus, we are interested in the active 

neutralization of dielectrics based on the principle of 
ionization of the ambient air by corona effect. 

Indeed, by ionizing the air near charged materials, the 
charges accumulated on the surface are partially or totally 
neutralized. Several studies have been carried out to 
evaluate the efficiency of the neutralization of the electric 
charges by appealing either to a commercial generator of 
bipolar ions, or to a dual electrode producing an alternating 
corona discharge [12 -19] 

The aim of this paper is the experimental 
characterization of the active neutralization of 
polypropylene nonwoven media in a triode-type corona 
electrode configuration. 

The use of standard configurations of corona discharge 
electrodes does not guarantee the effectiveness of 
neutralization, as it is accompanied by the manifestation of 
new charges. 

In order to impose the surface and volume neutrality of 
the materials, the use of a triode type discharge electrode 
configuration [20] is a wise choice. The presence of the grid 
connected to the mass avoids the appearance of an opposite 
potential. 

The characterization of the neutralization process 
consists of an identification of the different parameters that 
contribute to better neutralization efficiency, evaluated by 
comparing the surface potential profiles before and after 
neutralization. The profile is obtained by non-contact 
measurements of the surface potential using the capacitive 
probe of an electrostatic voltmeter [21, 22]. 

We have analyzed the influence of several parameters on 
the efficiency of polypropylene films neutralization by a 
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sinusoidal discharge generated at industrial frequency. 
These parameters are: the neutralization intensity, the 
scanning speed, the grid potential, and the duration of 
exposure to the corona discharge.      

II. MATERIALS AND METHODS  

The experiments were conducted with two triode type 
electrodes systems. The  triode-type electrode configuration 
used in the study was consists in a high-voltage wire-type 
dual electrode, a grid electrode connected to ground through 
a resistor during sample electric charging, and a grounded 
plate electrode (Fig. 1). On the other hand, during the 
neutralization process, the grid electrode was connected 
directly to the ground [23] (Fig. 1). 

The dual electrode consisted of a tungsten wire 
(diameter: 0.2 mm) supported by a metallic cylinder 
(diameter of 26 mm) and distanced at 34 mm from its axis. 

To perform the corona charging of the samples, the wire 
and the cylinder were energized from the same adjustable 
DC high- -voltage supply 100kV,3mA (model SL300 
Spellman, Hauppauge ,NY,USA), as shown in Fig. 1. 

The grid electrode was connected to the ground through 
a resistor Rg = 100 MΩ in series with a micro-ammeter 
measuring a current of intensity Ig. 

The role of the grid is to control the level of charge at 
the surface of the samples, by means of its electric potential 
Vg = Rg × Ig with respect to the grounded plate. Part of the 
ions produced by the corona discharge pass through the 
mesh of the grid and are driven by this potential to the 
surface of the film. Vg limits the potential at the surface of 
the sample.  

The surface potential was measured with an 
electrostatic voltmeter (Trek Model 341B, equipped with 
a static probe model 3450). The electrical potential 
measurements were captured by an electrometer 
(Keithley, model 6514) connected to a personal 
computer. The acquisition of experimental data was 
carried out by an ad-hoc virtual instrument, developed in 
LabView environment (Fig.1). 

The active neutralization was performed by connecting 
the dual electrode to a high-voltage amplifier 30 kV, 20 mA 
(model 30/20A, Trek Inc., Medina, NY). The waveform and 
the frequency f of the high-voltage were adjusted using a 
synthesized function generator (model FG300, Yokogawa, 
Japan). During the neutralization, the charged sample was 
exposed  to the AC corona discharge generated at the 
industrial frequency (50 Hz) in the triode type configuration 
system (Fig. 1), with the grid connected to the ground (Vg  = 
0 V).  

The experiments were performed on 110 mm x 100 mm 
samples cut from the same polypropylene nonwoven media, 
in climatic conditions :  temperature : 25 °C to 28 °C; 
relative humidity: 40 % to 48 %. .The samples were placed 

on an aluminum plate (165 mm x 115 mm) connected to the 
ground.  

The neutralization can be performed in static or scanning 
modes. In the first mode, the charged sample remains 
stationary under the corona discharge for a definite time to 
ensure neutralization. In the second, the sample moves 
under the corona electrode at a well-controlled speed. 

In the following sections, the charging and neutralization 
profiles respectively designate the profiles before and after 
neutralization. 

The efficiency of the process was evaluated by 
calculating the neutralization rate N, expressed as a function 
of V1 and V2, which are respectively the potentials before 
and after neutralization in a given point at the surface of the 
sample [17]: 

 

      

 

III. RESULTS AND DISCUSSION 

 

The profiles obtained, before and after neutralization, are 
presented as a function of the position on the central axis 
(OX) of the sample. The corona electrode is positioned 
above the middle (5 cm) of the sample, the positions 0 cm 
and 10 cm of the sample. The charge deposition is 
characterized by the distance d (grid sample) =15 mm. The 
electric charging of all samples was performed in static 
mode (the sample have a fixed position under the corona 
electrode) during 10 s. 

A. Successives neutralizations 

 
Fig.2 shows surface potential profiles before and after  

two successive neutralizations in scanning mode of same 
sample where the deposition was carried out with a grid 
potential Vg = - 1.5 kV. The first neutralization intensity is 
(IN = 10 µA), and the second neutralization is characterized 
by IN = 50 µA. The scanning speed Vb = 3 cm/s.  

The neutralization efficiency is obtained after the second 
neutralization where the surface potential profile obtained is 
flattened. 

Similar tests were considered in static mode (Fig. 3).A 
new sample charged under the same conditions. The 
neutralization duration tn = 10s. The first neutralization is 
performed with neutralization intensity (IN = 50 µA) and 
followed with second neutralization characterized by an 
intensity IN = 50 µA. We note that the second naturalization 
is more efficient. Indeed the successive neutralizations 
increase the duration of exposure to the flux of bipolar ions. 

    
 

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 503

E
E
IC
'1
9



 
 
 
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 

Figure.  2.  Surface potential profiles before and after 2 successive 
neutralizations of the same sample in scanning mode. 

 
. 

B. Scanning speed Vb 

 

Fig.4 present typical surface potential repartition profiles 
obtained under various AC corona neutralization in 
scanning mode. 

The nonuniformity of these profiles before neutralization is 
due to the nonhomogeneous structure of the media. Three 
new samples charged with grid potential Vg = - 1 kV were 
exposed to the same neutralization intensity in scanning 
mode (IN = 20 µA), but each sample passes under the AC 
neutralizer at a different speed. We note that for high 
scanning speeds, the neutralization is less effective. Indeed 
the increase in speed means that the sample is exposed for a 
shorter time to the alternative corona discharge. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure. 3.  Surface potential profiles before and after 2 successive 
neutralizations of the same sample in static mode. 

 
 

C. Neutralization intensity 

 
In Fig. 5 are presented the profiles of the surface 

potential after neutralization in static mode. Three samples 
were charged under the same conditions (Vg = -1 kV and the 
neutralization duration equal to 10 s). The media were 
exposed to different values of neutralization intensity: 10 
µA, 15 µA and 20 µA. From the results obtained (Fig.5), we 
find that the neutralization rate increases with the 
neutralization intensity. Figure 5.a shows that for a low 
neutralization intensity the surface potential profile after  
neutralization is the same as the profile before 
neutralization. On the other hand, the neutralization profile 
almost completely flattened for the maximum neutralization  

 

 

  Figure.  1.  Experimental set-up for the measurement of the surface potential before and after neutralization (all dimensions are in millimeters) 
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Figure..  5.  Surface potential profiles before and after neutralization 
 for different intensities, in static mode. 

(b) 

(c) 

(a) (a) 

(b) 

(c) 

Figure.  4.  Surface potential profiles before and after neutralization  
for different scanning speeds 
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intensity, as shown in Figs. 5 (c). Further neutralization tests 
were applied on 3 new media in scanning mode where the 
samples pass through the corona discharge zone at a 
scanning speed Vb = 3 cm/s, for different amplitudes of the 
neutralization intensities IN: 15 µA, 20 µA and 25 µA (Fig. 
6). Fig. 6 shows that the neutralization rate increases with 
the neutralization intensity in scanning mode. These results 
are in agreement with those obtained for the static case, as 
shown in Fig.5.    
Indeed, as AC voltage increases, more ions are produced. 

 
 

IV. CONCLUSIONS 

 
The measurement of the surface potential of the 

nonwoven media samples after charging and neutralization 
is an effective means of evaluating the degree of 
neutralization achieved. The neutralization system 
considered in this study is based on a triode configuration, 
where the active electrode is subjected to a sinusoidal 
waveform alternating discharge of industrial frequency (50 
Hz). This method allows achieve very high neutralization 
rates correlated with the amplitude of the applied high 
voltage and the sample passage speed under the corona 
discharge  in the case of the scanning mode. Complete 
sample neutralizations are obtained from repetitive 
neutralizations. 
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Abstract-- Surface potential decay (SPD) measurements have 

been considered as the most appropriate technique to investigate 

the electrical properties of insulating materials. Its main interest 

is to avoid any contact with the surface; providing that charge is 

deposited by means of a DC corona discharge. Besides, the 

interpretation of the surface potential evolution remains a major 

problem. For this reason, this study aims at considering surface 

potential measurements and the mechanisms of the potential 

decay and transport processes that might be involved in the 

decay. To reach a conclusion, samples that were used took the 

form of polyethylene terephthalate films (thickness: 0.5 mm; 

surface: 50 mm x50 mm). A negative corona discharge produced 

in a needle–grid–plate electrode system was employed to charge 

the surface of the film samples. All surface potential decay 

measurements were carried out in a commercial climatic 

chamber, where relative humidity RH and temperature T were 

rigorously controlled. Initially, we have shown an injection 

process of the charge deposited on the surface of the material. 

The investigation on the kinetics of charge carriers (charge 

carrier mobility), allowed us to determine the mobility of the 

charge derived in the material. We noted a strong dependence of 

the charge density put on the evolution of SPD. 

Index Terms-- Charge injection, corona discharge, mobility, 

polymer, surface potential decay. 

I. INTRODUCTION 

Since several years, synthetic polymers have been applied 
in electrical industry due to their excellent electrical, 

thermal, and mechanical properties. 1 
Meanwhile, solid insulating polymers are used in hostile 
environments where they may be subjected to water attack, 
high static non-ionizing radiation and other corrosive materials 
or reactions. Therefore, the insulation properties are 
deteriorated and involve a premature ageing of electrical 
insulation. Electrostatic charges can play an undesired role in 
diverse industrial applications, particularly, in plastic industry 

and in high impedance circuitry. 
   If these charges are injected into the volume of material 

either by strengthening the local electric field, or by 
interaction with the material, they will induce local heating 
and degradation of physico-chemical properties. The latter 
will impair the insulating properties of the material and thus 
lead to the breakdown of the dielectric.   

 To understand the origin of electrostatic nuisance and 
optimize the performance of polymers, it is important to have   
appropriate knowledge on generation and charge transport 
processes.   In this respect, a great effort has been devoted to 
the characterization and understanding of charges transport in 
insulation polymer [2,3,4,5,6,7]. Despite recent progress 
achieved with measuring instruments, identifying the 
predominant mechanism remained obscure. The process of 
conduction, polarization or charge injection, trapping process / 
detrapping is complex phenomena and difficult to explain. The 
interpretation of the results is still quite delicate. 

   The recent literature on potential decay measurements is 
dominated by the hypothesis of injection and polarization 
phenomenon of the charge deposited on the surface. The 
“Cross-over” of the curves which were reported initially by 
Ieda and co-Workers [7] on polyethylene and, also, has been 
observed by other research works [3]-[5]-[8], has been widely 
admitted as an experimental evidence of a partial injection into 
the bulk of the charge deposited on the surface. 

II. THE EXPERIMENTAL TECHNIQUES 

The surface potential decay experiment is described in 
figure 1. The samples were charged on their free surface by 
exposure to a corona discharge generated by a needle 
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electrode situated above the grounded metallic plate and 
connected to a negative DC high-voltage supply Vp. A grid 
electrode, connected at a different negative DC potential Vg, 
was interposed between the needle electrode and the grounded 
plate. In this way, a reasonably uniform field could be 
generated in the gap between the grid and the surface of the 
PET samples. By selecting appropriate corona point and grid 
potential, Vp and Vg respectively, it was possible to charge the 
polymer surface with ions of either sign. The surface potential 
was limited by the grid potential Vg. 

After charging, the grounded metal plate was rotated, so 
that to transfer the sample under the probe of an electrostatic 
voltmeter (Monroe  Electronics), connected to the computer 
that controlled the measuring procedure. The surface potential 
was thus continuously measured and recorded. All surface 
potential decay measurements were carried out in a 
commercial climatic chamber, where relative humidity (RH) 
and temperature (T) were rigorously controlled. The duration 
of sample exposure to the corona discharge was 1 s. prior to 
corona exposure, the samples were maintained for one hour in 
the conditions prescribed for each experiment. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure1.  Experimental setup for the study of the surface potential 
decay of PET samples 

 

III. DESCRIPTION OF THE SAMPLES 

The polyethylene terephthalate "PET" is a thermoplastic 
that belongs to the family of polyesters. It is widely known 
under the trade name Myler, Melinex or hostaplan. PET is 
often used as dielectric in high-performance foil capacitor, or 
as an insulator for electric cables and electric motors coils. 
The PET samples used in the experiment were square sheets 

of 5 cm side-length and 0.5 mm thickness. One face of the 
samples was coated by silver paint so that to ensure a good 
contact with the mirror-polished metal plate on which they 
were laid. 

IV. RESULTS AND DISCUSSION 

A. Initial potential effect V0: 

Figure 2, shows the surface potential decay for different 
values of initial potential, fixing temperature and relative 
humidity at 55°C and 50% respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Surface potential decay as function initial potential V0 
 

We noted a strong dependence of the deposited charge 
density on the SPD evolution. Moreover, after some time, 
none of the charges remained on the sample surface. To show 
the potential deposited effect on the sample surface, we 
represented the curves normalized to the initial potential V0 
(Fig. 3). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

         Figure 3.  Characteristic V(t)/V0 
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The results presented indicate that the curves are not 

superimposed. Two hypotheses may explain this result. When 
measurements were made on a single sample, then we can 
assume that the sample surface would progressively degrade 
by the corona discharges undergone on each deposit. This 
degradation implies a variation of the conductivity and 
therefore a change potential decay speed. 

The second case, when virgin samples are used for each test 
(our case), then we can think about the existence of field effect 
on the material. We may think that the phenomenon related to 
the electron mobility (trapping -acceleration -trapping) will be 
more dependent on the field. An electron hops from a level of 
surface trap into the bulk is a charge injection dependent on 
the field and can assist the hop and then accelerate it in 
material. The charges then move under their own electrical 
field towards the grounded electrode. 

Based on our interpretation, we found that the injection 
process can be observed for moderate voltages. It leads to 
explaining this phenomenon by the extremely pointed tip of 
the electrode that might be the cause of the high electric field 
generation and easily inject a charge into the dielectric. This 
result goes hand in hand with the Baum work [8]which noted 
in his work on PET, a charge injection at low voltage values. 

 This study also revealed the existence of the "Cross-Over" 
phenomenon (fig. 2). In fact, after the same time of 
measurement, the potential decay of the sample charged with  
-1800V is more significant than -1400V,-1000V and -600V. 
This cross-over phenomenon has been already observed by 
several authors [3]-[5]-[9]-[10]. It indicates a charge injection 
into the bulk of the material. 
 
  We also observed a high initial growth rate followed by a 
slower value. The strong initial decrease may be due to the 
injection of charges deposited under the field effect created by 
their own charges. 

Cross-over phenomenon can be attributed to the fact that the 
injected charge is dependent on the deposited charge quantity. 
This decay may be explained by a total injection of the 
deposited charges on the dielectric surface under the electrical 
field generated by the charges themselves. When the injected 
charges are subject to local field this will lead them to the 
sample back face. 

This hypothesis may be explained by the existence of two 
linear phases of the surface potential decay curve; a linear 
phase which corresponds to the movement of charges through 
the material and a second phase corresponding to the charges 
leaving the material. 

Molinié [11] pointed out the existence of a link between the 
potential decay and the absorption current. Knowing that in 

the case where the volume polarization phenomenon is the 
only mechanism or the predominant mechanism responsible 
for the charges evolution deposited on the insulator surface by 
corona discharge; the absorption current should decrease 
following a power law according to form: 

 

Iabs= At
-n   (1) 

 
And the potential derivative follows a law of the type: 
 𝑑𝑑𝑉𝑉𝑑𝑑𝑡𝑡 𝛼𝛼(𝑡𝑡)−𝑛𝑛  

 (2) 

Which causes proportionality between the absorption 
current and dV /dt. The decay rate dV/ dt is a convenient 
means to show the conduction intervening nature at charges 
deposition.  

dV / dt characteristics relating to the curves of figure 2 are 
displayed in figure 4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

            Figure 4.  Log (dV/dt)-vs-Log(t) for various initial potential 
 

We note a cross of two straight lines with different slopes. 
This, therefore, confirms the absence of a prevalent dipolar 
polarization and corresponds rather to the existence of two 
modes of surface potential decay regimes separated by a 
transit time τ. 

This time corresponds to a slope change on the rate decay 
evolution as function of time.  
 
Transit time: 
 
τ (-1800V) = 85 s 

τ (-1400V) = 202 s 

τ (-1000V) = 582 s 
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Von Berlepsch [4] observed this representation in studies on 

polyethylene a slope change which is attributed to the 
existence of two regimes of surface potential decay separated 
by a transit time which represents the transition charge to the 
back face. We can see on the curves derivative dV/dt a shape 
quite conforming to injection models [12]-[13]. 

  Particularly, a charge injection [13]-[14] based on the 
charges geometric motion in the material with density and 
mobility of constant charge. 

Therefore, it is possible to determine the charge carriers 
mobility in the material after having been deposited on the 
surface for  
T ˂ τ [15]. 

This mobility is expressed: 
 

μ = L² / V0τ  (3) 

 
L: the insulating material thickness. 
V0 : the initial potential. 
τ : the transit time. 

 
Extrinsic electron mobility: 
 
V0 = -1800 V  
 

 

μ=(0,5𝑋𝑋10−3)²
1800𝑋𝑋85 =1,633986.10-12m²/V.s 

 
 
V0 = -1400 V  
 μ=(0,5𝑋𝑋10−3)²

1400𝑋𝑋202 =8,840169.10-13m²/V.s 

 
V0 = -1000 V  
 μ=(0,5𝑋𝑋10−3)²

1000𝑋𝑋582 =4,295532.10
-13

m²/V.s 

 
 

V0 = -600 V  
 

 

μ=(0,5𝑋𝑋10−3)²
600𝑋𝑋1480 =2,815315.10-13m²/V.s 

 
Figure 5, shows the mobility evolution for different values 

of V0 relating to the curves in figure 2. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Mobility depending on the field applied during the transit 
time. 

 
The mobility increases with the electric field. This seems 

quite relating to the field dependence. Moreover, we plotted in 
figure 6 the inverse of the transit time evolution (1 / τ) as a 
function of E/L in log-log coordinates. 

We note a slope around 2,7.  According to [12, 16], this 
shows a rather dispersive transport governed by a hopping 
process between distributed energy sites. This calculation 
allows us to confirm the initial hypothesis on the mechanism 
dominating the charge flow in the insulating material. 

Inverse of the transit time as a function of E/L: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6. Log-log inverse curve of the transit time as a function of 

E/ L 
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V. CONCLUSION 

The surface potential decay characteristic of corona charged 
PET has been analyzed in terms of a theory that assumes 
injection into the bulk of the charge deposited on the surface 
and that would account well for the curves in representation 
dV /dt. The amount of charge injected depends on the initial 
potential value. 

Charge plane model based on the geometric movement 
charges in the material with the assumption of constant charge 
mobility can be applied to our experimental results of Surface 
Potential Decay. 

This interpretation lends particular interest to mobility and 
how it depends on the field. The graphical representation of 
the mobility suggests a rather dispersive transport governed by 
a process of hop in sites distributed in energy.  

Finally, this study has demonstrated the importance of the 
experimental methodology for evaluating the physical 
phenomenon that governs the potential decay. We suggest that 
this technique of Surface Potential Decay may open multiple 
way for the evaluation of the state aging of the insulating 
materials. 
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Abstract— In this study, a superhydrophobic surface insulation 

and a very suitable electrode profile were manufactured to 

eject from its surface any water drops deposit in order to 

inhibit any partial electrical discharges formation and/or its 

flashover under AC voltage. The expulsion mode of the water 

drops was visualized using a camera. Some water drops’ 

electro-geometric parameters effect on the insulation 

performance has been quantified. The obtained results show 

that the chosen device allows a groupo-individual and 

bidirectional evacuation of the water drops, without creating 

any electrical discharges on any surface. The maximum 

ejection voltage of the water drops is slightly greater than half 

of its flashover in dry case. Therefore, the superhydrophobicity 

of the material is conserved and its longevity is optimized 

regardless of the factors’ influence. These results militate well 

in the use of the electrical insulation of energy equipment. 

Keywords – Superhydrophobic surface, water drops, groupo-

individual and bidirectional evacuation, AC performance. 

I. INTRODUCTION  

 In order to alleviate the world wide power transmission 
networks disturbances, due to wet pollution affecting the 
insulators performance, insulating surface scientists have 
developed hydrophilic and hydrophobic insulations [1- 2]. 

Hydrophilic insulation is frequently short-circuited by 
electrical arcs under wet pollution, because of the facility 
and wetting speed of its surface. The hydrophobic insulation 
is not only lightweight but also has a high waterproofing 
power at long-term. Any kind of moisture coming into 
contact with its surface, beads on its surface as discrete 
water drops [3]. This result in a minimization of short-
circuits currents and an inhibition of the spatio-temporal 
evolution of flashover discharges, even if the surface is 
heavily contaminated, because the silicone transfers its 
hydrophobicity to the polluting deposits [4]. Although their 
electrical performance is significantly higher than that of 

ceramics; in-service these insulations alterates under high 
humidity, since the occurrence of a drops’ deposit cause the 
elevation of the electrical field prevailing between their 
ends. This results a taper which leads to a short-circuit of 
their dry creepage distance and consequently to the surface 
flashover. The recurring heating of the surface by the 
formed electrical arcs can generate their irreversible failure 
resulting in cracks and surface erosions [5 - 6]. 
       As new solutions to the mentioned problem, we can 
mention among others the addition of some adjuvants to the 
composition of this kind of polymer [7 - 8].  

By virtue of a lotus, some researchers have developed, 
at the same time, artificial materials with superhydrophobic 
surfaces already exploited in some industrial fields [9-11]. 
Their design is based on the non-adhesion of any kind of 
moistur;e coming in contact with their surface, which allows 
the conservation of their drought. Therefore, in the case of 
their use as electrical insulators, their isolation power will 
remain invariably constant regardless of their use 
environment humidity degree. 
 Up to now, there are few published results on the 
electrical discharges inhibition on their surface by 
evacuation of any surrounding moisture under the AC effect 
[12 - 20].  
       The purpose of this paper is to quantify the electrical 
performance of a silicon-based superhydrophobic insulation 
with suspended electrodes system above the material. This, 
in order to allow the evacuation of any water drops deposit 
coming into contact with its surface, under the alternating 
electrical field effect and by varying some of their electro-
geometric parameters. 

II. EXPERIMENTAL MODEL AND MEASURING 

TECHNIQUES  

The experimental setup consists on a glass plate with a 
superhydrophobic surface and edges, and two parallelepiped 
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stainless steel electrodes with rounded ends and (120 x 30 x 
8) mm3 in dimensions. The electrodes are raised 10 mm 
above the insulation’s surface through two insulating 
supports (Fig. 1a3). The distances between the insulation 
and the electrodes, as well as the tank are chosen so to have 
easy evacuation of the water drops outside the insulation 
and their recovery by the tank (Fig. 1a4) regardless of their 
volume [17]. 
 

 
Fig. 1. Characteristics of the experimental model 
 
 The insulation, the device and the wooden support are 
fastened to each other by plastic screws (Figs 1a1 and 1b5). 
The wooden parallelepiped support has for dimensions: 500 
mm x 500 mm x 400 mm.  
Its upper face is connected to a ball joint by which the 
inclination angle α of the insulation with respect to the 
horizontal is varied. Its arbitrary positioning is established 
using two varnished wooden rods. These pass through 
appropriate holes and made especially on its two opposite 
vertical faces in order to fix it at a position corresponding to 
the chosen angle. Thus, the sliding angle of a water drop 
without voltage on a superhydrophobic insulation by this 
support is obtained [1]. Figure 1b reflects the image of the 
insulation in horizontal position (α = 0 °). Its choice is 
motivated by the simulation of a real flat insulator’s profile. 
The low mobility of the water drops on its horizontal 
surface and their elongation under the effect of an 
alternating electrical field can reduce its electrical 
performance [1]. 

The insulation to be coated with a superhydrophobic 
layer is a glass plate, of dimensions 120 mm x 50 mm x 5 
mm. Its upper surface and its four edges are manually 
coated with two layers which are composed of different 
materials. The first layer of silicone gel is from a 
commercial product (Fig.1a). The second layer is composed 
mainly of soot. This one is obtained by carbonization of 
some amount of silicone gel from the same product and 
watered with isopropanol alcohol (Fig.1b). Its provision on 
the first fresh layer of silicone gel covering the glass 
(Fig.1c) is possible by bringing it momentarily close to the 
flame (Fig.1b). The soot is added to the fresh layer of 
silicone gel so that the carbon produced can adhere well to 
the silicone coating. Figure 1d reflects the image of the 

upper surface of the glass, blackened with soot and washed 
with tap water. 
      Measurement of the water drops’ volume of a polluting 
solution is carried out using a micropipette, graduated from 
5 to 100 μl (Fig. 3). A given quantity of water is adjusted by 
its meter and aspiration of a beaker is carried out using the 
pipette (Figs 3a and 3b). This water’s volume is then 
deposited with the same pipette in the form of a water drop 
on the superhydrophobic insulation’s surface (Fig. 3b). The 
positioning of the water drops on its surface is done using a 
nylon thread (Fig 3c). The contact angle of a water drop on 
it is measured using of a goniometer. Its value is about 161 
°, corresponding to a volume of 20 μl. Its sliding angle on 
this inclined surface is less than 2° (Fig. 3d). These values 
are consistent with those obtained by other researchers [12 - 
13]. 
 

 
Fig. 2. Main phases of a superhydrophobic glass surface’s preparation  

 

 
Fig. 3. Micropipette for measuring the water drops’ volume between 10 
and 100 μl 
       For qualitative reproduction’s reasons of the very 
random distribution of the number and the size of 
condensation or natural rain’s water drops, our choice is 
focused on two types of arrangements either in zigzag Az 
(Fig. 4a) or straight lines As (Fig. 4b). Each of these modes 
of arrangement consists of a maximum of 20 water drops of 
deposited in five rows of 4 water drops in each row. These 
water drops can be aerated (Figs 4a and 4b) or sandwiched 
between the superhydrophobic insulation on which they rest 
and a glass insulation as cover simply resting on the two 
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suspended electrodes (Fig.4c). There are two possibilities 
for the supply of water drops’ rows on the surface of the 
insulation, either they are deposited in parallel (Fig. 5) or 
perpendicular to the electrodes (Fig. 6), whatever the mode 
of their arrangement. 
 

 
Fig. 4. Characteristics of zigzag arrangement of water drops (Az) or in 
straight lines (As) with or without insulation cover 

 
The covering of the material’s surface in rows of water 

drops parallel to the electrodes can begin from the HV 
electrode towards the grounded one (Fig. 5a) or vice versa 
(Fig. 5b). The covering of the insulation’s surface in rows of 
water drops perpendicular to the electrodes is affected by 
going from their ends (left or right) towards their middle 
whatever the mode of their arrangement considered in this 
study (Fig. 6).  The distances between the centers of the 
drops and the electrodes HV (Ldv) or G (Ldg) as well as that 
separating the centers of two adjacent drops along the 
leakage distance of the insulation (Ldd) or perpendicular to it 
(lrr), are held constant throughout this investigation (Fig. 4). 
 

 
Fig. 5. Partial covering of the insulation in rows of straight water drops 
parallel to the electrodes (RG: Ground row, R IG: Intermediate ground line, 
R IHV: High voltage intermediate row, RHV: High voltage row, Vd = V30 = 
30 μl) 

For reproduction reasons of the size’s different values 
of the water drops of condensation and / or natural rain, as 
well as the various degrees of their pollution, the volume of 
a single row of five water drops (V i) is taken as equal to 
(10, 30, 40, 60 and 80) μl. Their electrical conductivity (σ i) 
is varied between 10 μS / cm and 20 mS / cm. During the 
variation of the volume and the electrical conductivity of the 
water drops, the position of their row (HV, M and G) as 
well as the mode of their arrangement (Straight line, zigzag) 
have been varied (Figs.7 and 8). 
The measurement of the expulsion voltage of each of the 
water drops outside the insulation and its flashover in the 
dry case is carried out with using the test station illustrated 
in figure 9.  
 

 
Fig. 6. Insulation covering in water drops’ rows of straight line (As) or 
zigzag (Az) perpendicular to the electrodes (RED: Row of the right end of 
the electrode, R IED: Intermediate row at the right end of the electrode 
electrode, RM: Row in the middle of the electrode, R IEG: Intermediate row 
at the left end of the electrode, REG: Row at the left end of the electrode, 
Vd = V30 = 30 μl) 

 

 
Fig. 7. Variation of the water drops’ volume of a row on the surface of the 
insulation with variable position (Pr) and arrangement (Ar) (σv = 50 μS / 
cm, V i  variable) 
 

 
Fig. 8. Variation of the electrical conductivity of the water drops of a row 
on the insulation’s surface with variable position and arrangement (Vd = 30 
μl, variable σ i   ) 

       

 
Fig. 9. Diagram for measuring the ejection voltage of water drops and 
visualizing their expulsion  
  

     The test station consists of a high voltage transformer 
(0.08A / 135kV), a capacitive voltage divider (Co/Cu), a 
digital display peak voltmeter (Vcr) and a superhydrophobic 
insulating surface (Ssh). The visualization circuit comprises 
a fast camera (Cam) for recording the evacuation mode of 
water drops outside the insulation and a PC for processing 
images using a software Free Video. The value of the 
insulation’s leakage distance (Lc) considered in this study is 
equal to 4 cm. The test voltage applied to the 
superhydrophobic insulation covered with water drops is 
manually increased in steps of 0.5 kV until the expulsion of 
the last water drop outside the insulation. The test voltages 
corresponding to the ejection of each of the water drops and 
their destination were noted. For each of the influence 
parameters aforementioned, a series of 20 tests was carried 
out and the value retained for the expulsion voltage of each 
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of the drops is the arithmetic average of all those obtained 
on the same series of measurements. Given the very good 
repeatability of the measurement techniques used in this 
study, the relative maximum error obtained is equal to 5% 
of this average value. 

III. RESULTS AND DISCUSSIONS 

III.1. Evacuation Mode of the water drops  

The analysis of the hydrodynamic and electrical forces, 
governing the expulsion of water drops outside the 
insulation’s surface is supported by the Navier-Stockes 
equation, based on the conservation of motion forces and 
modeling the motion of an incompressible water drop 
according to relation 1: 









∇+

∂
∂

=+∇+∇− ∆ VV
t

V
dFVP





.2µ                         (1) 

Where:  
- d, V and µ respectively represent the density of the fluid, 
its velocity and its viscosity;  

The three terms:

 
∆∇P , V


2∇µ and F


respectively represent 

the effects of forces due to the pressure, the viscosity and 
the electrostatic force exerted on the drop of water; 
- The right member of equality 1 refers to the acceleration of 
drop under the effect of the three mentioned forces.  
Assuming that the drop retains its spherical shape during its 
motion and that the surface is superhydrophobic (θ = 161 °), 

the electrostatic force F


 plays a predominant role in the 
motion of the drop on the superhydrophobic surface of the 
insulation [15, 21].  
For an individual water drop, placed on this surface and put 
under the effect of an electric field, the expression of this 
electrical force is of the form [22]:  









∇+∇−= m

m
t d

d
EEEF ρ

ρ
εερ 22

2

1

2

1
                    (2) 

Where:  
E, ρt, ε and ρm respectively represent the electrical field, the 
total charge, the absolute permittivity of the water and the 
voluminal density. 
     The three terms of the right member of equation 2 
represent the Coulomb force, the dielectrophoretic force, 
and the electrostriction pressure, respectively. In this study, 
the last two terms are neglected because of the uniformity of 
the electrical field prevailing in the planar electrode system 
and the maintenance of the spherical shape of the water drop 
during its expulsion from the insulation. Therefore, the 
ejection of an individual water drop of outside the insulation 
is practically caused by the Coulomb force. 
       In the case of several water drops, the expulsion of a 
water drop from a row parallel to the electrodes and very 
close to them is governed by the resultant Coulomb forces 
and mutual forces of attraction along the creepage distance 

of the insulation and repulsion, perpendicular to the 
creepage distance in the plane of the insulation [23]. As the 
water drops in a row move parallel to the direction of the 
applied field, so the repulsive forces are considered 
negligible in this case. In summary, the ejection outside the 
isolation of the water drops of each row is governed mainly 
by the resultant Coulomb force directed to the nearest 
electrode (HV or G) and the mutual force of attraction 
directed towards the row of adjacent drops and the force of 
Coulomb is the most dominant in this case.  
      In this study, the water drops are deposited on the 
superhydrophobic surface of the insulation in the absence of 
voltage. Then, the voltage, applied to the material with 
drops is increased in steps of 0.5 kV until the expulsion of 
the last drop outside the insulation. Figures 10 and 11 
respectively give the histograms of the ejection voltages of 
the insulation without cover, 4 rows x 5 water drops, under 
arrangement in straight lines As or zigzag Az, according to 
their rank and the place of their transit (HV or G electrode) 
before landing in the recovery tank.  
 

 
Fig. 10. Histogram of expulsion voltages of 5 rows x 4 water drops in 
straight lines outside superhydrophobic insulation without cover (Vd = 30 
µl, σv = 50 µS/cm) 
 
     This results in a groupo-individual and bidirectional 
evacuation mode of water drops. This expulsion is carried 
out either in complete or partial rows; it means the 
evacuation of water drops of the same row can be 
established at most in three stages. The first concerns the 
evacuation of the extreme drops, the second, the 
intermediate ones finally the third, the middle one. 
Regarding the direction of their evacuation, those in the 
vicinity of the HV electrode pass through it and those 
deposited in the area around the ground electrode pass 
through the latter. 
     The water drops expelled in the first place belong to the 
rows very close to the HV and ground electrodes. Next 
comes those in the intermediate rows at the HV and G 
electrodes. Finally the drops of the middle row come out 
last. It should be noted that the number of drops expelled via 
the under high voltage electrode is greater than or equal to 
that of the drops passing through the ground electrode. The 
ejection mode of the water drops is similar in the two 
figures 10 and 11, the only difference resides in the value of 
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the expulsion voltage which is lower under a zigzag 
arrangement of water drops than in straight lines because of 
the important effect of the forces of mutual attraction in the 
latter case. 
 

 
Fig. 11. Histogram of ejection voltages of 5 rows x 4 water drops in zigzag 
outside the superhydrophobic insulation without cover (Vd = 30 µl, σv = 50 
µS/cm)  

 
Figure 12 shows the evolution of the evacuation voltage 

of the last drop according to the number of rows parallel or 
perpendicular to the electrodes under their arrangement in 
straight lines or in zigzag. It results its growth with the 
displacement of the last drop’s position of the insulation’s 
ends parallel to its leakage distance towards its middle, until 
a limit value of the number of rows equal to 2. Beyond this 
number, it becomes constant and it depends on the 
arrangement mode of the water drops. Its value is weaker in 
zigzag arrangement than in straight lines because of the 
importance of the effect of the mutual attraction forces of 
the drops in the latter case. Knowing that the flashover 
voltage of the insulation without drops is 39 kV, expulsion 
voltage of the last drop is about 56 % of the value of that of 
the insulation’s flashover in the dry case. 
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Fig. 12. Ue = f(Nr) of the last water drop of rows parallel or perpendicular 
to the electrodes defining the insulation without cover (Vd = 30 µl, σv = 50 
µS/cm) 
 

Figure 13 shows the images of some essential phases of 
a groupo-individual and bidirectional expulsion mode of 5 
rows x 4 water drops covering insulation without coverage 

depending on the mode of their arrangement. Each image 
reflects the number of persistent drops at a corresponding 
voltage level applied to the insulation. It should be noted 
that this expulsion process is not accompanied by the 
formation of any partial electrical discharge or flashover 
that can cause the alteration of the material used. This 
justifies the conservation of the superhydrophobicity of its 
surface. 

 
Fig. 13. Expulsion phases of 5 rows x 4 water drops outside the insulation 
according to the mode of their arrangement a: Arrangement in straight lines 
As, b: Arrangement in zigzag Az  (Vd = 30 µl, σv = 50 µS/cm) 
 
 

III.2. Volume and Electrical Conductivity of Drops Water  
         In this section, we were particularly interested in the 
effect of volume and electrical conductivity of the last water 
drop in a five-drop row for three different positions (HV, M 
and G) on its insulation’s ejection voltage. Figure 14 shows 
a decline in its evacuation voltage as a function of its 
volume [21], regardless of the row’s position on the surface 
of the insulation and the arrangement mode of the water 
drops (Fig. 7).  

The expulsion voltage of the last water drop in a row, 
very close to the HV or G electrode, is higher in zigzag 
arrangement than in straight line. On the other hand, the 
opposite has been noticed when the water drops’ row is 
placed in the middle of the insulation. This is justified by 
the fact that in the case of a row very close to the HV or G 
electrode, the evacuation of the last water drop under zigzag 
arrangement requires a higher voltage because of its shift of 
its pairs towards the middle of the insulation. On the other 
hand, when the row is placed in the middle of the insulation, 
the zigzag water drops are shifted from the middle towards 
the HV and G electrodes so that the ejection voltage of the 
last drop is lower in this case. Finally, the expulsion voltage 
of the drops of the row increases from the HV and G 
electrodes to the middle of the insulation whatever the mode 
of its arrangement.  

The expulsion voltage of the last water drop outside the 
uncovered insulation (Fig. 15a) is 14 % higher than that 
with cover (Fig. 15b). The ejection mode of water drops is 
similar for both cases; the only difference resides in the 
value of the expulsion voltage which is lower when the 
superhydrophobic surface is covered by glass insulation. 
This can be explained by the fact that the insulating cover 
acts as a screen and condenses the field lines prevailing in 
the interelectrode air gap at the top of the drops (Fig. 15b), 
which leads to decrease of the voltage of their evacuation 
and the elevation of its electrical performance. 
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Fig. 14. Ue = f(Vd, Pr, Ar) of the last of the five water drops in a row 
outside the uncovered insulation (σv = 50 µS/cm) 

 

 
Fig. 15. Ue = f(Vd) for a straight row of 5 water drops in the middle of the 
creepage distance of the insulation with or without cover (σv = 50 µS/cm) 
 

It also results from figure 15 that a drop of small 
volume requires a greater expulsion voltage than when this 
one is higher but does not exceed 56 % of that of the 
insulation’s flashover in the dry case. This can be explained 
by the sticking of water drops between the asperities of the 
material’s surface (Fig. 15a). Their deep penetration on the 
interstices, formed by these asperities, is easier as their 
volume is small. On the other hand, when their size is large, 
they rest almost on the top of the asperities (Fig.15b), which 
triggers their movement under lower test voltages. 

The characteristic Ue = f(σv), shown in figure 16, 
shows a slight decline in the evacuation voltage of the last 
water drop in a row with the rise in the value of the 
electrical conductivity [22] up to 1 mS/cm and above which 
it remains virtually constant regardless of the arrangement 
mode (zigzag or straight line) and the position of the row 
(HV, G or M). For the same reasons given for the volume of 
water drops, figure 16 shows that the evacuation voltage of 
the last water drop of a row located in the middle of the 
insulation is smaller under zigzag arrangement than that in a 
straight line. On the other hand, the opposite has been 
observed when the row of water drops is placed in the 
vicinity of the two electrodes. Likewise, the expulsion 
voltage of the drops of the row increases from the HV and G 

electrodes towards the middle of the insulation whatever the 
mode of its arrangement. 

 

 
Fig. 16. Ue = f(σv, P r, Ar) of the last of the five water drops of a row 
outside the insulation without cover (Vd = 30 µl) 
 

 
Fig. 17. Ue = f(σv) for a straight row of 5 water drops in the middle of the 
creepage distance of the insulation with or without cover (Vd = 30 µl) 
 

It results from figure 17 that the output voltage of the 
last water drop of insulation with cover is 15 % lower than 
that without it regardless of the value of its electrical 
conductivity. The image of figure 17a shows that for a very 
low electrical conductivity of the water drops, the lines of 
the field move away from them, which requires a slightly 
higher ejection voltage in this case. On the other hand, with 
the elevation of their conductivity, the free charges are 
numerous and distributed uniformly within their volume and 
drops are crossed by the field lines, which causes their 
expulsion for lower test voltages (Fig. 17b). This reaches a 
minimum when the drops become conductive. This result is 
consistent with those obtained by other researchers on AC 
superhydrophobic isolation [17 and 19]. 
 

IV. CONCLUSION  

The main results emanating from this study can be 
summarized as follows:  
- Water drops manually deposited on the surface of a 
superhydrophobic insulation are expelled to the outside in a 
groupo-individual and bidirectional evacuation mode. When 
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they exit, the number of water drops passing through the 
high voltage electrode is slightly greater than that passing 
through the ground electrode. 
- The ejection voltage of the water drops outside the 
insulation increases by going from the edges of the 
insulation parallel to its creepage distance or HV and G 
electrodes towards its middle whatever the volume, the 
electrical conductivity of water drops and their arrangement. 
 - The evacuation voltage of a deposit of water drops is 
lower in zigzag arrangement than in straight lines, 
regardless of their volume and electrical conductivity. It is 
even more reduced when the surface of the material is 
covered with glass insulation, whatever the influence 
parameters aforementioned. 
- The expulsion voltage of insulating water drops increases 
with the decrease of its volume, but without exceeding 56% 
of that of the material surface’s flashover in the dry case.  
- The electrical conductivity of the water drops has little 
influence on the voltage of their expulsion.  
- In all cases, the process of groupo-individual and 
bidirectional expulsion of the water drops of the material 
does not generate partial electrical discharges or the 
insulation’s flashover that can generate any trace of its 
degradation. The retention of its superhydrophobicity under 
the aforementioned conditions militates well for its use for 
the isolation of electrical energy equipment. 
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Abstract— The static electricity phenomenon is used in various 

industrial applications such as electrostatic painting, 

precipitation of dust and separation of granular materials. The 

objective of the present experimental study carried out with 

various models of two-wire corona electrodes is to enhance the 

efficiency of insulating materials charging. The experimental 

set-up enabled the measurement of corona current-voltage 

characteristics and potential surface distributions. The results 

obtained show that the corona discharge intensity increases 

with the spacing between the two wires. As expected, the 

current collected at the grounded electrode increases with the 

number of wires, for the same voltage. By measuring the 

electric potential at the surface of a Polyethylene film exposed 

to the corona discharge generated by the two-wire electrode it 

was possible to evaluate the corona charging conditions of 

granular materials in electrostatic separators. 

 

 

I. INTRODUCTION  

Corona discharge is a common method used for electrical 
charging of fibrous media, powders or granular materials in 
various electrostatic processes [1, 2]. It is produced between 
two highly asymmetrical electrodes, an active electrode (in 
the form of metal needles, blades or wires) connected to a 
DC high voltage supply, and a grounded electrode (metal 
cylinder or plate). Though dual-type corona electrodes [3] 
are widely used to generate corona discharges, but fine-wire-
type electrodes still have bright days ahead of them, for their 
simplicity and low cost. The aim of this study we is to assess 
a new two-wire corona electrode current-voltage 
characteristics and distribution of the electric potential the 
surface potential of an insulating film exposed to the corona 
discharge in this specific configuration [4].  

 

 

II. EXPERIMENTAL  ARRANGEMENT 

The measuring bench includes a corona discharge station, 
and an electric potential measuring station. A conveyor belt 
supported the sample carrier and transferred it from the 
charging position to the surface potential measurement (Fig. 
1). The corona discharge station consists of two thin tungsten 
wires, 0.25 mm diameter and 300 mm length, attached to the 
ends two Plexiglas plates. The ionizing wires are powered by 
a high voltage power supply (ISEG, High Voltage Power 
Supply) model T1 CP300n 30 kV/0.3 mA. The two wires are 
parallel with respect to the grounded plane. The sample 
(Polyethylene film) is in contact with a flat electrode 
connected to that plane. Once it is subjected to a corona 
discharge, the conveyor moves the sample to the measuring 
station (Fig. 1). 

The surface potential is measured with an electrostatic 
probe (Trek, Model 3450), placed at 3 mm above the sample. 
The probe is connected to an electrostatic voltmeter, Model 
341B of Trek, which has the ability to measure potentials 
ranging from 0 to 20 kV with a response time   less   than 
200 µs. The analogue signal given by the electrostatic 
voltmeter represents the image of the electrical potential 
measured by the electrostatic probe. The data is transmitted 
to the computer via the National Instruments NI USB 6009 
acquisition card.  

III. RESULTS AND DISCUSSIONS  

A. Current-Voltage characteristics 

1) Influence of the number of discharge wires 
Figure 2 shows that, as expected, for a given value of the 

applied voltage the collected current at the measuring plate 
increases with the number of wires [4, 6, 7].  
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Figure 1.  Schematic representation of the experimental set-up. 

 
2) Influence of wire- to- wire spacing 

The experimental results on Fig. 3 show that the corona 
discharge current increases with increasing the distance “a” 
between the two wires, for a fixed voltage. This is due to the 
shielding effect exerted by the wires on each other. This 
effect increases with the decrease of the wires spacing 
reducing the discharge current of each wire; then, as 
consequence, the total current at the plate is lower [4, 8, 9]. 

B. Corona Charging Efficiency 

1)  Static charging  of  the polyetylene film 
In this experiment, the sample are charged for one 

second with the same high-voltage (V=15 kV). As soon as the 
high-voltage supply of the corona charger was turned off, 
the conveyor belt that supports the sample carrier and 
transferred it from the charging position to the surface 
potential measurement station, at a constant speed of 5 
m/min. Figure 4 illustrates the electric potential distributions 
in static charging for the Polyethylene film for one second, 
using one and two wires electrode configurations. 

 

 

 

 

The potential surface is maximal under the coronating 
wire and then decreases gradually away from it. For the 
studied two wires-to-plane configuration, the profile of the 
potential surface distribution along the collecting plate 
presents a “wave shape” with higher potential values under 
each wire and lower values midway between the two 
wires. This observation is consistent with what related by 
other authors about the current density [4, 9, 10].  

2) Dynamic charging  of  the polyetylene  film 
In this experiment (Fig. 5), the Polyethylene film sample 

is placed on the conveyor and passed under corona charge 
with the same high-voltage (15 kV), using one then two wires 
electrode with 5 m/min speed. The surface potential is measured 
once the film reaches the probe. However, the electric potential 
distributions in dynamic charging at the surface of the 
polyethylene film sample corona charge, the electric 
potential values are higher in two wires than in one wire. 
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Figure 2.  Current-Voltage characteristics for one and two wires spacing ” 
( a=80 mm, h=30 mm) 

 

Figure 3.  Current-Voltage characteristics for different values of the wires 
spacing “a”  (h=30 mm) 

3) Dynamic charging  of  the polyetylene  film 
In this experiment (Fig. 5), the Polyethylene film sample 

is placed on the conveyor and passed under corona charge 
with the same high-voltage (15 kV), using one then two wires 
electrode with 5 m/min speed. The surface potential is measured 
once the film reaches the probe. However, the electric potential 
distributions in dynamic charging at the surface of the 
polyethylene film sample corona charge, the electric 
potential values are higher in two wires than in one wire. 

 
Figure 4.  Repartition of the surface potential along the x axis   for 

Polyethylene film in static charging for one and two-wire                    
(15kV, a=80 mm, h=30 mm) 
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Figure 5.   Repartition of the surface  potentiel along the x axis for 
Polyethylene film in  dynamic charging for one and two-wire                                         

(15kV, a=80mm, h=30mm, speed is 5m/min) 

4)  Electric amplitude voltage in dynamic charging 
In this experiment (Fig. 6), the polyethylene film samples 

are placed on the conveyor and passed under corona charge 
with the same high-voltage (15 kV), using one then two wires 
electrodes with 5 m/min speed. The surface potential is measured 
once the film reaches the probe. The magnitude of the potential 
surface distribution increases with the increase of the 
magnitude of the applied voltage (Fig. 6) [11]. 
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Figure 6.  Effect of  the amplitude of applied voltage V on the repartition 
of the surface potentiel  along the x axis 

IV. CONCLUSION 

The results of experiments described in this work are the 
current-voltage characteristics and the surface potential 
distributions of a laboratory-scale model of a two wire 
corona electrode. These characteristics are largely influenced 
by the applied voltage. However, the corona discharge 
increases with increasing the spacing between the two wires 
and the reduction in the wires spacing leads to decrease the 
collected current at the grounded plane. Moreover, the 
magnitude of  the surface potential increases with the 
increase of the magnitude of the applied voltage. 

When using two discharging wires, the charging 
performance of the insulating materials is improved.  It has 
been found that the surface potential profile along the 
collecting plate presents a wave shape with higher values 
under each wire and lower values in the midway of wires. 

 

 

REFERENCES 
[1] G. S. P. Castle, “Industrial applications of electrostatics: the past, 

present and future”, J. Electrost., vol. 51-52, pp. 1-7, 2001. 

[2] T. Oda and J. Ochiai, “Charging  characteristics  of a  non-woven 
sheet air filter” in Proc. 6th International Symposium on  Electrets, 
pp. 515–519, 1-3 September 1988. 

[3] A. Bendaoud, A. Tilmatine, K. Medles, M. Rahli, M. Huzau, and L. 
Dascalescu, “Characterization  of dual  corona-electrostatic  
electrodes for  electrostatic  processes  applications,” IEEE Trans. 
Ind. Appl., vol. 44, pp. 692-698, 2008. 

[4] A. Kasdi, “Computation and  measurement  of  corona  current 
density and V-I characteristics in wires-to-plates electrostatic 
precipitator” J. Electrost., vol. 81, pp. 1-8, 2016. 

[5] B. Tabti, “contribution  à  la  caracterisation des filtres à électret  par 
la mesure du declin de potentiel de surface’’ Thèse de doctoat, 
université de poitiers, Decembre 2011. 

[6] H. Ait Said, H. Nouri and Y. Zebboudj, “Analysis  of  currente 
voltage  characteristics  in  the  wires-to-planes geometry during 
orona discharge”  Eur. Phys. J. Appl. Phys., vol. 67, pp. 1-8,  2014. 

[7] K. Parker,” Electrical Operation of Electrostatic Precipitators”. 
London, United  Kingdom, in: IET Power and Energy Series 41, 
2007. 

[8] U. Khaled, A.Z. Eldein, “Experimental study of  V-I  characteristics 
of  wiree  plate  electrostatic  precipitators under clean air 
conditions”,  J.  Electrost., vol. 71, pp. 228-234, 2013.    

[9] M. Abdel-Salam, A. Eid, “Finite Element Simulation of Corona in 
Wire-Duct Precipitators”,  IEEE 37th IAS Annual Meeting Conf 2, 
2002, pp. 1383-1389 

[10] Z.M. Al-Hamouz, A. El-Hamouz, N. Abuzaid, “Simulation and 
experimental studies of corona power loss in a dust loaded wire-duct 
electrostatic precipitator”, Adv. Powder Technol.,  vol. 22,  pp. 706-
714, 2011. 

[11] B. Yahiaoui, B. Tabti, M. Megherbi, A. Antoniu, M.C. Plopeanu, and 
L. Dascalescu, “AC corona neutralisation of positively and  
negatively  charged  polypropylene  non-woven  fabrics” IEEE Trans. 
Diel. Elect. Insul., vol. 20, pp. 1516-1522, 2013. 

 
 

-4 -3 -2 -1 0 1 2 3 4
0

1

2

3

4

5

6

7

8

9

S
ur

fa
ce

 P
ot

en
tia

l (
kV

)

Distance (cm)

 U = 18 kV
 U = 15 kV
 U = 12 kV

The Electrical Engineering International Conference EEIC’19 
Bejaia - Algeria, December 04-05, 2019 

 

Page 523

E
E
IC
'1
9



Optimization of the inter electrode spacing to improve 
the efficiency of a Multi-wires-to-plates type 

electrostatic precipitator  

Ahmed KASDI 
Electrical Engineering Department 

Electrical Engineering Laboratory, Faculty of Technology 
University A. MIRA of Bejaia, Algeria 

dkasdi@yahoo.fr 
 

Abstract—The analysis of corona-ionized fields in different 

geometrical electrode arrangements has an important area of 

research. One of the most applications of corona discharge is 

its use in the electrostatic precipitation. This paper aims to 

improve the efficiency of a multi-wires-to-plates type 

electrostatic precipitator (WP-ESP) by optimizing the inter 

electrode spacing, namely the distance between wires and the 

wires-to-plates spacing. The corona current-voltage 

characteristics and current density curves are measured for a 

laboratory-scale model of precipitator. A numerical model was 

also used to simulate the ESP and to predict the effect of the 

geometric parameters. The numerical predictions are in good 

agreement with those measured experimentally. Moreover, it 

has been found that increasing the distance between wires and 

plates leads to reduce the corona discharge current, and the 

increase in wires spacing tends to increase the corona current. 

This last is due to the shielding effect exerted by each wire on 

the other. 

Keywords – Electrostatic Precipitator; Corona Discharge; 

Space Charge; Ionized Fields; Current Density; 

I. INTRODUCTION 

CORONA discharge is used in various ways in an 
increasing number of engineering applications with different 
geometrical electrode arrangements. One of the 
configuration mostly used for theoretical and experimental 
studies is the Multi-wires-to-plates geometry, largely used in 
the design of the electrostatic precipitator (ESP). An ESP is a 
cleaner device that removes particles from a flowing gas 
using electrostatic forces, and consists of discharge electrode 
and collecting plan. Corona discharge occurs when a high 
voltage is applied between a high tip curvature corona wire 
and a low tip curvature collecting electrode. Consequently, 
the inter-electrode space is divided into two different 
regions; a high-field ionization region surrounded the active 
electrode where free charges are produced, and a low-field 
drift region occupying the remainder of the interval [1]. The 

ions created in the ionization region drift to the passive 
collector electrode and forms a space charge. When gas 
(such as air) that contains an aerosol flows between the 
corona wire and the collecting electrode, the pollutants in the 
gas are electrostatically charged by the ions. The passive 
collector electrode attracts the charged particles, which are 
then neutralized and removed [2]. 

II. EXPERIMENTAL SET-UP 

The multi wires-to-plates type ESP consists of a set of 
conducting wires (1) carried at DC high voltage (Va) and 
rising halfway between two parallel collecting plates (2 and 
3), which are separated by a width of 2×DP (Fig. 1). The 
wires of radius Rw are set at equidistant intervals dw by two 
insulating supports (4). The lower plate electrode is 
composed of a measuring plane 2a surrounded by two 
grounded guard plates 2b. The three plates are separated by 
very small air gaps to ensure the continuity of the electric 
field and based on a set of supports (5). A current collector 
(S), incorporated in the centre of the measuring plane 2a, is 
connected to a current measuring device (7) via a coaxial 
cable (6). The upper plane electrode (3) is grounded and rests 
on the two wires insulating supports (4). 

III. NUMERICAL PROCEDURE 

The second part of our work is devoted to modelling and 
simulation of the corona discharge in the studied 
configuration. In the present study, the corona electrodes are 
supposed to be of infinite length (in z-direction) and 
consequently the geometry is reduced to a two-dimensional 
system, Fig. 2. 

The DC corona electric field-space charge problem can 
be described in the air by a set of the following equations [3]: 

        0φ ρ ε∆ = − (The Poisson’s equation)    (1) 
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        J Eµρ=
 

 (Equation for current density)    (2) 

        0J∇ ⋅ =


 (Current continuity condition)    (3) 

E φ= −∇


 (Equation relating the potential to the field)    (4) 

Where φ [V] is the electric potential, E [V/m] is the 
electric field, J [A/m2] is the current density, ρ [C/m3] is the 
ionic charge density, ε0 [F/m] is the air permittivity and µ 
[m2/V.s] is the ionic mobility. 

These corona governing equations clearly show the 
physical interactions between the electric field and the space 
charge density. 

 

 

Figure 1.  General view of the experimental arrangement 

 

Figure 2.  2D cross-sectional geometry of the Multi-wire ESP 

The process of numerical calculations is therefore 
iterative. Indeed, after straightforward substitutions the 
above set (1)-(4) is reduced to two coupled partial 
differential equations (PDE): 

2
0   φ ρ ε∇ = −                           (5) 

2
0/E ρ ρ ε∇ = −


                        (6) 

It should be noted that, despite advances in numerical 
and computational techniques, obtaining accurate solutions 
of the corona governing equations is very difficult because of 
the distortion of the electric field due to the presence of the 
space charge. Several numerical techniques have therefore 
been employed to solve the problem using the charge 
simulation method [4], the finite difference method [5] and 
the finite element method [6-7], often combined with the 
method of characteristics [8] to evaluate the  space charge 
density.  

All these methods are based on some simplifying 
assumptions [4–11], where the most common ones are: 

• The thickness of the ionisation layer around the 
ionizing wire is so small as to be neglected with 
respect to the inter electrode spacing. 

• The average mobility µ of ions is often assumed 
constant during the transit time from the ionisation 
region to the collecting electrode. It is also 
considered independent of electric field intensity.  

• Diffusion of ions Di is neglected. 

• The surface field of the wire remains constant at the 
onset values Ep, given by the well-known empirical 
Peek’s law (Kaptzov’s assumption). 

A two-dimensional axisymmetric simulation of the 
coupled space charge-electric field problem is performed 
using COMSOL Multiphysics software. Two application 
modes are used to solve the corona governing equations. The 
Poisson’s equation (5) is solved using PDE (General Form) 
mode to find the electric potential distribution, and the 
current continuity equation (6) is solved using Convection 
and Diffusion mode [12].  

Moreover, the solution of equations (5) and (6) subject to 
the following boundary conditions; 

─ The potential of the ionizing wires is equal to the applied 
voltage: φw = Va, 

─ The potential of the plates is set to zero (ground): φp = 0, 
─ Zero diffusive flux condition, ∂ρ/∂n = 0, is imposed on 

all boundaries except at wire’ surfaces where the charge 
density is fixed to an initial value ρ0, which is adjusted 
iteratively until an auxiliary condition is satisfied [12]. 
This auxiliary condition requires that the electric field 
strength at the surface of each wire (Ew) agrees with the 
threshold field value Ep. 
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IV. RESULTS AND DISCUSSION 

The described method was tested through its application 
to a 25 kV ESP laboratory model of three and four active 
wires of radius RW=0.2 mm. The effect of two parameters 
have been studied; the wire-to-wire spacing (dw) and the 
plate-to-plate distance (2×Dp). The measured data obtained 
from the experiment has been therefore used to validate the 
Comsol numerical model. 

Fig. 3 shows the measured and calculated current density 
distributions Jp(x) along the collecting plane of the 04 wires-
to-plates ESP (4WP-ESP) under two applied voltage levels; 
20 and 15 kV. It is clear from the figure that the plane 
current density distributions predicted by the Comsol 
program agree well with the measured curves.  

The drawn curve shows peak values of plane current 
density at the foot of each active wire and minimum ones
measured at positions located in the front of the midpoints of 
adjacent wires. This is due, in fact, to the smallest distance 
between the plates and the discharge wires, where space 
charge is more concentrated. Moreover, it is visible from 
figure 3 that the plane current density measured under the 
two outer discharge wires (wires #1 and #4) exhibit the 
highest values compared to those measured under inner 
wires (#2, #3). This is due to the shielding effect mutually 
exerted between wires resulting in the reduction of the 
emitting discharge current, except for the two wires at the 
ends of the sheet, which are influenced by only a 
neighboring wire [11-13]. 

To study the effect of variation of inter electrode 
distances (dw and Dp) on the shielding effect, we propose 
first to define the shielding ratio RSH as the relative 
difference between the peak current densities obtained at the 
plane under an outer wire and a neighboring inner wire. 
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Figure 3.  Profile of the plane current density distribution                                       
(4WP-ESP, dw=60mm, Dp=50mm) 

For the configuration of 4 wires-to-plates ESP of Fig. 3:  

 1 2

1
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(w )

  
p p
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J J
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−
=                (7) 

Where: 

- Jp(w1) is the plane current density measured (or 
calculated) under the wire number 1. 

- Jp(w2) is the plane current density measured (or 
calculated) under the wire number 2. 

 Fig. 4 shows the variation of total corona current 
measured and calculated along the collecting plane as a 
function of wires spacing dw. By increasing the wires 
spacing, the total current increases and then tends to become 
constant for the high values of dw. As explained previously, 
this is due to the shielding effect arising between adjacent 
discharge wires. As a result, currents deriving from opposite 
sides of two adjacent wires are reduced with decreasing the 
spacing dw, involving the reduction of the total collected 
current [11-13]. On the other hand, the spacing of the wires 
contributes to the reduction of this effect and to the increase 
of the discharge current. When wires are widely separated 
(dw>200mm), they behave very nearly as independent 
conductors and the discharge current stops growing. 

The variation of calculated corona current along the 
collecting plane as a function of wires-to-plates distance Dp 
is shown in Fig. 5. By increasing the distance between wires 
and plates, the total current decreases considerably. 
Obviously, this is due to the fact that, in any corona 
discharge configuration, increasing the distance between the 
active and passive electrodes yields to increasing the corona 
discharge threshold voltage [6,10], and consequently the 
decrease of the corona current. 
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Figure 4.  Effect of variation of the wires spacing dw on the total corona 
discharge current (3WP-ESP, Va= 25kV)  
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Figure 5.  Effect of variation of wires-to-plates spacing Dp on the corona 
discharge current (3WP-ESP, Va= 25kV)  

 

The shielding effect is also visible on the space charge 
density distribution around the discharge wires. From Fig. 6, 
we can see that the space charge density due to the corona 
discharge of the central active electrode has been 
significantly compressed. By increasing the wires spacing dw 
from 60 mm (Fig. 6-a) to 80 mm (Fig. 6-b), the shielding 
effect decreases. However, by increasing the distance plates-
wires Dp from 50 mm (Fig. 6-b) to 100 mm (Fig. 6-c), the 
effect of shielding is accentuated. 

To improve the efficiency of the precipitator, it is then 
necessary to optimize the inter electrode spacing yielding the 
lowest shielding rate. For this, we simulated with Comsol 
Multiphysics the variation of the two parameters (Dp and dw) 
for a 03 wires-to-plates ESP (3WP-ESP).  

Fig. 7 shows the effect of variation of the two parameters 
upon the shielding ratio calculated by the expression of 
equation 7. The obtained curves confirm the results of 
figures 4-6. The shielding ratio varies according to the wires-
plan distance, on the other hand, the shielding effect is 
attenuated when the wires spacing increases.  

Furthermore, from the figure, it can be seen that the 
minimum shielding ratio, for a given wires spacing dw and a 
wires-plate distance Dp, is obtained when the two parameters 
are equal to each other. 

   

 
 (a) 

 
(b)  

 
(c) 

Figure 6.  2D Space charge density distribution in the computed domain 
(3WP-ESP, Va= 25kV)                                                                        

(a) Dp =50mm, dw =60mm                                                                     
(b) Dp =50mm, dw =80mm                                                                     
(c) Dp =100mm, dw =80mm 
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Figure 7.  Shielding rate variation according to wires spacing dw and  
wires-to-plates distnace Dw (3WP-ESP, Va= 25kV). 
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V. CONCLUSIONS 

 
This paper describes the results of optimization of the 

inter electrodes spacing to improve the efficiency of a multi-
wires-to-plates type electrostatic precipitator. The 
experimental results obtained from a laboratory-scale model 
of precipitator were used to validate the numerical simulation 
performed using Comsol Multiphysics software.  

Results show good agreement between numerical and 
experimental values. It has been found that the wires spacing 
and wires-to-plate distance have an appreciable effect on the 
degree of shielding. The increasing in the wires-to-plane 
spacing, as well as the reduction in the wires spacing, leads 
to decrease the total collected corona current. The study 
showed that the degree of shielding is minimized for equal 
values of the two distances. 
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Abstract – Medium and high voltage power cables are presently 

subjected to thermal and electrical constraints, leading to the 

acceleration of their failure rate.  In this paper, the aging of 

Cross-linked Polyethylene (XLPE) power cables insulating 

material  when exposed to service conditions (temperature and 

electric field), was studied. The induced degradation was 

determined by evaluating the physico-chemical changes in 

XLPE. For this purpose, FTIR and DSC techniques were 

monitored.  Obtained results show that both temperature and 

electric field induce structural changes in the insulating 

material. 

 
Keywords: - Cables, failure, aging, Crosslinked Polyethylene, 
Insulating Material. 
 

I.  INTRODUCTION 

Cross-linked polyethylene (XLPE) cable is widely used 
in medium and high voltage power cables because of its low 
density, simple manufacturing requirements, easy 
installation, good electrical specifications, heat resistance, 
and convenient maintenance [1]. Like all other insulating 
materials, XLPE properties deteriorate over the time when it 
is subjected to service conditions [2]. The stressing factors 
lead to the insulation properties degradation and a significant 
reduction in the effective operation life of the cables [3],[4] 
Temperature and electric field are assumed as the most 
dangerous constraints.  

Under temperature stress and over a period of time, 
chemical composition and physical morphology, of XLPE 
may change [5]. The induced structural changes will likely 
induce the insulating material aging [6], which may strongly 
reduce the properties of XLPE and lead to the insulation 
degradation.  

According to the literature, electrical stress is one of the 
most destructive constraints which affect the XLPE 
insulating material performances. Stancu et al. [7] have 
shown that electrical stress along with the presence of water 
leads to the appearance and growth of water trees. Wang et 
al. [8] have noticed that under a high-voltage DC field, space 
charges can accumulate in polyethylene, and cause partial 
discharge.   

The literature includes research about the impact of 
electrical aging or thermal aging on the electrical and 
mechanical properties of XLPE, but few works are devoted 

to study the effect of the aforementioned constraints on the 
structural characteristics of the insulating material.    

Our present study is devoted to analyze the impact of 
thermal and electrical constraints on the physico-chemical 
behavior of XLPE power cable insulation. For this purpose, 
two techniques were monitored namely ATR-FTIR and 
DSC. Obtained results show that both temperature and 
electric field induce structural changes in XLPE. 

This paper is organized as follows: Section II presents the 
experimental setup. In Section III, the obtained experimental 
results are illustrated and discussed. Section IV concludes 
this paper. 

II. EXPERIMENTAL SETUP 

A. Material 

 Square plates of 130 mm x 130 mm with 2±0.2 mm have 
been obtained from granules containing dicumyl peroxide 
with concentration of 2% to generate cross-links. The 
granules were preheated for 5 min to a temperature of 130 
°C, at different pressures and for different time durations. 
After that they were crosslinked at a high pressure of 300 
bars and temperature of 180 °C. The preheating/crosslinking 
process was followed by cooling at 45°C. 

B.  Thermal Aging 

Aging under thermal constraint experiments were carried 
out in a thermo-ventilated oven that could maintain the 
average ±2 °C. The temperature of aging was 100°C. The 
total duration of aging was 2000 hours. 

C. Electrical Aging 

 The electrical aging was carried out by placing XLPE 
samples in sandwich between two plane electrodes (with 
Rogowski profile) of 50 mm diameter, under AC electrical 
field of 5 kV/mm. The upper electrode is connected to the 
high voltage and the lower one to the ground.  

The applied voltage is delivered by a test transformer 
whose characteristics are: U=100 kV, f=50 Hz, P=10 kVA. 
The applied voltage is controlled by means of an 
autotransformer. 
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D. FTIR Spectroscopy 

FTIR analysis was carried out using a Shimadzu FTIR-
8400s spectrometer. Unaged and aged samples were 
performed at 50 scans in the range of 650-4000 cm-1 with a 
resolution of 4 cm-1. 

E. DSC Analysis 

DSC studies were carried out using DSC 204-F1 
Phoenix, Netzsch Co with computer data system under a 
constant nitrogen gas flow. The measurement was performed 
by heating and cooling the samples from 20 to 160 °C in 
order to follow the changes in the melting temperature, the 
crystallization temperature, the crystallinity, the enthalpy of 
fusion and the enthalpy of crystallization. 

III.  RESULTS AND DISCUSSION 

A. Thermal aging 

a) FTIR analysis 
 

Virgin XLPE has characteristic bands corresponding to 
the wavelengths 720 cm-1, 1078 cm-1, 1377 cm-1, 1471 cm-1, 
1740 cm-1, 2150 cm-1, 2856 cm-1, 2937 cm-1, 3300 cm-1, and 
3500 cm-1. 

As shown in Figure.1, the main changes after aging at 
100 ° C are: 

a) Decrease in the absorption intensity of the bands 
characterizing the antioxidant (1078 cm-1) which 
means that the antioxidant is consumed with the 
thermo-oxidation extent. 

b) Appearance of absorption peaks at 1120 cm-1 and 
1170 cm-1 attributed to silicon monoxide Si-O [9]. 

c) Manifestation of a peak at 1316 cm-1, assigned to 
acetophenone absorption. 

d) Formation of carboxyl groups at 1718 cm-1 due to the 
thermo-oxidation phenomenon [10]. 

e) Manifestation of a peak at 2361 cm-1 which can 
describe the appearance of CO2. 
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Figure.1. ATR-FTIR analysis of XLPE samples at different thermal aging 

time 

b) DSC analysis 
As shown in Figure.2 corresponding to the DSC 

thermograms of the studied samples, the shape of the peaks 
indicates that the material is semi-crystalline [11], [12]. The 
DSC analysis shows, from a general way that the main 

endothermic peak corresponding to the melting of the 
crystalline part of the XLPE, is sharp after aging. This shape 
confirms the existence of crystalline chains of uniform sizes 
and well aligned. This phenomenon results in an increase in 
the crystallinity rate and a slight shift in peak of the 
crystalline melting temperature towards higher temperatures 
[13].  Thermograms of the heating run show that the melting 
temperature value Tm of the unaged sample is 107.1 °C. For 
aged samples, Tm increases with aging time and reaches the 
value of 114.5°C. From the cooling thermograms, it can be 
seen that the crystallization temperature Tc decreases from 
89.5 °C (unaged sample) and reaches the value of 87.03°C 
after aging. The decrease in crystallization temperature with 
aging time suggests that material has undergone severe 
degradation. Changes in melting and crystallization 
temperatures are presented in Table.1. 
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Figure. 2. DSC heating and cooling thermograms of unaged and thermally 

aged XLPE samples. 

 

TABLE.1. Changes in melting and crystallization temperatures with thermal 
aging 

Sample Tm(°C) Tc(°C) 

Before ageing 107.1 89.55 

After 1000 hours of ageing 114.5 87.03 

After 2000 hours of ageing 114.5 87.03 

B. Electrical aging 

a) FTIR analysis 
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Figure.3. ATR-FTIR analysis of XLPE samples at different electrical aging 

time 

 
After aging, the changes to note are as follows: 

a) Appearance of an absorption band at 3500 cm-1 which 
corresponds to the amorphous phase absorption. 
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b) Increase in the absorbance in the region 800 cm-1-1100 
cm-1 attributed to the unsaturated C = C groups. 

c) Manifestation of a peak at 2361 cm-1 that can describe 
CO2 appearance. 

d) Absorption of acetophenone supported by the 
appearance of a peak at 1316 cm-1. 

 

b)  DSC analysis 
As can be seen in DSC curves (Figure.4), the electrical 

aging appears did not affect the melting temperature of 
XLPE. Nevertheless, it was observed that this constraint 
causes a slight decrease in intensity and broadening of the 
endothermic peak. This broadening indicates the presence of 
smaller chains segments resultant from the bond scission of 
XLPE associated to the oxidative process [14]. From Table.2 
it can be seen that the melting temperature Tm has increased 
from 107.1 °C to 109.5 °C; while the crystallization 
temperature Tc decreased from 89.5 °C to 87.03 °C.  
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Figure 4. DSC heating and cooling thermograms of unaged and electrically 

aged XLPE samples. 

 

TABLE.2. Changes in melting and crystallization temperatures with 
electrical aging   

Sample Tm(°C) Tc(°C) 

Before ageing 107.1 89.5 

After 10 hours of ageing 109.5 87.03 

After 20 hours of ageing 109.5 87.03 

 

IV.  CONCLUSION 

The work presented in this paper concerns with the impact 
of thermal and electrical aging on the structural properties of 
XLPE used as high voltage power cable insulation. Based 
on the information obtained from the ATR-FTIR and DSC 
techniques, the results can be summarized as follows: 

-Changes in the intensities of several peaks in ATR 
analysis are noticed. This behavior indicates that electrical 
and thermal aging reduce the cohesive forces between the 
chains. 

-DSC analysis shows that electrical and thermal 
constraints induce slight changes in melting and 
crystallization temperatures. These changes indicate that 
XLPE undergo degradation. 
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Abstract— The present work deals with the study of the 

phenomenon of natural rain on the electrical performance of a 

hydrophobic silicone surface during three distinct periods of 

the fall of this one (January 2018 and January 2019) when the 

insulation is putting out of voltage. Our investigation focuses 

on the characterization of the amount of rainwater collected 

and the evolution of the volume of drops of impact water on a 

hydrophobic silicone insulating surface at an angle of 

inclination in comparaison to the horizontal varying between 0 

° to 90 ° and putting out of voltage. An experimental device 

was made to allow the variation of the angle of its inclination 

compared to the horizontal, the insulation is inclined at an 

arbitrary angle then it is exposed to rain immediately after the 

beginning of the latter. The tests were supported by a 

visualization using a camera. The measurement results during 

the three periods show that when the angle of inclination 

increases, the size of the drops of water decreases, however the 

volume of the residual drops reaches its maximum value when 

the insulation is in horizontal position and it can go up to 140 

μl for a drop. 

  

I. INTRODUCTION  

 
Insulators of power transmission lines play a very 

important role in the transport quality of the latter. The 
reliability of the service depends on the selection and sizing 
of these insulators which are based on a reliable design and 
take into account external environmental constraints and in 
particular those of pollution [1, 2]. 
In recent decades, the use of silicone insulation has been 
favored over ceramics in power lines [13, 14]. This is 
justified by their multiple advantages such as strong 
resistance to pollution, lightness and good hydrophobicity [1-
8].  

        The most cited disadvantage of such isolations is the 
reduction or loss of hydrophobicity of their surface and their 
long-term deterioration, due to the partial electrical 
discharges generated by the voltage recovery of the surface 
of these insulations by drops of water, rain, condensation or 

fog [9-12]. Influence of various arrangements of these 
manually applied water drops on silicone insulations on 
horizontal position and under different voltage constraint on 
their electrical performance has been investigated several 
times [3-12].On the other hand, the effect of the various 
angles of inclination of the upper and lower surfaces of the 
fins and stems of several types of insulators made of 
ceramics covered with a polymer coating or polymer 
insulators under the action of water drops of Natural rain on 
their electrical performance in AC has not been sufficiently 
investigated by researchers [6].  

        These multiple reasons justify our interest, initially 
focused on the determination in a first place of the degree of 
wetting of the creepage of hydrophobic silicone insulation by 
natural rainwater depending on the angle of inclination of its 
surface in relation to the horizontal when the latter is putting 
out of voltage. Then the constellation of natural raindrops 
and their resulting volume will be reproduced in the 
laboratory. 
 
 
 

II. TECHNIQUE OF MEASUREMENT AND MODEL 

EXPERIMENTAL 

A.  Measurement technique  

The water volume measurements, of which the 
results will be presented later, were carried out on one 

semicircular silicone surface of diameter  equal to 12 cm. 

Eight samples were used for each inclination angle α (0 °, 
30 °, 45 °, 60 ° and 90 °). The retained value of the volume 
of drops of water is the average of all those obtained on 4 
sectors of 1 cm

2
 of area distributed over the insulation in 

accordance with figue 1. The choice of the location of the 
four sectors has been made so that two sectors are placed on 
the creepage of the insulation from the center to the 
periphery of the half-fin. After every half an hour a sample 
of the silicone insulation is removed to make the necessary 
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measurements. So the first sample is exposed to rain for half 
an hour, the last one is removed after four hours of rain. The 
volume of all the drops of water recorded on each sector of 
the insulation is measured by means of a syringe graduated 
in microliter "Fig. 2 ",. The average volume is the average of 
the volumes of the drops of water found in the four sectors.

Fig.  1. Location of measurement sectors for the volume of  natural rain 
drops 

Fig.  2. Measuring the volume of drops of natural rainwater using a 
microliter graduated syringe 

        The interval of the break time between two successive 
tests on the same test specimen is greater than 12 hours. This 
was chosen to allow the sample to completely recover the 
hydrophobicity of its surface before the next test. To 
accelerate this return of hydrophobicity, all samples are 
deposited after their cleaning in a desiccator at the end of 
each measurement series. 

B.  Experimental model 

        The variation of the angle of inclination of the 
insulating surface with respect to the horizontal is obtained 
by means of a device illustrated in “Fig. 3”,. A wooden 
support, 1m x 1m x 80cm in size, is painted with several 
layers of varnish so as not to absorb drops of rainwater 
landing on it after the tests carried out under it. Its upper base 
is equipped with 5 stems of 1 m and 80 cm on which are 
placed wooden plates of 13 cm x 13 cm spaced 15 cm. 
Above these are fixed the hydrophobic silicone samples. 

        Fixing any angle of inclination can be obtained by 
turning the rod to a position corresponding to the angle then 
aroused block at this selected inclination angle. 

Fig.  3. Stem's device ensuring the variation of inclination of the angle α of  
the silicone insulation in compararaison to the horizontal 

III. RESULT  AND DISCUSSION 

        The evolution of the volume of drops of water per cm
2
 

on a hydrophobic silicone insulating surface, as a function 

of the time of exposure to natural rain for three distinct 

periods and different angles of inclination α (0°, 30°, 45°, 
60°, 90°) is illustrated by the following figures: 

“Fig. 4”, gives the shape of the maximum volume (V1max, 

V2max and V3max) of the drops of water measured on sectors 

of 1 cm
2
 as a function of the exposure time (te) to the natural 

rain respectively for the three periods (α = 0 °). 
 

Fig.   4. Maximum volume of the drops of water measured on 1 cm2 of 8 
silicone samples according to their time of exposure to rain during three 
periods (α = 0 °) 

       It is to be noticed two peak values of the volumes of 

drops of water measured on samples 3 and 6, for the first 

period (120 μl and 135 μl), 3 and 5 for the third (100 μl and 

133 μl) and only one peak value of the maximum volume of 

drops of water measured on the third sample during the 

second period (V2max = 140μl), 

this explains the tendency of raindrops to gain volume by 

combining together to a limit value, then they fall under the 

effect of gravity forces when no voltage is applied to the 

insulation. 
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The curves shown in “Fig. 4”, make it possible to compare 

the maximum volumes of the drops of water measured over 

the three periods, with the result that all the curves are 

practically identical with a slight difference due to the 

constant of the climatic conditions such as the wind and 

temperature during these 3 periods (board, 1). 

 

Périods  10 /02/2018 11/01/2019 21/01/20

19 

Temperature 

(°C) 

8 to 9 6 to 7 11 

Wind 

(Km /h) 

25 27 25 

Humidity 

(%) 

90 to 85 86 to 92 92 to 87 

Total 

volume of 

rain (ml) 

 

420 350 380 

Fig.  5. Climatic conditions during periods the natural rain measurement 

 

The pace of the average volumes (Vavr) of the drops of water 

measured during these three periods “Fig. 6”, similar to that 

found in “Fig. 4”, except that the volume of drops of water 

measured is smaller. The ascents and descents of the 

volumes are explained by the nature of the rain or by its 

intensity. For example, during the first period, the cessation 

of the rain from the 180
th

 to the 210
th

 minute results in a 

sharp drop in the maximum and average volumes of the 

drops of water (“Fig.4”, and “Fig.6”,). 
 

 
Fig.  6. Viavr = f (te) for 8 samples during 3 periods (α = 0 °), i = 1, 2, 3 
 

As a result in summary, the maximum volume of drops of 
water that can be collected on a hydrophobic silicone surface 
in a horizontal position varies between 133 μl and 140 μl, 
while the minimum volume of drops of water is of the order 
0.1μl to 0.2μl “Fig. 7”,. 
 

 
Fig. 7. Minimum volume of drops of water measured on 1 cm2 of 8 silicone 

samples according to their time of exposure to rain during three periods (α 
= 0 °) 
 

Figures 8 and 9 show the pace of the maximum and average 
volume of the drops of water measured on the silicone 
samples as a function of their time of exposure to rain during 
the three periods for an angle of inclination 
α = 30 °. It emerges that the quantity of water collected by 
sectors increases up to te = 120 nm of exposure to reach a 
maximum volume corresponding to the peaks illustrated by 
these figures. 

Fig.  8. Maximum volume of the drops of water measured on 1 cm2 of 8 
silicone samples according to their time of exposure to rain during three 
periods (α = 30 °) 

This is due to intense rain during this period, the largest 
recorded volume is 119 μl. From the 120th

 minute, a rain stop 
is recorded leaving behind fine droplets. Which explains the 
decrease in volumes during this trial periode. The volumes of 
the drops as a function of the exposure time leaves to say that 
even after the rain stops the drops do not fall all, but a part 
evaporates according to the time and the temperature of the 
material and another part of drops falls under the effect of 
the wind or their weight as a function of the angle of 
inclination of the hydrophobic insulating surface. 
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Fig.  9. Viavr = f (te) for 8 samples during 3 periods (α =30 °), i = 1, 2, 3 

 

        From the 180
th

 and the 210
th

 minute of exposure, it is to 
note an increase of the volumes of drops of water and this is 
due to the return of the rain during respectively the third and 
the first period. The minimum volume of drops of water is of 
the order of 0.1μl to 0.2μl whatever the period of exposure 
time considered “Fig. 10”,. 

Fig. 10. Viavr = f (te) for 8 samples during 3 periods (α =30 °), i = 1, 2, 3  

        Figures 11, 12, 13, 14, 15 and 16 for α = 45 ° and α = 

60 ° are similar to those found when the insulating surfaces 

are inclined compared to the horizontal of α = 0 ° and α = 30 

°. The slight difference is recorded in the volume values of 

the drops of water (Vmax = 78μl, Vavr = 30 μl for α = 45 °) 

and (Vmax = 40μl, Vavr = 20μl for α = 60 °). The minimum 

volume of drops of water is always of the order of 0.1 to 0.2 

μl. 

 
Fig.  11. Maximum volume of water drops measured on 1 cm2 of 8 silicone 

samples according to their time of exposure to rain during three periods (α 
= 45 °) 

 
Fig.  12.Viavr = f (te) for 8 samples during 3 periods (α =45 °), i = 1, 2, 3  

 

 

Fig. 13. Vimin = f (te) for 8 samples during 3 periods (α =45 °), i = 1, 2, 3  

Fig. 14. Vimax = f (te) for 8 samples during 3 periods (α =60 °), i = 1, 2, 3 

Fig.  15. Viavr = f (te) for 8 samples during 3 periods (α =60 °), i = 1, 2, 3  
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Fig.  16. Vimin = f (te) for 8 samples during 3 periods (α =60 °), i = 1, 2, 3   

        Figures 17, 18 and 19 show the curves of the maximum, 
average and minimum volumes of drops of water on silicone 
insulating surfaces inclined at 90 ° to the horizontal, the rain 
during the first period was unstable or in other words the 
existence of these vertices separated by minimums results in 
the fall of several successive rains which explains the growth 
and the sudden decrease of the volume of the drops of water. 

Fig.  17. Vimax = f (te) for 8 samples during 3 periods (α = 90 °), i = 1, 2, 3 

        The presence of a single peak during the second and 

third periods corresponds to the fall of a single natural rain. 

It should also be noted that the maximum volume of drops 

of water retained by the insulating surface does not exceed 

20μl from one rain to another during the same period and 

from one measurement period to another. Beyond this 

volume drops of water fall according to their weight. The 

minimum volume is 0.1 to 0.2 μl “Fig. 19”,. 

Fig.  18. Viavr = f (te) for 8 samples during 3 periods (α =90 °), i = 1, 2, 3 

Fig.  19. Vimin = f (te) for 8 samples during 3 periods (α = 90 °), i = 1, 2, 3 

Fig.  20. Vimax = f (α ) for 8 samples during 3 periods, i = 1, 2, 3 

        Figure 20 illustrates the evolution of the maximum 
volume of drops of rainwater collected on the hydrophobic 
silicone insulating surface in variable inclination. As a 
result, a decline in the maximum volume with tilt regardless 
of the period of exposure time considered. 

Fig.  21. Drops of rainwater collected on silicone samples with variable 
inclination in comparaison to the horizontal 

The maximum volume is recorded when the sample is in 
horizontal position (α = 0°), while the minimum is obtained 
for α = 90° “Fig.21”,. It also appears that the ratio of the 
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volume between α = 0° and α = 90° is 7, which means that 
the dry leakage line of the insulation for α = 0° is 7 times 
lower than that found for α = 90°. Therefore, its electrical 
performance is 7 times greater in vertical position than in 
horizontal position. 

 

IV.  CONCLUSION 

        The study of natural rain on inclined silicone insulation 

putting out of voltage leads to the following key results: 

• Rain is a random phenomenon; 
• The results found are verified over three periods of 
measurement of natural rain; 

• Under the natural fall of rain, the volume of the drop 
reaches a maximum value equal to 140 μl in the case where 

the insulating surface is in horizontal position (α = 0 °). This 

case is very unfavorable for the hydrophobic silicone 

insulation because the wet leakage path is very large 

compared to that of its dry zone. As a result, the risk of 

flashover and altering insulation by landfills is enormous; 

• The volume of drops of rainwater collected in several 
sectors of the same silicone sample decreases with the 

growth of the angle of inclination of the insulating surface 

relative to the horizontal; 

• The maximum volume of water drops found in the case of 
the insulating surface in the vertical position is 20μl. 

Beyond this volume the drop falls, under the effect of the 

speed of its fall and its weight. In this case, the size of the 

leakage line is the smallest and that of the dry zone is larger. 
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Abstract— The negative corona current pulses observed in 

electronegative gases have a highly regular form, they are 

called Trichel pulses. Many parameters can affect the 

repetition frequency, the current amplitude and the mean 

current of Trichel pulses. Such as, the high voltage applied to 

the active electrode, the space between electrodes and the 

radius curvature of the active electrode. In the present work, 

we realized an experimental study of corona discharge in 

point-plane electrode system under different conditions to 

illustrate the influence of each parameter. The experimental 

results show that the frequency repetition and the average 

current increase with applied voltage and they decrease with 

the gap space and the radius curvature. Our results were 

performed with numerical fitting to derive a numerical model 

and compare it with theoretical models. 

I. INTRODUCTION  

In negative corona discharge, when we increase the 
voltage applied to the corona electrode in electronegative 
gases, the different regimes of discharge appear. Goldman 
and all [1] have classified the currents discharge of these 
regimes to (a) auto-stabilization, (b) regular pulses and (c) 
continuous current discharge. The pulses observed in the 
regime (b) were later called Trichel pulses [2] and are regular 
with very short rise times and very durations separated by 
longer inter-pulse periods. These pulses occur in 
electronegative gases only and they are very regular in 
oxygen and air, but they are more irregular in some other 
gases, like SF6 [3]. 

Several investigations have carried out to express the 
mean current of the Trichel pulses as a function of the 
applied voltage. In 1986, Ferreira and all [4] say that it is 
better to express the current-voltage characteristic of point-
plane negative corona current by 𝐾𝐾(𝑉𝑉 − 𝑉𝑉0)2. Later, in 2008, 
Meng and all [5] developed a general empirical formula of 
this characteristic in the form of 𝐾𝐾(𝑉𝑉 − 𝑉𝑉0)𝑛𝑛 .  

In his investigation on the negative corona discharge in a 
point-grid electrode geometry, Yamada [6] introduced the 
influence of ambient temperature and inter-electrode distance 
on the mean current and described the current-voltage 
characteristic of Trichel pulses by an empirical formula:  

 𝐼𝐼 = 𝐶𝐶1(𝑇𝑇 − 132)ℎ−2.8𝑉𝑉(𝑉𝑉 − 𝐶𝐶2𝑇𝑇−1ℎ0.39) (1) 

Where: I (µA) is the mean current, V (kV) is the applied 
voltage, C1 and C2 are coefficients which depend on the 
electrode geometry, T (°K) is the ambient temperature, h 
(cm) is the inter-electrode space.   

The researchers cited above were interested only on the 
current-voltage characteristic of Trichel pulses without 
discuss their specific characteristics like repetition 
frequency, amplitude, rise time, and the duration of the 
pulses.  

In 1974, Lama and all investigated the electrical 
characteristic of Trichel pulses [7]. They expressed the 
frequency of repetition as a function of the applied voltage 
and the inception voltage (Eq 2). 

 𝑓𝑓 = 𝐾𝐾𝑉𝑉(𝑉𝑉 − 𝑉𝑉0) (2) 

Recently, in 2013, Zhen and all studied the negative 
corona pulses in a point-to-plane discharge gap and they 
developed new empirical formulas to express the detailed 
characteristics of the pulses under given discharge 
conditions [8]. In their paper, authors have derived formulas 
in a more universal form, by using the electrical field 
intensity as the variable, which contains the information 
about all the experimental parameters (Applied voltage, 
electrode radius and gap spacing). They found that the 
repetition frequency of the pulses is proportional to       
(𝐸𝐸 − 𝐸𝐸0)2, the amplitude of pulses is proportional to 
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(𝐸𝐸 − 𝐸𝐸0)−0.4, the mean current of pulses is proportional to 
(𝐸𝐸 − 𝐸𝐸0)1.6 and rise time and the duration of the pulses are 
almost independent of the experimental parameters. Where 
E is the average electric field intensity of the discharge zone 
and E0 is the inception field intensity of the negative corona. 

In this paper, we present an experimental study of the 
negative corona discharge. The effect of some parameters 
on the characteristics of the discharge current will be 
treated. 

II. EXPERIMENTAL SETUP 

The negative corona discharge reactor used in the 
experiments consisted of a point-to-plane electrode system, 
as shown schematically in Figure 1.  

A. Experimental apparatus 

The negative direct voltage supplied by the high voltage 
(HV) source (1) (±140 kV, 80 mA) was applied to the point 
corona (cathode) electrode (2). The HV source is equipped 
with voltmeter of crest making it possible to measure the 
output high voltage. The point electrode of a variable 
curvature radius is fixed with the insulating support (3). The 
circular plane (4) of radius 360 mm forms the ground 
electrode (anode) and it is set to earth via the variable 
resistance (6) which forms a shaping circuit (RC) with the 
capacitance of the coaxial cable (7). The point-to-plane 
space (d) is variable. To protect the system from external 
electromagnetic field, we used a cylindrical guard electrode 
(5). The potential difference at the terminals of the 
resistance (6) is displayed on the oscilloscope TD1012 (8) 
with interface TDS 2CMAX. The computer (10) is 
connected to the oscilloscope with the RS232 bus (9) for 
data processing.   

It should be noted that the three electrodes (the point, the 
plane and the guard cylinder) are machined with stainless-
steel. 

 

 

 

 

 

 

 

Figure 1. Experimental setup for point-plane negative DC 

B. Active electrode configuration 

 The high voltage electrode is a point of variable radius 
of curvature. The scheme of the point electrode is illustrated 
in figure 2. In order to vary the curvature radius of the high 
voltage electrode, we act on the length h, while the diameter 
D is constant. 

Then, the angle α is variable, knowing that:   

 𝛼𝛼 = 𝑡𝑡𝑡𝑡𝑛𝑛𝑡𝑡−1 �𝐷𝐷/2ℎ � (3) 

We note that more the angle (α) is small, more the radius 
of curvature (r) is weak. In this work, we have used 3 
electrodes of curvature radius 21, 40, 90 µm.  

III. RESULTS AND DISCUSSIONS 

A. Current-Voltage characteristic 

Fig. 3 shows the variation of the discharge current in 
function of applied voltage to the point electrode. 

 

 

 

 

 

Figure 2. Scheme of the corona electrode 

 

 

 

 

 

 

 

 

 

Figure 3. Current-voltage characteristic on point-plane system 
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 These results are obtained with active electrode of 
curvature radius 𝑟𝑟 =  40𝜇𝜇𝜇𝜇, the inter-electrodes spacing 𝑑𝑑 = 5𝑐𝑐𝜇𝜇 and the atmospheric conditions: temperature 𝑇𝑇 = 30°𝐶𝐶, pressure 𝑃𝑃 = 1017 ℎ𝑃𝑃𝑡𝑡 and relative humidity 𝐻𝐻𝑟𝑟 = 60%. 

According to this figure, the discharge current increases 
in a non-linear manner with the voltage. 

In general, the Current-Voltage characteristic of corona 
discharge described by the empirical Townsend relationship 
is usually written in the form of I/V ∝ V. This relation has 
originally been found in coaxial wire-cylinder geometry [9]. 
Later, it was proven that this relationship can be generalized 
for other geometry like: point-to-plan [10], point-to-grid [6] 
and point-to-ring [11]. 

 𝐼𝐼 = 𝐴𝐴.𝑉𝑉. (𝑉𝑉 − 𝑉𝑉0)  (4) 

Where I is the corona discharge current, V the applied 
voltage, V0 the inception voltage for corona and A is a 
constant depending on electrode geometry and ion mobility. 

According to Ferreira’s paper, 𝐾𝐾(𝑉𝑉 − 𝑉𝑉0)2 better represents 
the (I-V) characteristic of negative corona discharge. Later 
(2008), Meng and all have generalized this relationship in 
the form of 𝐾𝐾′(𝑉𝑉 − 𝑉𝑉0)𝑛𝑛 .  

After analyzing the results by the different models 
mentioned above, we noticed that the most suitable model is 
governed by equation 4.  

To determine the parameters of this equation (A and V0), 
we plotted in figure 4 the ratio (I/V) as a function of V, such 
as: 

  𝐼𝐼 𝑉𝑉� = 𝐴𝐴. (𝑉𝑉 − 𝑉𝑉0) (5) 

 

 

 

 

 

 

 

 

Figure 4. Linear fit of (I/V) current in function of V 

The fit of the curve (I / V) as a function of V gave a line 
of equation 𝑦𝑦 = 𝑡𝑡. 𝑥𝑥 + 𝑏𝑏, such that: 

• the slope of the curve 𝑡𝑡 = 0.11693; 
• the initial value 𝑏𝑏 = −1.08942.  

The parameters a and b of the curve respectively 
represent the parameters A and (-A.V0) of the equation 4.  
So: the constant depending on electrode geometry and ion 
mobility 𝐴𝐴 = 0.11693 𝜇𝜇𝐴𝐴/(𝑘𝑘𝑉𝑉)2 and the inception voltage 𝑉𝑉0 = 9.31 𝑘𝑘𝑉𝑉. 

Finally, under the experimental conditions described in figure 
3, the discharge current as a function of the applied voltage can be 
written: 

 𝐼𝐼(𝜇𝜇𝐴𝐴) = 0.11693 ∗ V ∗ (V − 9.31),𝑉𝑉(𝑘𝑘𝑉𝑉)  (6) 

B. Effect of gap spacing 
 

The gap spacing (d) of the point-to-plane electrodes 
system significantly affects the behavior of the corona 
discharges.  

Then, the (I-V) characteristic of the discharge strongly 
depends on the distance “d”. Figure 5 shows the (I-V) 
characteristic of negative corona discharge for the gap 
distances of 10, 20, 25, 30, 35, 40 and 50 mm.  

As shown in this figure, for the same voltage level 
applied to the active electrode, the discharge current 
decreases with increasing of inter-electrodes spacing.  

The increase of the inter-electrode distance causes the 
reduction of the electric field between the electrodes, which 
will induce a decrease in the discharge current. We also 
notice that the inception voltage V0 increases with the inter-
electrodes spacing. 

 

 

 

 

 

 

 

 

Figure 5. Effect of gap spacing on negative (I-V) characteristic 
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To study the effect of the space between electrodes on 
the parameters of equation 4, we traced on the figure 6 the 
linear fits of the characteristics (I/V, V). 

The fits obtained results are summarized in figure 7 and 8. 

 

 

 

 

 

 

 

 

Figure 6. Linear fits of the characteristic (I/V, V) with different space 
between electrodes 

 

 

 

 

 

 

 

 

Figure 7. Variation of the parameter A with gap spacing 

 

 

 

 

 

 

 

 
Figure 8. Effect of gap spacing on inception voltage 

According to these figures, it appears very clearly that the 
parameter A of the equation 4 reduces with the increase of 
the gap spacing, while the corona inception voltage V0 
increases. 

C. Effect of the high voltage electrode radius  

Fig. 9 shows the (I-V) characteristic of a point-plane 
negative corona discharge with different curvature radius 
(𝑟𝑟 = 21, 40, 90 𝜇𝜇𝜇𝜇). 

 The curvature radius of the high voltage electrode acts 
exactly like the gap spacing. Such as, the increase of the 
curvature radius causes the reduction of the electric field 
between electrodes and the current measured on the ground 
electrode. Then, we can deduce that parameter A decreases 
with the curvature radius whereas the inception voltage V0 
increases.   

D. Discharge current waveform 

The essential characteristic of the DC corona discharges 
is the existence of a drift zone of the ions. This zone gives to 
the corona discharges their stability [12].  

When a negative voltage is applied to the active 
electrode (negative discharge), the negative ions are created 
by attachment of electrons and the positive ions are created 
by ionization. The negative ions migrate in the drift zone 
where the field is weaker, whereas the positive ions return to 
cathode enough quickly. The discharge current creates 
through the RC circuit a voltage u(t) with a continuous and 
pulse component.   

The waveform of the voltage u(t) which the image of the 
discharge current is clearly observed on the oscilloscope 
when the applied voltage is higher than the inception 
voltage V0 like shown in figure 10. 

 

 

 

 

 

 

 

Figure 9. Effect of the active electrode curvature radius on negative I-V 
characteristic 
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Figure 10. Discharge current waveform 

The pulses train observed is regular with a frequency in 
order of a few hundred kHz to a few MHz. The form of 
pulses is asymmetric with a time rise in order of 10 ns and 
time decay depending on the values of the capacitance C 
and the resistance R. These pulses are called Trichel pulses 
[13]. 

E. Effect of the applied voltage on the repetition frequency 
of pulses 

Several experimental parameters can modify the electric 
field between electrodes and the discharge current, like the 
applied voltage, the gap spacing and the curvature radius of 
the active electrode. So, the pulses repetition frequency of 
discharge current can be modified by these parameters. 

Fig. 11 illustrates the variation of pulses repetition 
frequency with the applied voltage.  

 

 

According to this figure, the variation of the Trichel 
pulse repetition frequency with the applied voltage is 
governed by a non-linear relation-ship. As the applied 
voltage increases, the repetition frequency increases which 
agrees with the results presented by Trinh [14–16]. 

 

 

 

 

 

 

 

 

Figure 11. Pulses frequency repetition of discharge current variation with 
applied voltage 

 Lama and all [7] expressed the variation of Trichel 
pulses repetition frequency with the applied voltage by the 
equation 2, which has as parameters the constant K and the 
inception voltage V0. 

F. Effect of the gap spacing on the repetition frequency of 
pulses 

The effect of the distance between the active electrode 
and grounded electrode on repetition frequency of Trichel 
pulses for 3 voltage levels is illustrated in the figure 12.    

Contrarily to the effect of applied voltage, the increase 
of the distance between the electrodes induces the decrease 
of the repetition frequency. Such as, the increase of gap 
spacing causes the decrease of the electric field between 
electrodes, which leads the decrease of repetition frequency 
[14-16]. 

 G. Effect of the curvature radius on the repetition frequency 
of pulses 

In the figure 13, we have plotted the repetition frequency 
according to the curvature radius of the active electrode for 
3 voltage levels. 

As shown in this figure, the curvature radius of the 
active electrode has the same effect as the gap spacing. Such 
as, the repetition frequency of Trichel pulses decreases with 
the curvature radius of the high voltage electrode [14-16]. 

 

 

 

 

 

 

 

 

 

 

Figure 12. Trichel pulses frequency repetition of discharge current 
variation with gap spacing 
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Figure 13. Pulses frequency repetition of discharge current variation with 
curvature radius of the active electrode 

 
VI. CONCLUSION 

In this work, an experimental study of the negative 
corona discharge in point-plane geometry was exposed. The 
effect of the applied voltage, the gap spacing and the 
curvature radius of high voltage electrode on the discharge 
current has been discussed. So, we can conclude: 
• The current-voltage characteristic is governed by the 

Lama model with which we can deduce the constant A 
(depending on the geometry of the electrodes and the 
ions mobility) and the inception voltage of the corona 
effect. 

• The experimental results showed the decrease of the 
parameters A and the increase of V0 of Lama's model 
with the gap spacing and the radius of curvature. 

• The discharge current decreases with the gap spacing 
and the curvature radius of the active electrode. 

• The discharge current contains a continuous component 
and a pulse component. The last one is characterized by 
its amplitude and repetition frequency. 

• The repetition frequency of Trichel pulses increase with 
the applied voltage and the Lama’s model can be 
attributed to this variation. 

• The pulse component of the discharge current decreases 
with the applied voltage. This component disappears at 
a certain voltage level applied to the high voltage 
electrode and the current contains only a continuous 
component. 

• The repetition frequency of Trichel pulses decreases 
with the distance between electrodes and the curvature 
radius of the active electrode   
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Abstract: The aim of this work is an experimental study of the 

electrical performance of a rod-plane system protected by a super-

hydrophobic plane barrier under AC voltage and any conditions of 

atmosphere. For this effect, we proceeded to manufacture a 

superhydrophobic surface, similar to that of the lotus leaf, having 

a contact angle equal to 160°. Two experimental U-shaped devices 

were made to ensure this study; one of them is to maintain the two 

used electrodes which are screwed with bolts into its two wooden 

arms. The other is only a support that maintains the flat barrier 

perpendicular to the electrodes. This study is supported by the 

visualization of the electrical phenomenon using a camera.  

The results of this investigation put in profile the improvement of 

the electrical performance of the studied system with using 

superhydrophobic barrier. This increases with the barrier’s size 

and the air gap. If we compare the electrical performance of the 

system without barrier with that realize by intercalating the 

superhydrophobic barrier, we remark that the performance with 

the 10 cm barrier is 49% greater and for the 20 cm barrier is 

greater about 90% compared to the system without barrier. Even 

in very severe pollution conditions the superhydrophobic barrier 

keeps the same electrical performance unlike its counterpart, the 

hydrophilic barrier which see its performance fall by 92% 

compared to the case when the hydrophilic barrier are clean and 

dry, its performance coincides that of the system without barrier. 

Keywords: Superhydrophobic; contact angle; hydrophilic; 

electrical performance.  

I. INTRODUCTION  

In high voltage systems in particular, it is more 
advantageous to use materials with a low permittivity, a high 
rigidity and impermeability in order to avoid any 
development of superficial electric discharge and to remedy 
the problem of circumvention isolations. Unlike traditional 
insulating materials, such as porcelain and glass, silicone has 
been widely used in high-voltage equipment. One of its main 
advantages is its hydrophobic character, in contrary for 
hydrophilic materials, water droplets, instead of continuous 

water films; appear on their surface in humid conditions [1-
3]. Despite the fact that this type of hydrophobic barrier 
offers a better insulating power with regard to the 
hydrophilic barriers, this material can be short circuits by 
flashover discharges owing to taper of water drops deposit 
on its surface, under the action of an electric field [4]. On the 
other hand the interest of the researchers leaned towards 
superhydrophobic surfaces because of the weak adhesion 
between the water and this surface, this type of surfaces are 
called self-cleaning and it is similar to that of the lotus leaf. 
Several studies have been carried out to develop this surface, 
and several have achieved good results by showing that the 
flashover voltage could be greatly improved by using this 
type of barrier [5], but these results have not been oriented in 
order to study the electrical performance of such a material 
used as an insulating barrier. 

Nowadays many experimental works have been carried 
out in order to study the influence of different experimental 
factors such as the geometries of barriers and electrodes on 
the electrical performance of electrical systems [6]. Contrary 
to previous work, our work consists in the study of the 
electrical performance of a rod-plane system with a 
superhydrophobic flat barrier under AC voltage and any 
atmosphere. 

II. EXPERIMENTAL MODEL AND MEASUREMENT 

TECHNIQUE  

The rod-plane electrode system adopted during this 
investigation is illustrated in figure. 1a. The two electrodes 
used in this study are screwed with bolts into two wooden 
arms. The latter are recessed on the two opposite sides of U 
shaped wooden support (Fig. 1a). 
The high voltage and ground electrodes are constituted by a 
steel cylindrical rod with 14 mm in diameter and 180 mm in 
length. The rod on the high voltage side is finished by a 
conical bronze rod having an angle of 60 ° and 0.2 mm of 
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curvature radius, the other one on the ground side, it is a 
circular steel disk, with 400 mm in diameter and 5 mm of 
thickness. The size of the air gap between these two 
electrodes (d) varies between 0 and 140 mm. 
 
 
 
 
 
 
 
 
 

 

 

 

 

The insulating flat barriers used in this study are square 
and in glass, with sides equal to 100 or 200 mm and 6 mm 
thickness. The surface of the planar barrier is held 
perpendicular to the axis of the two electrodes of the system 
by means of a U-shaped wooden support (Fig. 1b), which 
slides on the base of the U-shaped wooden support 
supporting the two electrodes (Fig. 1a). With this device, the 
relative position (a / d) of the barrier relative to the HT 
electrode can be easily varied. 

We applied a coating on a part of the barrier, on a limited 
area per lb*lb. This coating constitutes the superhydrophobic 
surface. The essential steps in the manufacture of this 
superhydrophobic insulating surface are summarized in 
figure 2. The first step is to manually apply a thin layer of the 
silicone product (Fig. 2a) on both the large faces and the 
three edges of the glass barrier. Once this layer is well 
spread, we then go to carbonization. We burn a small amount 
of silicone; it’s from the same tube, which is deposit on an 
iron support (Fig. 2b). The flat glass barrier with the first 
layer of fresh silicone is then approached by the flame to 
cover it with a layer of soot (Fig. 2b). Finally the figure 2c 
shows the flat barrier blackened superficially and washed 
with tap water. 

 

 

 

 

 

 

 

 

 

 

 

The technique of applying the pollution layer on the flat 
barriers is shown in the figure 3. This method consists of 
immersing the flat barrier in a container containing the 
polluting solution for a few seconds, making it drip and 
finally testing it. 

The polluting solution used contains mainly tap water, 40 
g of kaolin per liter of water for the thickening of the 
polluting layer and sodium chloride, the proportion of which 
is determined according to the desired volume conductivity 
of the solution. This is measured using a moving probe 
conductivity meter. The value of the voluminal conductivity 
(v) of the solution used in this study is 25 mS/cm. the value 
of the equivalent superficial conductivity (s) is of the order 
of 14 µS [7]. This one corresponds to a very high level of 
pollution of an indoor site [8]. 

 
 

 

 

 

 

 

 

 

The measurement of the electric performance of the rod-
plane system with clean or polluted flat superhydrophobe 
barrier as well as the visualization of the electric discharge 
evolving in the space between electrodes can be achieved 
using the electric diagram illustrated by the figure 4. 

 

 

 

 

 

 

 

 

 

The initiating voltage measuring circuit consists of a 
transformer (Tr) which can deliver at its secondary a 
maximum AC voltage of 135 kV and whose time variation 
of its ramp can be obtained automatically or manually using 
the control unit (CU) (Fig. 4). The test voltage is read 
directly from the digital display peak voltmeter (Vcr). The 
test object (to) is connected across to the limits of the 

 
Figure 1: characteristic of the rod-plane system with flat 

superhydrophilic barrier 

 
Figure 2: Main steps in the manufacture of a silicone 

superhydrophobic insulating layer 

 
Figure 3: Steps followed to immerse the barrier in the pollution 

solution 

 
Figure 4: Electrical circuit for measuring the disturbing voltage of the 

system and visualizing the electrical discharge 
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protection resistance Ra and the capacitive voltage divider 
(C1, C2). 

The display circuit comprises a camera, for recording the 
different phases of the development of the electric discharge, 
in the air gap between electrodes of the studied system as 
well as a PC for a better analysis and treatment of this one. 

For each of the influence’s parameters investigated in 
this paper, a series of 20 tests were performed and the value 
retained for the disruptive voltage of the air gap of the 
system is the arithmetic mean of the set of those obtained on 
the same series of measurement techniques used in this 
study, the relative maximum error obtained is equal to 5% 
of this average value. All the values of the disruptive 
voltage of the air gap of the considered system are measured 
under different meteorological conditions and they have 
been brought back to the normal conditions of temperature 
θ0, pressure P0 and humidity H0 (θ0 = 20 ° C, P0 = 100 kPa and 
H0 = 11 g / m3), by means of to empirical relationships [9]. 

 

III. RESULTS AND DISCUSSIONS  

A. Clean and dry atmosphere 

 
Before evaluating the effect of a flat barrier inserted in 

the studied system, on its electrical performance, we must 
first determine its optimal position which offers a greater 
power of isolation. Precisely, Figure 5 illustrates the 
appearance of the breakdown voltage of the rod-plane 
system with the four flat barriers used in this work, 
depending on the relative position (a / d) with respect to the 
electrode under voltage.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
It results, the maximum value of the rigidity of the 

system is obtained when the four barriers are in contact with 
the rod under voltage (a / d = 0%), and it is exactly this 

position of the barriers that we adopted for the following 
work. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

This figure shows that the introduction of vertical solid 
insulation between the HV rod and the plane increases its 
breakdown voltage compared to the system without it. This 
improvement in the electrical performance of the system is 
explained by a deformation of the initial electric field. Thus 
a redistribution of the electric field which results in the 
increase of the disruptive voltage of the system in question, 
because of the borrowing of the electric discharge of a path 
different from that in the system without barrier. 

These two paths connection between the two electrodes 
require a very high breakdown voltage compared to that 
resulting in the disruption of the same air gap without the 
insulating barrier. 

We wanted to further improve the performance of our 
system by acting on the length of the superhydrophobic 
barrier. Figure 8 gives us the characteristics UAC = f (lb, d). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

This figure shows that the breakdown voltage increases 
with the size of the air gap. The rigidity of the system is 
more significant for a length lb = 20 cm. The observed 
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Figure 5: UAC = f (a/d) of the rod-plane system with clean flat glass 

barrier 
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Figure 6: UAC = f (d) for a clean superhydrophobic barrier 
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Figure 7: UAC = f (lb, d) for clean superhydrophobic barriers 
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phenomenon is explained by the increase of the flashover 
voltage which is the path taken by the electric discharge on 
the increasing barrier surface (Fig. 8). This implies that the 
flashover path of the 20 cm barrier is twice that of the 10 cm 
barrier (Fig 9). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

In this part we compared the superhydrophobic barriers 
to the hydrophile barriers; to make this we took barriers 
with the same dimensions. Figure 10 gives the 
characteristics UAC = f (lb, d) for the studied system by 
changing each time the insulating barrier. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

It follows that the characteristics corresponding to the 
system studied with barriers of the same size, are very close 
to each other. The difference between the two is negligible 
compared to the maximum permissible error. 

This similarity is explained by the disruption path of the 
system, which is practically identical for the case of barrier 
of the same dimension. This path is composed of the 
flashover path of half surface of the barrier both the 
hydrophobic or superhydrophobic barrier and the 
breakdown path of the air gap between the edge of the 
barrier and the ground electrode (Figs 8, 11). 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

B. Polluted and humidified atmosphere 

We preceded to the pollution of the superhydrophophic 
barriers before each test. The mode of pollution applied is 
chosen in such a way as to have an effect on the insulating 
barriers similar to that produced by humidification in closed 
sites. Figure 12 gives the characteristics UAC = f (lb, d) of 
the hypohydrophobic barriers for the two different 
atmospheric cases. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 

 
Figure 8: Length of the flashover path of the clean superhydrophilic 

barriers and the breakdown path of the air gap (d = 10 cm) 

 

 
Figure 9: Explanatory diagram showing the path taken by the electrical 

discharge 
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Figure 10: UAC = f (lb, d) for clean superhydrophobic barriers 

 

 
Figure 11: Length of the flashover path of both clean barriers used and the 

breakdown path of the air gap (d = 12 cm) 
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As a result, the performance of the system with the 
superhydrophobic barrier (lb = 10cm) is practically the same 
whether for the case of a polluted or clean and dry 
atmosphere, the same applies for the case of the 20cm 
barrier. This proves that the water does not adhere to the 
surface of these barriers. However with this 
superhydrophobe character, the barriers keep their dry 
surface which allows to maintain the flashover discharge on 
their surface. Figure 13 shows the path taken by the 
electrical discharge of the system with polluted 
superhydrophobic barriers. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

For a better comparison between the two types of 
material, figure 14 gives the characteristics UAC = f (lb, d) 
of the superhydrophobic and hydrophilic barriers for the two 
different cases of atmosphere. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

It result of Figure 14, the characteristics of the disruptive 
voltages with the two hydrophilic barriers (lb = 10cm and lb 
= 20cm) are confused with the system without barrier. That 
said, the barriers once polluted have absolutely no impact, 
and do not allow any protection of the system. Such 
behavior can even be very unfavorable for a real system in 

industry, because with low voltages an electric discharge 
can easily appear. 

The figures 15 explain the path taken by the electrical 
discharge in the air gap of the system with clean barrier as 
well as polluted. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Under very severe pollution conditions, we note the 
absence of the flashover discharge on the surface of the 
hydrophilic barriers, which explains its weak dielectric 
strength; the discharges is manifested on the surface of the 
barrier by an electric current to the edges of it and then join 
the plane by a breakdown discharge (Figs 16c and d). 

While the sperhydrophobic barrier with its high power 
of impermeability succeed to keep its surface dry, so the 
electrical discharge of the system is always done with a 
flashover path and breakdown of the air (Figs 16a and d). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Figure 13: The path taken by the electrical discharge for the 

superhydrophobe barrier (lb = 10cm) 
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Figure 14: UAC = f (d) for polluted flat barriers (v = 25 mS/cm) 
 

 
Figure 15: Explanatory diagram showing the path taken by the electrical 

discharge 

 

 
Figure 16: The path taken by the electrical discharge for the polluted flat barrier 

(SHS: Superhydrophobic surface, HS: Hydrophilic surface, lb = 12cm, v = 25 

mS/cm) 
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IV. CONCLUSION 

The results from this experimental study can be 
summarized as follows: 

- The electrical performance of the system increases with 
the size of the barrier (lb) and the interelectrode air gap (d); 

 
- The technique adopted for the manufacture of the 

superhydrophobic layer was successful because it allowed 
us to obtain a surface that has a contact angle of 160 °, 
where the water hardly ever adheres; 

 
- The use of a superhydrophobic barrier as an insulator 

in high voltage systems offers better advantages over 
hydrophilic materials; 

 
- The electrical performance of the 10 cm barrier is 49% 

greater than the system without barrier, regardless of the 
nature of the chosen atmosphere; 

 
- The electrical performance of the 20 cm barrier is 92% 

larger than the system without barrier, regardless of the 
nature of the chosen atmosphere; 

 
- The disruption path of the rod-plane electrode system 

with the superhydrophobic plane barrier in the two 
atmosphere cases is composed of the  flashover path of its 
half surface's and the breakdown path of the air gap 
separating the barrier edge and the ground electrode. 
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Abstract—This work deals with the effect of the applied form 

of tensionas well as its speed of rise on the breakdown voltage of 

pressboard paper impregnated in Borak22 insulating oil. First, 

we present the statistical model of Weibull used for the treatment 

of the obtained results, in all 840 results will be treated.The latter 

will be sowing a Kolmogorov-Smirnov adequacy test to validate 

this model, then we present the experimental devices used. 

Finally, we give the evolution of the nominal breakdown voltage 

as a function of the voltage ramp and this, for the three forms of 

applied voltage: AC-50Hz, DC + and DC-, 

Keywords—Impregnated paper, Pressboard paper, Borak22 

mineral oil,Dielectric strength, Electric Aging, Weibull model, 

Breakdown, Kolmogorov-Smirnov adequacy test. 

I. INTRODUCTION 

The pressboard has many possibilities of applications in the 
manufacture of transformers, but also that of electric motors 
under low thermal stresses. Although, when this paper is 
impregnated, its resistance to electrical voltage and its 
dielectric properties are greatly improved [1]. 

However, even if this insulation pressboard paper 
impregnated has serious advantages and not negligible both 
technically and economically, the fact remains that this 
material has some disadvantages, among which we can quote 
significant dielectric losses from a certain value of the 
operating voltage. Thus, the knowledge of the dielectric 
strength of this material is essential to size and use this 
dielectric material in a medium or high voltage device. [1]. 

This work deals with the effect of the applied voltage form 
and its rise rate on the breakdown voltage of paper pressboard 
plates impregnated in Borak insulating oil. 

Nevertheless, the dielectric breakdown is a random 
phenomenon, therefore it is necessary to make the experiments 
on a large number of samples. The most widely used statistical 
model for the fracture characterization of solid insulators is the 
Weibull model [2]. 

II. EXPERIMENTAL TECHNIQUES 

A. Material studied 

The pressboard paper, which was the subject of our study 
was provided by the Electro-Industrial Company (Algeria). Its 
thickness is of the order of 500 µm. Before the tests, the 
samples were conditioned in a desiccator with silicone gel, for 
at least 24 hours in order to eliminate any presence of moisture. 
Then these samples were impregnated in Borak22 oil for at 
least a week. 

B. Experimental devices 

For the measurement of the AC voltage breakdown voltage, 
we used the device shown in the figureFig. 1, comprising the 
following elements: 

 A voltage source consisting of a transformer HT (T100) 
0,8/135 kV; capable of delivering a voltage from 0 to 
100 kV for AC testing and from 0 to 135 kV DC and an 
automatic and manual control unit with multiple ramp 
up rates, 

 A capacitive voltage divider (C0=0,1μF and Cu=41,4μF) 
for AC voltage measurements. For DC voltage 
measurements, we will use a resistive voltage divider 
(R0=0,1 MΩ and Ru=250 MΩ), 

 An AC/DC peak voltmeter (V) of type MU11, with 
digital display for measuring, according to the electrical 
installation, high AC or DC voltages. 

 A protective resistor Ra=106kΩ current limiting, 

 A support for the test tube and electrodes, 

 A cylindrical plane electrode in bronze, 

 The cylindrical flat earth electrode made of bronze, 

 Finally, the device-sample assembly is surrounded by a 
protective cage. 

For the measurement of the DC voltage breakdown voltage, 
we have used the device shown in Fig. 2, comprising the same 
elements as the previous device, except that in place of the 
capacitive divider, a resistive divider associated with a 
smoothing capacitor and a high voltage diode type G270 
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(HVD) is used. The mounting direction of this diode will 
determine the type of polarity of the voltage. 

 

Fig. 1. Device diagram of breakdown tests under sinusoidal alternating 
voltage 

We would like to point out that these two devices are in the 
High Voltage Laboratory of the University of Bejaia. 

 

Fig. 2. Device diagram of breakdown tests under DC voltage 

C. Test procedure 

The tests consist of placing the sample considered between 
two flat electrodes in bronze and apply a constant speed 
voltage ramp to the breakdown. After breaking, we read the 
value of the breakdown voltage. 

The tests were carried out at different voltage ramp rates: 
0.69; 1.07; 1.4; 1.89; 2.38; 2.94; 3.28 and 4.17 kV / s. 

The tests are held in the open air and the ambient 
temperature of the laboratory, however, attempts have been 
made to reproduce the same conditions for all tests (normal 
conditions of temperature, humidity and pressure). 

 
Fig. 3. Configuration and dimensions of the electrodes useds 

The tests are carried out under three forms of voltage: 
sinusoidal alternative, continuous of positive polarity and 
continuous of negative polarity. And for each voltage form, 
eight voltage ramp rates are used and for each ramp rate of 
each voltage form; 35 samples pressboard paper are used and 
tested, giving a number of 840 measuring points obtained. 

III. RESULTS 

A. Statistical treatment 

For the treatment of the measurement results obtained 
during the breakdown tests, we have chosen: The Weibull 
statistical model [2-7]. The equation of this two-parameter 
model, suitable for the study of rupture voltages, is written in 
the following form: 

P U = 1 − exp  −  U

Ub
 β   (1) 

With: 
P (U): probability of failure, 
U: measured breakdown voltage, 
β:shape parameter, 
Ub:nominal breakdown voltage which represents the 
scale parameter and which corresponds to a probability 
of 63.2%. 
This probability of rupture is calculated by the formula 
of the median ranks given by the following equation 
[8,9]: 

P i, N =
i−0.3

N+0.4
 100%   (2) 

With: 
i: Rank of breakdown values, 
N: Number of samples tested. 

For the estimation of Weibull parameters and the 
smoothing of experimental points, the maximum likelihood 
method [2,4,10] was chosen, and confidence intervals [2-4,11-
14] were considered. at 95%. 

Finally, the Kolmogorov-Smirnov adequacy test [2,4,15-
17] was used to validate and adjust the statistical processing 
results obtained. 

B. The two parameter Weibull diagram 

The results are presented in a system of axes, givingYi =

logLn(
1

1−Pi
)as a function ofXi = logUi.Where:Ui is the 

breakdown voltage and Pi is the cumulative probability of 
failure. 

Thus, of Fig. 4 to Fig. 11, the two-parameter Weibull 
graphs are represented by the rupture values of our samples. 

In the figures below (Fig. 4 to Fig. 11): 

AC-50Hz:sinusoidal alternating voltage, 
DC+:positive polarity of continuous voltage, 
DC-: negative polarity of continuous voltage, 
Si:applied voltage ramp speed. 
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Fig. 4. Weibull diagram for a speed ramp of 0,69 kV/s 

 
Fig. 5. Weibull diagram for a speed ramp of 1,07 kV/s 

 
Fig. 6. Weibull diagram for a speed ramp of 1,4 kV/s 

 
Fig. 7. Weibull diagram for a speed ramp of 1,89 kV/s 

 
Fig. 8. Weibull diagram for a speed ramp of 2,38 kV/s 

 
Fig. 9. Diagramme Weibull diagram for a speed ramp of 2,94 kV/s 

 
Fig. 10. Weibull diagram for a speed ramp of 3,28 kV/s 

 
Fig. 11. Weibull diagram for a speed ramp of 4,17 kV/s 

We find that for all these Weibull diagrams are partially or 
totally within the confidence intervals indicated by fine lines. 
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The width of these intervals is greater for lower failure 
probabilities. 

For all voltage levels, there is no low probability point on 
the left of the confidence interval, so the search for a threshold 
of breakdown is not justified. It would therefore be logical to 
be satisfied with two-parameter Weibull plots rather than three 
parameters. 

C. Statistical treatment results 

In the tables below, are worn all treatment results of 
statistical breakdown tests. 

TABLE 1.  PROCESSING UNDER RAMP OF SINUSOIDAL 
ALTERNATIVE VOLTAGE 

AC-50Hz 

Voltage ramp 

(kV/s) 

Shape 

parameter 

Breakdown 

voltageUb(kV) 

Kolmogorov-

Smirnov test 

PK-S 

0,69 8,93 9,72 0,056 
1,07 8,53 9,86 1 
1,4 7,16 9,97 1 
1,89 6,05 10,40 0,119 
2,38 7,85 11,36 1 
2,94 6,42 12,31 1 
3,28 13,72 12,56 0,058 
4,17 47,61 12,57 0,21 

TABLE 2. PROCESSING UNDER RAMP OF CONTINUOUS VOLTAGE 
ONPOSITIVE POLARITY 

DC+ 

Voltage ramp 

(kV/s) 

Shape 

parameter 

 

Breakdown 

voltage Ub (kV) 

Kolmogorov-

Smirnov test 

PK-S 

0,69 14,49 11,46 1 
1,07 10,12 11,66 1 
1,4 14,21 12,13 1 
1,89 11,87 13,02 1 
2,38 13,24 14,08 0,055 
2,94 16,64 14,80 1 
3,28 15,52 15,09 1 
4,17 21,79 15,13 1 

TABLE 3. RESULTS OF STATISTICAL PROCESSING UNDER RAMP OF 
CONTINUOUS VOLTAGE ON NEGATIVE POLARITY 

DC- 

Voltage ramp 

(kV/s) 

Shape 

parameter 

 

Breakdown 

voltage Ub (kV) 

Kolmogorov-

Smirnov test 

PK-S 

0,69 18,49 12,05 0,128 
1,07 17,29 12,44 1 
1,4 19,30 13,25 0,052 
1,89 13,21 14,04 1 
2,38 21,33 14,82 1 
2,94 21,05 15,56 0,149 
3,28 24,63 15,82 1 
4,17 28,94 15,88 0,139 

In the study of short-term electrical aging of polyethylene 
material, Chauvet has shown that the results are less dispersed 
when the form factor is large [18]. As a result, the distribution 
is more dispersed for the 0.69 kV / s speed under sinusoidal 
alternating voltage and less dispersed for the speed of 4.17 kV / 
s under negative polarity DC voltage. 

The principle of adequacy tests is to compare the observed 
or derived distribution of the adopted model with the 
theoretical distribution of the test [14-17]. From the three tables 
(I, II and III), we note that the values of the Kolmogorov-
Smirnov PK-S test are all without exception greater than 0,05. 
It is deduced that these tests are very favorable and confirm the 
results obtained with the two-parameter Weibull model. 

D. Influence of the applied voltage ramp on the breakdown 

voltage of thepressboard paper impregnated in oil 

Borak22 

From the three previous tables, we have drawn the 
characteristics giving the variation of breakdown voltage as a 
function of the speeds of the applied voltage for a sinusoidal 
alternating voltage (AC-50Hz) and a DC voltage with two 
polarities (DC + and DC-). 

We obtain the curves in Fig.12: 

 
Fig. 12. Breakdown voltage according to the ramp rates of the applied 

voltagefor a sinusoidal AC voltage and a DC voltage with two polarities 

Fig.12, shows the evolution of the nominal voltage 
breakdown depending on type and speed ofthe voltage ramp 
applied to the pressboard material impregnated in oil Borak 22. 

IV. DISCUSSION 

The three characteristics of Fig. 12, have the same shape 
and looks like the letter "S".This leads us to make the 
adjustment of the measuring points by the sigmoidal function, 
also known as the S-curve. 

This function is written as follows: 𝑓(𝑥) = 𝑑 +
𝑎−𝑑

1+(
𝑥𝑐)𝑏    (3) 

With: a, b, c et d are constants to be determined 
experimentally. 

Then, for the three types of applied voltage, we will have 
the following empirical equations: 

AC-50Hz : 𝑈𝑏 = 12,686 +
9,823−12,686

1+(
𝑆𝑖

2,304
)7,277

  (4) 
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DC+ : 𝑈𝑏 = 15,347 +
11,481−15,347

1+(
𝑆𝑖

2,304
)4,738

   (5) 

DC- : 𝑈𝑏 = 16,291 +
11,891−16,291

1+(
𝑆𝑖

1,872
)3,276

   (6) 

Under sinusoidal alternating voltage and positive voltage of 
positive polarity, we find that the breakdown voltage increases 
first linearly for low speeds. Beyond a speed of 1,75 kV/s, the 
breakdown voltage increases and takes an exponential formand 
then as one might expect,tends to a certain saturation from the 
rate of 3,2 kV/s. 

Under continuous negative polarity, the characteristic 
Ub=f(S) is different from the other two characteristics. It 
increases linearly from 0,6 kV/s to 3 kV/s. Then, beyond this 
value, there is some saturation. 

Note also that for the three forms of applied voltage, the 
highest breakdown voltage corresponds to the highest ramp 
rate. These voltages are greater in the case of a negative 
polarity DC voltage than in the case of a positive polarity 
voltage. So what are less important when applying a sinusoidal 
alternating voltage. 

During the conditioning time which occurs the 
accumulation of defects and loads causing breakage,the ramp 
speed of the voltage applied to the insulation plays an 
important role on its breakdown voltage. 

The increase of the breakdown voltage with the ramp speed 
of the applied voltage, can be explained by the time required 
for the accumulation of defects and / or charges leading to a 
breakdown of the insulation.This phenomenon was reported by 
Jonscher and Lacoste [19] and confirmed by Fanggao Cheng 
[20], who indicated that the breakdown voltage tends to be 
higher for the higher speeds of the ramp.Indeed, the insulation 
is subjected to the cumulative action of the electric field and 
time [2,4,21].It can be said, simplifying, that it is an illustration 
of the combined action of field and time, that is to say of the 
amplitude and duration of the stress.Thus, the increase in the 
stiffness of the ramp decreases in some way the time allowed 
for incubation and increases the amplitude of the breaking field 
at least as long as it does not reach the so-called intrinsic 
breakdown of the material that occurs. a progressive way 
[2,4,20,21]. 

We can see that the breakdown voltage under DC voltage 
ramp is higher than those obtained for the AC voltage ramp, 
and are higher under negative polarity than those under positive 
polarity voltage.These results are consistent with what is found 
in the literature; the work done on solid insulators has shown 
that the breakdown voltage under DC ramp is higher than that 
obtained under AC voltage ramp [22-26].Undoubtedly,the 
phenomenon is attributed to some extent to energy dissipation 
due to fatigue caused by alternating stress [23,27]. 

The breakdown voltage under continuous voltage ramp, 
depends on the polarity [2,4,21,23,27-33].This phenomenon 
can be explained by the fact that the amplitude and the space 
charge distribution between the electrodes depends on the 
polarity of the applied voltage [2,4,19,21].The same thing has 
been found in work on liquid-solid compounds.Narasaki et al 

[31-33], reported that under positive polarity, the breakdown of 
the composite insulation is caused by the degradation initiated 
in the oil.On the other hand, in negative polarity the cause of 
the rupture is due to the presence of space charge in the solid 
insulator.The same phenomenon was observed during 
breakdown voltage measurement on polyvinyl chloride sheaths 
[2,4,21]. 

It is noted that the breakdown voltage tends towards a 
certain saturation which corresponds to substantially higher 
speeds.This phenomenon is probably obtained because of the 
existence of the greatest number of defects in the material as 
well as their nature.It may be thought that the breakdown 
voltage is very much related to the structure of the material and 
to one of its intrinsic defects [2,4,21]. 

V. CONCLUSION 

The purpose of this study,was to verify and study 
experimentallythe influence of the voltage rise and the voltage 
waveform applied to the breakdown voltage of paper 
pressboard impregnated into the Borak 22 oil used in power 
transformers. 

After completing the breakdown tests, a total of 840 
measurement points were obtained. These have been the 
subject of a statistical analysis. 

Weibull model chosen for treatment of breakdown 
resultssince it is the best and most used in the field of dielectric 
breakdown of solid insulators.On the other hand,the maximum 
likelihood method,because they exist within the same series of 
breakdown measurements, values that are repeated. 

For all tests on the dielectric breakdown of the material 
studied,no low-probability point goes out to the left ofthe 
confidence bands,so researcha rupture thresholdis not justified. 
The two-parameter representation of the Weibull model proved 
to be the most adequate than the three parameter one. As a 
result, the rupture threshold is zero during these tests. 

The dispersion of rupture values can probably be explained 
by the presence of large defects within the insulation 
studied.As a result, this dispersion imposed 95% confidence 
intervalsto identify the points with low probabilities whose 
dispersion is large.Moreover, this statistical character could be 
explained by the existence of heterogeneities and / or local 
microscopic defects in the dielectric material. 

The results of theadequacy testwere favorable, and the 
choice of the Kolmogorov-Smirnov test is justified by the 
average number (≤ 35) of specimens of the tested paper during 
the same series of measurements. 

The median rank method is used for plotting Weibull 
diagrams, and for estimating the various parameters of this 
law,the maximum likelihood method has been used. 

We have shown in this work that dielectric breakdown is a 
random phenomenon that always results in the formation of 
preferential paths with high conductivity. The conditions in 
which it develops depend on the configuration of the electric 
field, the level of the ramp speed and the form of applied 
voltage. 
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The results show that the rise speed of the voltage ramp has 
a considerable influence on the breakdown voltage. Indeed, for 
the low speeds of the ramp, the breakdown voltage increases 
linearly. For higher speeds, there is an exponential shape 
variation. Finally, a saturation plateau was found beyond a 
speed of 3,5 kV/s. 

The breakdown voltage of the studied material is greater in 
the case where a DC voltage is applied than that obtained in 
alternative, even greater if the polarity of the DC voltage is 
negative. 
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Abstract –  Polyvinyl chloride is one of the most 

polymers used in electrical cable insulation. It has a 

greater resistance to moisture and abrasion and an 

excellent resistance to high temperature and good 

mechanical   properties.  

However under the action of electric field, the surface of 

the polymer is degraded. This degradation caused by 

irreversible changes in the material can rapidly shorten 

lifetime. The chemical reactions occurring in the process 

are: cross-linking reactions between the chains, 

oxidation, hydrolyses...etc. The kinetics of degradation 

depends on the concentration of the different 

constituents of the polymer. This paper presents an 

experimental study the effect of electrical aging on 

surface degradation of the polyvinyl chloride. We have 

subjected the samples (PVC) to AC voltage in plane-

plane electrodes geometry during 10 hours. The PVC 

material used in the present investigation is employed as 

insulation for medium voltage (MV) cables (18/30 kV). 

The goal of this paper was to investigate the degradation 

of PVC insulation under electrical aging effect by 

characterization techniques. For this purpose, 

measurements of dielectric losses factor, relative 

permittivity, and volume resistivity were performed for 

each applied voltage as a function of aging time and 

frequency (1 Hz – 107 Hz). Based on the obtained results, 

the electrical aging influences slightly the dielectric 

constant. However, we observed a significant 

degradation of the used material (PVC) under the aging 

conditions abovementioned. This degradation is 

characterized by the dissipation factor increase and the 

decrease of volume resistivity. Morphology and surface 

chemistry of the PVC before and after aging were also 

investigated through scanning electron microscopy 

(SEM) and Fourier transform infrared (FTIR) 

spectroscopy, respectively. Aging had a significant 

impact on the surface of specimens. The un-aged sample 

had a smooth and homogenous surface. However, after 

the ageing test, it was found that damages caused by 

electrical stress occurred at the surface and craters were 

exhibited. 

Keywords — Aging, electrical properties, FTIR, PVC, 
SEM.  

 
 

 
 

I. INTRODUCTION 
 
The insulating polymers have important assets then 
the classical ones, as the glass, porcelain and the 
impregnated paper, they have the best mechanical 
properties, a weaker wet ability, to be more easily 
lighter and set in work [1]. However, they present the 
inconvenience to be more vulnerable to the surface 
discharges that cause their deterioration [2]. A 
discharge that appears in the surface of the polymer 
constitutes a factor of ageing responsible for the 
destruction of the insulation[3], where, the physical 
and chemical processes are not very known again 
[4,5]. 
In the present work, we will put in evidence the 
effects of electric ageing on the deterioration of PVC 
surface using different methods of characterization. 
 

II. EXPERIMENTAL SETUP 
 
Fig.1. shows the experimental setup used in our study. 
The electric discharges have been gotten by 
nourishing the two electrodes with an alternating 
voltage delivered by a transformer whose features 
are : 
U = 100 kV, f = 50 Hz, P = 10 kVA. 
The voltage variation was obtained with an auto-
transformer placed in the control desk. 
 
 
 
 
 
 
 
 
 
 
 
 

 

Samples PVC 

Glass Barrier  
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V 

Fig.1. experimental setup 
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III. RESULTS AND DISCUSSION 
 

 
In our analysis, we have used two kinds of polymer 
samples: plates of 3 mm thick and PVC’s films of a 
few microns thick, for FTIR analysis. 
We studied the effect of electric ageing on the 

permittivityεr, the loss factor tg and the resistivity of 
PVC according to the frequency in the range of 500 

Hz to 10 Hz. 

The permittivity is deduced from the measurement of 

the capacity using the following relation: 


εr =

𝑒 .𝐶𝑆.ε0

                                          (1) 

 
with 
e : sample thickness (m)                            
  C : capacity between two electrodes (C)     

 ε0 : the permittivity of vacuum, ε0= 8,85 10-12 F/m       
S : the sample surface (m2) 
 
The resistivity is deduced from the measurement of 

the capacity using the following relation: 
 ρ = R.

S

e
                                           (2) 

with : 
e : sample thickness[m] 
S : the sample surface [m2] 

R : resistance between the two electrodes[Ω]. 
 
A. dielectric spectroscopy 

 
Figures 2, 3 and 4 show the influence of the frequency 
and duration of aging on the dielectric properties of 
PVC. The samples were aged under an electric field 
of 5 kV / mm. The increase in frequency and duration 
of application of the electrical stress induces a 
significant decrease of relative permittivity, and the 
resistivity, but the increase of the dielectric loss factor 
in time. 
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We note that the dielectric constant decreases with 
increasing frequency, the curves have the same hape . 
The increase in aging time is accompanied by a 
reduction of the permittivity. This can be explained by 
the rearrangement of the molecular structure and the 
reticulation phenomenon. 
We find that tg decreases with increasing frequency 
and it increases with the application of stress duration 
(electric field) . 
The elevation of the dielectric depertes factor can be 
explained by the decrease in the viscosity of the 
polymer, thus high mobility of the charge carriers on 
the one hand , [6] and the oxidation phenomenon that 
leads to the formation of compounds carbonyl [7] . 
We note that the resistivity decreases with increasing 
frequency. We observe that increasing the aging time 
is accompanied by a decrease in resistivity. This can 
be explained by the injection of charge carriers from 
the electrodes. Fig.2. Variation of the relative permittivity as a function of 

the frequency and time of aging 

Fig.4. Variation of the resistivity as a function of the 
frequency and time of aging 

Fig.3. Variation of the dielectric loss factor as a 
function of the frequency and time of aging 
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B. FTIR Analysis 
 

Analysis by infrared spectroscopy Fourier transform 
were made using a Shimadzu type apparatus 8400. 
They give us the chemical transformations undergone 
by the sample: appearance or disappearance of 
functional groups under the effect of electrical 
discharges.  
The results are shown in Figure 5. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.5 FTIR spectrum of PVC 

 
 
Figure 5 shows that after 4 hours of aging, there is the 
disappearance of the peak 1 (3300 cm-1) 
corresponding to intermolecular OH group and 
appearance of peak 2 (3150 cm -1) corresponding to 
intermolecular CH group, thus there is rupture of the 
OH bond and the birth of the CH bond. After 10 
hours, the chemical structure of PVC has changed 
disappearance of the peak 2 and decrease in the 
intensity of the peaks 3 due electrical discharges. 
 

C. Observation with a scanning electron microscope 

(SEM) 

 
Visual observation of the samples showed a change in 
color of the regions subjected to discharge. 
The topography of these regions was observed with a 
scanning electron microscope (SEM) brand Philips 
XL30 JOEL tungsten filament. 
For the analysis of insulating samples we used it in 
environmental mode to not metalize the observed 
surfaces as required in conventional SEM. The 
electron beam acceleration voltages can vary from 0.2 
to 30kV according to the desired depth of analysis. 
Voltage 20kV corresponds to a depth of about 
1à10μm. 

 
 
 
 
 
 
 

 
 

 

 

 

 

 
 
 
 
 
 
 
 
 

 
 

Fig. 6. SEM micrographs of PVC 
 
 
Figure 6 shows micrographs of samples of PVC. The 
blank sample has as mooth, homogeneous surface free 
from any degradation, while samples submitted to the 
electric field show areas that have been adversely 
affected. Craters are born and grow to the sample 
surface. We also note the presence of white dots 
indicating the degradation of the material. 
 
 
 

IV. CONCLUSION 
 
 

The duration of the applied stress (electric field) and 

the high frequencies affect the dielectric properties of 

the material studied.  FTIR analysis showed the 

existence of water molecules attached to the surface 

of PVC under the effect of molecular forces of 

attraction, as we observed the hydroxyl OH formation 

and disappearance of the CH group. The 

physicochemical transformations cause a decrease of 

the dielectric insulating properties of the surface, 

which can promote the development of the craters. 
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Abstract— This paper presents a solution to increase the 

autonomy of people with a motor deficiency affecting the 
mobility of the human knee. To do this we propose a motorized 

exoskeleton with one degree of freedom that can assist and 

reproduce the movement of the knee joint. The work is limited to 

the realization, modelling, identification and control of the 
exoskeleton. The system used is essentially composed of an elastic 

actuator, a gear chain and an electronic part. This latter includes 

a DSPACE 1103 card, a motor shield card and two position 

sensors. Two control strategies have been implemented PID for 
low level control and sliding mode for high level control. 

Keywords: Lower limb exoskeleton; elastic actuator; PID 

control; sliding mode control. 

I. INTRODUCTION  

Nowadays, assistive robotics has become a current topic 
for many researchers in order to find a solution for people 
with a motor deficit. Japan is the most mobilized on research 
in this field after having noted that since 2006 the population 
over 65 years old exceeds 20% and that by 2060 this category 
will reach up to 40% [1]. The METI (Ministry of Economy, 
Trade and Industry, Japan) has also given great importance to 
this subject, it has launched several projects such as: 
"Humanoid Robot Project" in 1998 and the "21st Century 
Robot Challenge" in January 2001[2]. 
     For this work we are particularly interested in exoskeletons 
for the assistance of the knee joint where several works have 
been carried out on this subject. We have the “Roboknee 
exoskeleton” made by the Institute of Human and Machine 
Cognition in the United States.  It consists of a mechanical 
structure and a series elastic actuator controlled by a PD 
controller, the intent of the operation is identified with force 
sensors and measurement of the knee angle [3]. 
There is also the exoskeleton” ELEGS” developed by a team 
from the University of Berkeley, this one is made with elastic 
actuators arranged at the hips and knees limited by stops. The 
reference signal is identified using an IMU sensor and 
executed with a PID controller [4]. 

The aim of this work is to model and control a knee orthosis 
device that can assist and reproduce the movement of a human 
knee by using an elastic actuator. The controlled device must 
be usable for the mobility assistance for people suffering from 
a motor disability affecting the knee joint. In this paper, the 
device is modeled and controlled using both the traditional 
PID controller and sliding mode controller.  
 

II. EXOSKELETON DESIGN 

The exoskeleton (orthosis) imitate the shape of the human 
knee (Figure 1). It  consists of two parts, a structure that covers 
the elastic actuator and a long segment that will hold the user's 
leg.The realization is done under certain conditions so that the 
device is light, not cumbersome and easy to use. 

 

 
Figure 1: Realized Knee exoskeleton. 
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A. Rotary Elastic actuator  

      The design of our exoskeleton is actuated using a designed 
elastic actuator (Figure2). This later is a combination of a 
conventional actuator and a torsion spring. It offers a low 
impedance and very low friction which allows to get a high 
quality force control. A gear chain is integrated (Figure 3) to 
amplify the the motor resulting torque and allow the 
exoskeleton to lift the weight of a leg.  

 
Figure 2: Real picture of the actuator used. 

 
The motor chosen is a DC electric actuator from Maxon RE40 
with a power of 150w [5]. 
 
A spring is integrated between the actuator and the gear chain, 
it reproduces the movements of the human body by reducing 
the rigidity of the system, it offers a high tolerance to shocks, 
a lower reflected inertia, a more precise stable force control 
and an energy storage capacity. 

B. Gear chain:         

A gear system is installed to amplify the torque at the spring 
output. The power transmission kinematics is shown in Figure 
3 

 
Figure 3: Gear  chain.[6] 

 
Starting from the motor, the reduction ratios are: 

 = 4.2 |   = 4.5 | = 5.6              (1) 

 

This brings us back to a total reduction ratio of 105.84 which 
allows to reach a torque of around 18 N.m:  

C. Architecture of the devise  

In order to use the exoskeleton in real time, a system is set up 
as shown in Figure 4. 
Dspace real time toolbox under Simulink from the Matlab 
software are used to implement the controllers. A 
DSPACE1103 control board is used as hardware for 
acquisition and control, which receives all the necessary 
information on the state of the exoskeleton using the position 
and current sensors. The board will execute the program and 
send the instructions to the shield motor board that the motor 
will have to follow in order to execute the desired trajectory. 
 

 
Figure 4 Hardware architecture of the device 

III. EXOSKELETON MODELING AND IDENTIFICATION 

A. Geometric model 

1) Direct geometric model 
The direct geometric model is the relationship between the 
operational coordinates of the terminal organ and the joint 
coordinates, the calculation of this model is done with the 
modified denavith-hardenberg method. 
The figure 5 shows the gometric description of the 
exoskeleton we used for the modelling. 
The generalized coordination vector will be p[x,y]  
 

                              (2) 

 
 

Figure 5: Geométric description of the exoskeleton. 
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2) Inverse geometric model: 

The inverse geometric model determines the configuration of 
the links (rotation, translation) according to the configuration 
(position and orientation) of the terminal element. The 
calculation of this model is done using a system of 
trigonometric equations. 

                      (3) 

B. Kinematics model 

1) Direct kinematics model 
The direct kinematic model describes the speeds of the 
operational coordinates of the terminal organ according to the 
joint speeds, with   where J (q) designates the 
Jacobean matrix. By applying the latest law we find:   

                   (4)  

2) Inverse kinematics model 
The inverse kinematic model makes it possible to calculate the 
generalized velocity vector corresponding to a given 
translation and rotation speed of the terminal member. 
The inverse of the direct kinematic model is used for model 
calculation:      

                           (5) 

C. Dynamic model 

The dynamic model is a system of equations that make the 
relationships between the vector of generalized forces applied 
to the joints and kinematic parameters (Cartesian coordinates, 
velocities and accelerations)   

 Г=f (q, , ,fext)                                       (6) 
Г: torque vector, Fext : external force and torque. 
After calculating the Lagrange equation and defining the 
torques applied by the actuator, we find: 
 

         (7) 
 

  Friction torque 
 A : solidity coefficient. B : viscosity coefficient. 

  stiffness Torque (human knee) 
 C: stiffness coefficient, θr : Knee rest position. 
 Γz=K(θm-θsr) Torque amplified by the spring  
  K: spring stiffness constant, θm : motor angle, θsr 

spring output angle. 

 Γc : Control torque 
 L: gear reduction ratio 
 Γh Human couple considered as disturbance 
 J: moment of inertia (knee + orthosis) 
 m : mass (knee + orthosis), g: gravity, T=mgl 

 

IV. IDENTIFICATION OF THE DYNAMIC MODEL 

In order to facilitate the identification of the model we will 
divide it into two sub- models, one representing the human 
knee and the other the exoskeleton (orthosis) [7]. 

A. Knee model 

  (8)               
To identify the anthropometric parameters of the human body 
such as: mass (M), length (l), positions of center of gravity 
(CoG) and inertial propertie (J) of the body segment, we use 
winter’s regression equations. 
The rest of the parameters are identified with the free 
pendulum experiment (figure 6) and the least squares method. 
[8] 
The knee angle is measured thanks to a potentiometer. The 
output value is then converted to degrees. The angle output is 
depicted in figure 7.  
 
 

  
Figure 6: Free pendulum experiment. 

 
 
After application of the least squares method on a male 
subject with: age=24, weight=1.74m, weight=68kg. 
 

Table 1: Identified parameters of the knee model 

Parameters  values 

  

Tg 12.2285 N.m 
Ag 0.2296 N.m 
Bg 0.013 N.m.s/rad 
Jg 0.5511 kg.m2 
C 0.6834 N.m/rad 
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Figure 7: Angular response of the free pendulum experiment applied to the 

knee 

B. Exoskeleton model 

 
(9) 

For the identification of the exoskeleton we excite the system 
by a signal SBPA (pseudo-random binary sequence), rich in 
frequencies and amplitude which allows to test the dynamics 
of the system. 
The angular position and the resulting torque of the actuator 
are used as data to apply the least squares method. 
 

parameters  values 

To=mglo 0.1528 N.m 
Ao 0.2293 N.m 
Bo 0.0989 N.m.s/° 
Jo 0.006 kg.m2 
K 0.00193 N.m/° 

Table 2: Identified parameters of the exoskeleton model. 

C. Model validation 

In order to continue the work and move to the control step, we 
must first validate the model found. To do this, we compare 
an angular response taken from the real system with that 
compute with the model using the same input figure (8).  
The model is validated with an average error of 0.1 ° 
 

 
 

Figure 8: Comparison between the real response of the exoskeleton and that 
estimated with the model. 

 

V. EXOSKELETON CONTROL 

For the control of the exoskeleton we add a charge of 3kg 
which is the average weight of a human leg. 

A. PID control 

Often used in industry, the PID controller is a control element 
that allows the closed-loop system to follow a desired 
reference value with the objective of being robust, fast and 
precise. 
The working principle of a PID is based on the calculation of 
the error between the reference and the measurement, the 
Control is based on the following actions: 
- Proportional: a gain G is calculated and multiplied by the 
error. 
- Derivative: the error is derived and then multiplied by a gain 
Td. 
- Integral: the error is integrated and divided by an IT gain.  
 
The controller used is based only on the proportional action 
with G=0.6, the integral action is already integrated in the 
system since the control is in position. The derivative action is 
not used because of the inconvenience of amplifying the 
disturbances it can cause.   
Figures 9 and 10 represent the system response for a trajectory 
of a flexion extension cycle with no load and under load, the 
average error is calculated Enc=1.39°, Ewc=1.17°  
The exoskeleton has followed the trajectory well with the 
presence of some disturbances due to the mechanical system 
that affected the output signal, this also comes back to the 
sensitivity of the PID control to disturbances.   

 
Figure 9: System response to a reference of a knee extension flexion signal 
with proportional correction. 
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Figure 10: System response to a reference of a knee extension /flexion signal 
with proportional correction (with a 3Kg load). 

B. Sliding mode control 

Sliding mode control is a non-linear control used for systems 
exposed to disturbances; it consists in bringing the state path 
from a system to the sliding surface and switching it using an 
appropriate switching logic. 
The sliding mode exists when the switching takes place 
continuously between the two parameters Umax and Umin[9]. 
The control law injected into our system is:  
 

(10) 
With k1=40,  
Figures 11 and 12 represent the system's response to a 
reference of knee flexion extension signal with no load and 
under load.  
The system responds to the control law and perfectly executes 
the desired reference with no sensitivity to disturbances. 

 
Figure 11: Response of the system to a reference of a knee flexion extension 
signal with a sliding mode control (no load). 

 

 
Figure 12: Response of the system to a reference of a knee flexion extension 
signal with a sliding mode control (charge of 3Kg). 

 
 
The two controls used proportional and sliding mode, have 
responded well to the trajectory of the intention of walking, 
however they are comparable according to a number of 
characteristics. Table 3 shows a comparison of the two 
controls. 
 

 
Table 3: Comparison of the two proportional and sliding mode controls 

 

I. CONCLUSION 

In this paper, the presented work aims to improve the 
autonomy of impaired people with a motor knee joint 
deficiency. Our proposal is an exoskeleton in the shape of a 
human leg that is worn like an orthosis. This one will support 
the weight of the knee and produce a sufficient torque to 
perform the function of walking. 
 The work consisted in the realizing, modeling the system 
(exoskeleton + knee) and identifying its parameters. Two 
controllers were applied in real time using the DSPACE1103 
control board, a low level proportional and a high level sliding 

Proportional control Sliding mode 
Good precision Very good precision 
Sensitive to 
disturbances 

insensitive to 
disturbances 

Doesn’t requires a model Requires a model 
Simple to apply Difficult to apply 
No chattering Presence of chattering 
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mode control. The superiority of the sliding mode controller 
has been remarked.  
The initial objective has been achieved, the modelling and 
identification are valid, the exoskeleton perfectly responds to 
the desired requirements. 
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