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Preface 

 

The second Electrical Engineering International conference (EEIC’23) 

will be hosted at the University Abderrahmane Mira of Bejaia, Algeria, 

organized by the department of Electrical Engineering, Faculty of Technology 

with the consortium of three research laboratories (LT2I, LGEB, LMER). 

Our main aim is to provide an attractive forum for PhD students and 

researchers to present, share and discuss novel ideas in the field of Electrical 

Engineering and related topics.  

The conference is held over two days, during 05 and 06 December 2023. 

We received about 160 submissions and after review process, 121 papers were 

selected for presentation (68 in oral form and 53 in poster) and were included 

in this EEIC’23 proceeding. 

The conference EEIC’23 includes altogether four Keynote sessions and 

twenty parallel sessions which will be presented by national and 

international communicants.  

We would like to extend our warmest thanks to all who contributed to 

the success of the conference, namely: organizing committee, scientific 

committee, session chairs, keynote speakers, PhD students and our partners.  

 

 

 

Pr BELAID LALOUNI Sofia 

On behalf of the EEIC'23  

Organizing Committee 
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Abstract—
This paper presents a novel approach for controlling

and stabilizing chaotic systems. The proposed approach
combines the widely used sliding mode control with the
time-delayed synchronization technique. By using both of
them in one control law, the synchronization error between
the system’s current state and its delayed state by one
period should be eliminated. Indeed, this error is utilized
to define the sliding surfaces with the objective to force
the synchronization error as well as the sliding surface to
attain the origin. The effectiveness of the proposed approach
is demonstrated using the Lyapunov stability theory with
an analytical analysis and verification of the system’s sta-
bility under the proposed control approach. Furthermore,
numerical simulations are conducted to show the simplicity,
stability, efficiency, and robustness of the proposed approach.

Chaotic systems, Sliding mode control, Synchroniza-
tion techniques, Time-delayed system, Unstable periodic
orbits, Rossler system.

I. INTRODUCTION

Chaos theory is a subdivision within the broader
framework of nonlinear systems theory. Edward Lorenz
made the initial observation of the chaos phenomenon in
1963 during his examination of a model representing the
convective processes in Earth’s atmosphere [1], Lorenz’s
notable contribution was a third-order autonomous
system that had only two quadratic terms involving
multiplication. Surprisingly, despite its simplicity,
this system exhibited highly intricate and complex
dynamical behaviors. Many systems were developed,
after that, such as the Rossler system [2], Henon system
[3], Chen’s system [4], and Lü system [5].
Chaos refers to the unpredictable, non-repetitive long-
term behavior observed in deterministic systems. It
is characterized by its aperiodic nature and its high
sensitivity to initial conditions. This last indicates that
the system has a positive Lyapunov exponent.
At first, it was believed to be impossible to control the
chaotic system until the 1990s, when Ott, Grebogi, and
Yorke developed the OGY method to control chaos [6].
In the same year, Pecora and Carroll demonstrated that

two identical chaotic systems, despite having different
initial conditions, can be synchronized when they are
coupled in a configuration where one system acts as
a master and the other as a slave. This arrangement
enables the master system to impose synchronization
on the slave system [7].

Following the works of Ott et al., Pecora, and
Carroll, many control techniques for stabilizing and
synchronizing chaotic systems have been extensively
studied in the past decades such as the delayed
feedback control (DFC) technique proposed in 1992 by
Pyragas for the control and suppression of chaos [8],
the stabilization through synchronization with a stable
system [9], the generalized predictive control (GPC)
[10], the optimal control [11], the adaptive backstepping
control [12], the impulsive approach [13], the adaptive
control [14], the proportional-integral (PI) technique
[15], and the sliding mode control (SMC) [16]–[18].

The sliding mode control design is indeed recognized
as one of the most powerful control techniques
extensively investigated for the stabilization and control
of chaotic systems. This method offers robustness
against uncertainties and disturbances, making it
particularly suitable for dealing with the inherent
complexity and unpredictability of chaotic dynamics.
The SMC effectively stabilizes and controls chaotic
systems by defining a sliding surface and implementing
a control law that ensures the system’s trajectory
convergence to and stays on this surface. It uses the
control action’s discontinuous nature to precisely and
swiftly move the system’s state onto a desired sliding
surface, ensuring hence adaptability and robustness
against disturbances and unpredictability.

The SMC is a popular choice and a useful tool for
solving the challenges posed by chaotic dynamics.
Numerous algorithms and strategies have been
developed as a consequence of the extensive research on
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SMC to stabilize diverse chaotic systems. Indeed, within
this research direction, a notable approach involving the
combination of DFC and SMC was proposed in [19].
This hybrid approach combines the advantages of both
methods to effectively control chaotic systems. This
combination has been explored in various studies such
as the control of chaos in an Atomic Force Microscope
(AFM) system where the control objective was to ensure
the system’s asymptotic stability [20]. We can also
find the same idea of hybridization used to eliminate
chattering in the control of an autonomous underwater
vehicle based on the state feedback approach and the
sliding mode control [21]. The synchronization of time
delayed chaotic system via robust adaptive sliding
mode control can be found in [22], [23], and the control
and stabilization of chaos in the Rossler chaotic system
by three control laws formulated by the combination
of the SMC and time-delayed synchronization were
discussed in [24]. These studies demonstrate promising
results in the use of hybrid control laws to stabilize
chaotic systems and enhance controller performance
and capabilities.

In this context, we present in this paper a new hybrid
strategy that combines, in one control law, the SMC
with synchronization techniques to effectively control
and stabilize unstable periodic orbits (UPOs) of chaotic
systems. Indeed, the synchronization’s goal is to align
or synchronize the behavior of the current state of the
system with its state delayed by exactly one period
of UPOs. With the incorporation of the SMC, known
for its robustness and ability to handle uncertainties,
with the synchronization technique, we aim to achieve
stabilization of UPOs. The synchronization technique
facilitates the coordination and alignment of the
system’s trajectories, ensuring that the unstable periodic
orbits are controlled and stabilized. The combined
approach presented in this paper offers a promising
method to manipulate and stabilize UPOs in chaotic
systems. By leveraging the strengths of both SMC
and synchronization techniques, we demonstrate the
potential to effectively control and stabilize these critical
trajectories in chaotic dynamics through a numerical
example.

The remainder of this paper is structured as follows:
Section II, presents and analyzes the benchmark Rossler
system as an example of chaotic systems. It serves as
a representative case study to illustrate the concepts
and techniques that will be discussed in this paper.
Section III includes the formulation of the stabilization
problem, which aims to provide a theoretical foundation
for the proposed approach. Additionally, the Lyapunov
function is presented to validate the theoretical results
and show its effectiveness. The last section IV illustrates
the simulation results of the Rossler benchmark

controlled by the proposed approach.

II. PROBLEM STATEMENT

In the literature, numerous benchmarks of chaotic
systems are available for researchers to use as
standardized models for testing and validation
purposes. In our case, we have chosen the Rossler
system given by (1), to demonstrate the effectiveness of
the proposed approach.





ẋ(t) = −y(t)− z(t)

ẏ(t) = x(t) + ay(t)

ż(t) = b+ z(t)(x(t)− c)

(1)

where x, y and z are the state variables, a, b and c
are the system parameters. When they are chosen as
a = 0.2, b = 0.2, c = 5.7, and for initial conditions
[x(0), y(0), z(0)] = [1, 2, 5] the system attractor is
represented by figure 1. On the other hand, figure 2
illustrates the system states time evolution.

Figure 1. Rossler system behavior without control

By examining figures 1 and 2, it is obvious to say
that the Rossler system exhibits chaotic behavior.
To accurately assess and quantify this behavior, the
Lyapunov exponent is utilized as the most reliable
qualitative measure for characterizing the system’s
dynamics. In order to calculate the Lyapunov exponent,
we employ Wolf’s algorithm [25] built into the Matlab
environment. By using this algorithm, we can accurately
determine the Lyapunov exponent as:
λ1 = 0.0738, λ2 = 0.0005 and λ3 = −2.3069.
Given that the Rossler system exhibits chaotic behavior
with a positive Lyapunov exponent, the objective is,
now, to find a control law that can structurally stabilize
the system and guide system towards a more regular
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Figure 2. Time behavior of x(t), y(t) and z(t) states without control

and predictable state.
To achieve this objective, we propose to use a hybrid
strategy that integrates sliding mode control with
synchronization technique into one single control
law. The objective of this approach is to achieve
synchronization between the current state of the system
and its delayed state by exactly one period of UPOs.
By doing so, the aim is to stabilize the system at the
desired unstable periodic orbit (UPO).

III. MAIN RESULTS

In this section, the SMC control law is employed
to accomplish the state synchronization of the Rossler
system’s present state with its delayed state by one
period. The objective is to address synchronization chal-
lenges for stabilizing chaotic systems by using the syn-
chronization error to define the switching surface-based
approach, for which a sliding mode control (SMC) is
developed. This SMC design ensures the achievement of
synchronization between the master and slave systems.
To achieve the desired synchronization, the master and
slave Rossler systems are described by the differential
equations (2) and (3), respectively.
Master system:





ẋ(t− τ) = −y(t− τ)− z(t− τ)

ẏ(t− τ) = x(t− τ) + ay(t− τ)

ż(t− τ) = b+ z(t− τ)(x(t− τ)− c)

(2)

Slave system:




ẋ(t) = −y(t)− z(t)

ẏ(t) = x(t) + ay(t)

ż(t) = b+ z(t)(x(t)− c) + u(t)

(3)

where (x(t− τ), y(t− τ), z(t− τ)), (x(t), y(t), z(t)) are the
states of the systems (2), (3) respectively, τ is the delay

time equal to the period of the target UPO and u(t) is
the controller to be designed.

The behavior of the synchronization error between
the master (2) and the slave (3) is expressed as:





e1(t) = x(t)− x(t− τ)

e2(t) = y(t)− y(t− τ)

e3(t) = z(t)− z(t− τ)

(4)

The objective of synchronization is to find a suitable
controller u(t) that minimizes the synchronization error,
denoted by (4) until it reaches zero. This implies that:





ė1(t) = ẋ(t)− ẋ(t− τ)

ė2(t) = ẏ(t)− ẏ(t− τ)

ė3(t) = ż(t)− ż(t− τ)

(5)

and





ė1(t) = −e2(t)− e3(t)

ė2(t) = e1(t) + ae2(t)

ė3(t) = e1(t)e3(t) + z(t− τ)e1(t) + x(t− τ)e3(t)

−ce3(t) + u(t)

(6)

Now, the controller u(t) is defined as follows:

u(t) = ueq(t) + usw(t) (7)

and the switching surface is defined as:

s = k1e1(t) + k2e2(t) + k3e3(t) (8)

where k1, k2, and k3 are constant parameters.
In the sliding manifold, the equivalent control (ueq) is
obtained when the derivative of the switching surface
(ṡ) is equal to zero. However, it is important to note
that the equivalent control (ueq) alone cannot achieve
sliding motion if the initial state of the system does not
lie on the switching surface. Sliding motion occurs when
the system’s state trajectory remains on the switching
surface during operation.
The control input (usw) is designed for the error dy-
namics in a way that satisfies the reaching condition
s(t)ṡ(t) < 0, which ensures the sliding motion onto the
sliding surface (s(t) = 0). The derivation of the control
input (usw) is presented below.
When the system operates in sliding mode, it satisfies
the following conditions [26]:

{
s(t) = 0

ṡ(t) = 0
(9)

By deriving equation (8) with respect to time and
replacing the ė1, ė2 and ė3 values from equation (6) we
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get:

ṡ(t) =k1ė1(t) + k2ė2(t) + k3ė3(t)

=k1(−e2(t)− e3(t)) + k2(e1(t) + ae2(t))

+ k3(e1(t)e3(t) + z(t− τ)e1(t) + x(t− τ)e3(t)

− ce3(t) + ueq(t))
(10)

Consequently, when the system operates in the sliding
manifold and the derivative of the switching surface
(ṡ(t)) is equal to zero, the equivalent control (ueq) in
the sliding mode is given by:

ueq(t) = 1/k3[−k1(−e2(t)− e3(t))− k2(e1(t) + ae2(t))(t)e3(t)

− k3(e1(t)e3(t) + z(t− τ)e1(t) + x(t− τ)e3(t)− ce3(t)]
(11)

Next, the control action (usw) is designed as follows:

usw(t) = −δ.sign(s) (12)

where δ is a positive constant and sign(.) is the signum
function.
Therefore, the overall design of the controller u(t) can
be described by the following equation:

u(t) =ueq(t) + usw(t)

=1/k3[−k1(−e2(t)− e3(t))− k2(e1(t) + ae2(t))(t)e3(t)

− k3(e1(t)e3(t) + z(t− τ)e1(t) + x(t− τ)e3(t)

− ce3(t)]− δ.sign(s)
(13)

Now, we aim to solve for the switching surface such
that the equivalent sliding mode dynamics (equation
(8)) become asymptotically stable. To achieve this, we
define a Lyapunov function.

V =
1

2
s2 (14)

By evaluating its time derivative along the trajectory
described by (6), we obtain:

V̇ =sṡ

=s[k1ė1(t) + k2ė2(t) + k3ė3(t)]

=s[k1(−e2(t)− e3(t)) + k2(e1(t) + ae2(t))

+ k3(e1(t)e3(t) + z(t− τ)e1(t) + x(t− τ)e3(t)

− ce3(t) + u(t))]

=s{k1[−e2(t)− e3(t)] + k2[e1(t) + ae2(t)]

+ k3[e1(t)e3(t) + z(t− τ)e1(t) + x(t− τ)e3(t)

− ce3(t) + (1/k3[−k1(−e2(t)− e3(t))− k2(e1(t)

+ ae2(t))(t)e3(t)− k3(e1(t)e3(t) + z(t− τ)e1(t)

+ x(t− τ)e3(t)− ce3(t)]− δ.sign(s))]}
=s[−δ.sign(s)]
=− δ. | s |

(15)

As δ > 0, so V < 0. Then, based on Lyapunov stability
theory, it can be concluded that the error dynamics
system (4) under the controller u(t) given by (13) is
asymptotically stable.

IV. SIMULATION RESULTS

To illustrate the proposed approach, we maintain
the benchmark Rossler system (1) with the same initial
conditions [1, 2, 5], the parameters’ values a = 0.2,
b = 0.2, c = 5.7, the time delay τ equal to the first
period of UPO (τ = T1 = 5, 88105). The controller u(t)
(13) parameters k1, k2, k3, and δ are equal to 3, 3, 0.08
and 0.1 respectively.
The resulting time evolution of the system is depicted
in figure 3 and the time response of x(t), y(t) and z(t)
states are shown in figure 4 and the controller u(t) is
represented in figure 5.

Figure 3 shows that the behavior of the system

Figure 3. Rossler System behavior under control

follows a single and periodic pattern, which is the
simplest and the most predictable behavior exhibited by
a dynamic system. To provide a more comprehensive
understanding, figure 4 illustrates the time behavior of
the system. This figure presents a visual representation
of how the system evolves and behaves over time.
Once the stabilization process is guaranteed, as depicted
in Figure 5, it can be observed that the control signal
converges to zero, indicating a successful stabilization
of the Rossler system. Additionally, the system exhibits
a stable period-one behavior, maintaining a consistent
and predictable pattern over time. This outcome
demonstrates the efficiency of the proposed approach in
achieving stable and controlled dynamics of the Rossler
system.

Figure 6 demonstrates that the sliding surface s(t)
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Figure 4. Time response x(t), y(t) and z(t) under control

Figure 5. Control action u(t)

Figure 6. Switching phase plane

converges to zero under the influence of the proposed

control. This observation indicates that the control
strategy effectively drives the system towards the
desired sliding surface, achieving stability and ensuring
accurate tracking of the reference trajectory.

V. CONCLUSION

This paper introduced a novel sliding mode control
technique specifically designed for stabilizing chaotic
systems. The key novelty of this technique lies in the
selection of the tracking error used as an argument in
the sliding surface. The delayed state by one value of the
period of UPOs is chosen as a reference, resulting, hence,
in a modified tracking error. The proposed approach
offers several advantages, including its simplicity, fast
convergence, robustness, and accuracy in ensuring the
structural stability of chaotic systems. The numerical
simulations conducted successfully validated the pro-
posed approach and highlighted its simplicity and effi-
ciency in stabilizing chaotic systems in the sense of struc-
tural stability. These results reinforce the effectiveness
and practicality of the proposed approach to manage and
control chaotic dynamics.
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Abstract— Electric vehicles (EVs) speed and torque control 

undergo different road constraints is very difficult using classical 

control methods.This paper, introduces a new approach to the 

direct torque control (DTC) with using self-tuning fuzzy speed 

controller, which is proposed for EV applications. A  self-tuning  

fuzzy  proportional-integral-derivative (PID) controller  is  

designed  through  continuous  updating  of  its  output  scaling  

factor.DTC describes the way in which the control of torque and 

speed are directly based on the electromagnetic state of the 

motor. There is no need for a modulator and DTC works 

correctly during at high speeds and without a speed sensor. 

However, DTC uses in electric vehicle propulsion in medium and 

low speed regions. The purpose and the main idea of this article 

are to design a structure DTC using self-tuning fuzzy speed 

controller for driving a fuel cell electric vehicle for low speed 

urban use. Furthermore, good control performance is simulated 

and proved that the adaptive fuzzy PI control method assure 

efficiency comportment compared to the classical PI controller. 
 

Keywords: DTC, Self-Tuning Fuzzy Controller, Fuel Cell, 

Electric Vehicle.  

I. INTRODUCTION  
In recent years, electric vehicles (EVs) have been typically 

proposed to replace conventional vehicles. Since 1970s, people 
have begun to focus on hybrid electric vehicles (HEVs), who 
integrate power devices such as engine, motor, battery, which 
allow its both strong points of pure electric and traditional 
automobile.  There are several configurations of electric and 
hybrid vehicles [1,2]: 1. Electric vehicles equipped with 
electric batteries and/or supercapacitors. 2. Hybrid electric 
vehicles which combine conventional propulsion and electric 
motor powered by batteries or supercapacitors. 3. Electric 
vehicles equipped with fuel cells batteries [2]. 

Electric Vehicle with fuel cell battery and hybrid vehicle 
takes a considerable interest of industrial and is considered 
very rapidly as a solution to energy and ecological problems. 
Fuel cell electric vehicles (FCEVs) produce electricity using a 
fuel cell battery powered by hydrogen to power an electric 
motor. FCEVs use the battery for recapturing braking energy, 
providing extra power during short acceleration events, and to 
smooth out the power delivered from the fuel cell with the 
option to idle or turn off the fuel cell during low power needs. 

Using electric motors efficient, electric vehicles provide the 
means to achieve a clean and efficient urban transport system 
and a friendly environment [3]. Different control techniques 
that use power electronics devices have evolved in the works 
looking for improving the performance of electric motors [2]. 
DTC is an approach employed to regulate electric motors. This 
technique selects an appropriate voltage vector to regulate 
torque and flow in electric motors. DTC has many advantages, 
such as less machine parameter dependence, and any current 
regulator, simpler implementation and quicker torque response 
[4]. However, DTC presents some drawbacks: difficulty to 
control torque and flux at very low speeds, high current ripple 
causing high torque ripple and variable switching frequency 
behavior [5].  EV commanded with DTC control require 
regulation of speed variables with PID type. The major 
problems in applying a conventional control algorithm PI in a 
speed controller for DTC are the effects Ohmic voltage drop. 
The estimate of the flux is generally calculated by integrating 
the voltage supplying the motor. Because of errors in the 
measurement of the voltage and in the knowledge of the stator 
resistance and domination of Ohmic voltage drop, this integral 
tends to become erroneous at low speed. PID controller 
response  can  be  tuned  for  obtaining  better  oscillations, 
steady  state  response  and  reduced  error  by  changing  the 
PID  parameters. Fuzzy  logic  controller  gives  a  promising 
result  when  PID  parameters  are  controlled  using  fuzzy 
rules.  Different types of adaptive FLC’s such as self-tuning 
and self-organizing controllers have been developed and 
implemented for various practical processes.  In the first part of 
this paper direct torque controlis described. The second part 
described the structure of the PI type self-tuning fuzzy logic 
controller. In the third part of this paper, a PID parameters self-
tuning fuzzy controller is proposed for DTC control loop 
applied for the traction of a hybrid electric vehicle with fuel 
cell battery, in which the rules and  membership  functions of 
controller are  adjusted. The principal components of the 
electric vehicle loads with their equations model is set in part 
4.In the last part simulation results are presented. Furthermore, 
good control performance is simulated and a PID parameters 
self-tuning fuzzy controller provide robust and reliable 
performance for most systems. 
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II. DIRECT TORQUE CONTROL STRATEGY 

The algorithm of DTC is shown in the Figure 1. 
 

 

 

 

 

 

 

 

 

 

 
Figure 1.Simplified basic scheme of theDTC technique 

 

DTC method uses a simple switching table to identify the 

most suitable inverter state to achieve a desired output torque 

[6-9]. Based on the flux and torque hysteresis controllers, 

determines the voltage needed to drive the flux and torque to 

the desired values. The stator flux components s and s  can 

be estimated by equation (1) as: 
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Where: Vs, Vs, isand is  are stator voltages and currents 

along and  stator axes respectively. The magnitude of the 

stator flux can then be estimated by equation (2)as: 
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The phase angle of the stator flux can be calculated as: 
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And the electromagnetic torque can be calculated as : 
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A.  Stator flux control 

Figure 2 shows the voltage vectors which are usually used 

in DTC scheme with, as example, the stator flux located in 

sector 1, the stator flux vector is varied in the same direction 

as the applied stator voltage vector thus in each sector four of 

the six non zero voltage vectors along with zero vectors may 

be used. 

 

 

 

 

 

 

 

 

 

 
Figure 2. Forming appropriate voltage vector selection. 

B.  Switching Table For Controlling Flux And Torque  

 

According to the signal generated by the hysteresis 

controller of stator flux and electromagnetic torque, just one 

voltage vector can be selected to adjust the torque and flux. 

The choice of this vector depends on the outputs of the torque 

and flux controller and the position of the stator flux vector, as 

shown in Table 1 [9]. 

 
TABLE I. Switching table 
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III. FUZZY CONTROL REGULATOR STRUCTURE 

Fuzzy control is basically an adaptive and nonlinear control, 

which gives robust performance for a linear or nonlinear plant 

with parameter variation [10]. Using linguistic variables in 

place of numerical variables, that approach represents a 

substantive departure from the conventional quantitative 

techniques of system analysis and control. The basic 

configuration of a FLC (fuzzy logic controller) with five 

linguistic variables (two inputs and three output) is shown in 

Figure 3.The fuzzy controller is a system with 2-input,                    

3-output, )(ke and )(ke are input variables, KP, KI and kD are 

output variables. The error and the change in error is modelled 

using equations (4) and (5) as: 

 

                        rrefke  )(
                                             

(5) 

                       )1()()(  kekeke                                    (6) 

 

Where ref   is the reference speed, r is the actual rotor 

speed, e(k) is the error and Δe(k) is the change in error. 

Figure 3 shows the  value  of  parameter  Kp,  Ki  and  Kd  are  

tuned  by using  signals  from  fuzzy  logic  block  based  on  

the changes  in  the  error  between  reference  signals  and 

output signals. Here  r(t)  is the control signal, y(t) is the 

output response,       e(t)  is the error and  (De) is the derivete 

of error.  

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Basic block diagram of a fuzzy controller 
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IV. PROPOSED DTC USING SELF-TUNING FUZZY 

SPEED CONTROLLER 

A simplified block diagram of the DTC strategy with speed 

control loop [11] using self tuned Fuzzy PID controller for 

electric vehicle , is shown in Figure 4. 

The output of the “fuzzy logic controller” system is the torque, 

which is used as reference input for the DTC drive, in 

difference to the classic DTC that operates with PI regulator. 

Electric traction motor use powers from the fuel cell and the 

traction battery pack, this motor drives the vehicle's wheels. 

 

 
 

 

 

A.  SELF TUNED FUZZY PID FOR DTC 

Self-tuning  fuzzy  PID  controller  means  that  the  three 

parameters Kp, Ki and Kd of PID controller are tuned by 

using  fuzzy  tuner  [12]. The proportional, integral and 

derivative terms are summed to calculate the output of the PID 

controller. Hence, it is necessary to automatically tune the PID 

parameters. The structure of the self-tuning fuzzy PID 

controller is shown in Figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PID parameters fuzzy self-tuning is to find the fuzzy 

relationship between the three parameters of PID and "e" and 

"de",  and  according  to  the  principle  of  fuzzy  control,  to  

modify  the  three  parameters  in  order  to  meet different 

requirements for control parameters when "e" and "de" are 

different, and to make the control object a good dynamic and 

static performance. The meaning of the linguistic variables 

used for the computation of  Kp and KI regulators are 

explained in Table 2 and Table3. 
 

TABLE II. Fuzzy rules for computation of  Kp 
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Figure 4.DTC with a speed control loop using self tuning Fuzzy PID controllerfor electric vehicle 
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Figure 5. Structure of fuzzy self-tuning PID controller 
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V. FUEL CELL ELECTRIC VEHICLE ARCHITECTURE 

The chain of electric traction [13] is shown in Figure 6.                      

It consists of 4 components: Control strategy, DC/DC 

converter [14,15], inverter, induction motor. In Figure 7 the 

power of the electric motor operate the drive train by the 

mechanical transmission [16,17,18]. Fuel tank stores hydrogen 

gas on board the vehicle until it's needed by the fuel cell. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6.Electric drive powered by the fuel cell battery 

 

A.  FUEL CELL BATTERY 

 

The simulink and functional diagram of the fuel cell 

batterysubsystem  block  as shown in Figure 7. 

 

 

 

 

 

 

 

 

 

 

 

Figure 11.Functional diagram of thefuel cell battery 

 

The energy sources are dimensioned at maximum speed and 

maximum weight of the vehicle (the maximum speed is 80 

Km/h andthe maximum weight of the vehicle is 1540Kg).The 

motor used for the traction system is an induction motor (IM) 

of 37 kW. Then, the dimensions and characteristics of each 

element of the EV (batteries, voltage converters, traction and 

control systems) were selected according to the characteristics 

of the IM. 

 

5. SIMULATION RESULTS 
 

 
Figure 7.Functional diagram of the fuel cell battery 

 

The transient and steady state operating of IM (parameters 

are given in Table 4), fed by an inverter and controlled under 

direct torque control has been simulated using 

(MATLAB/Simulink) software. Electrical vehicle mechanical 

and aerodynamic characteristics are also given in the Table 5. 

Simulation results are given in Figures 8-13. 
 

 
Figure 8.Vehicle wheels speed with test urban cycle 

 

 
Figure 9.Motor torque 

 
Figure 10.Power required to propel the EV 
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Figure 11. Instantaneous statorcurrents 

 

 
Figure 12. Kp with self-adaptive 

 

 
Figure 13. Ki with self-adaptive 

 

 

 

 

 

VI. DISCUSSIONS OF RESULTS 

 

Figure 8 shows the test cycle and urban sequence, is a series 

of data points representing the vehicle speed versus time. It is 

characterized by low vehicle speed (maximum 80 km/h) and is 

useful for testing EV performances in urban areas. Figure 9 

illustrates the EV dynamics, the developed torque in induction 

motor on, with changes in the acceleration and the 

electromagnetic torque compensates the resisting torque.These 

figures showsthat, the torque and the speed reaches its 

reference values, and reveal that the system using Fuzzy self-

adaptation speed regulator improves the precision of speed 

and torque control. 

Figure 10 illustrate the power required to move the EV.              

To find the power taken from the battery to provide the 

tractive effort, we have to be able to find various efficiencies 

at all operating points. Figure 11 illustrate the stator currents 

robustness and shows that the stator current absorbed by the 

induction machine is almost sinusoidal. Figures 12 and 13 

specify the variation of KP and KI respectively, with error (e) 

and change of error (Δe). 

 

 

VII. CONCLUSIONS 

 

The paper, proposed a simple but robust self-tuning scheme 

for direct torque control induction motor, dedicated to the 

traction of an urban fuel cell vehicle at low speed. This is 

performed by incorporating a self adjusting regulator block 

into a classical direct torque control system.Self-tuning fuzzy 

controller was applied to tune the value of  Kp and  Ki  of  the  

PI controller. 

The fuzzy regulator has a very interesting dynamic 

performance compared with the conventional PI-regulator. 

In fact, the fuzzy regulator synthesis is realized without take 

in account the machine model. Simulation results show the 

effectiveness of the proposed method DTC withself-tuning 

speed controller and results  demonstrate  that  the  designed  

self-tuned  PID  controller  realize  a  good  dynamic behavior 

of the DTC, a perfect low speed tracking with minimum 

overshoot and give better performance compared to the 

conventional PID controller.       

Finally the proposed approach it appears to be very 

convenient for EV applications. 
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NOMENCLATURE 

C1 

C2 

e 
Δe 

Kp 

KI 

Vs 
Vs 

Constant1 

Constant2 

Error  
Change of error 

Proportional sensitivity 
Integralsensitivity 

Stator voltage vector 

Componentstator voltage along  axis,V 

Vs 

is 
is 

sR  
L

 
eT  

p  
g  
R

 
driveP  
Out  

Inp  

Componentstator voltage along axis,V 

Componentstator current along axis, A 

Componentstator current along axis, A 

Stator resistance, Ω 
Inductance, mH 

Electromagnetic torque, Nm 

Pair-pole number of the induction machine 
Gravitational acceleration constant 

Wheel radius 

Vehicle driving power, W 
Output 

Input 

 

Greek symbols 

  Nomination for axis 
  Nomination for axis 

  

s

 v

 r  

ref  

Stator flux, Wb 

Angular position of flux, deg 
Vehicle speed 

Rotor  mechanical speed, rad/s 

Reference rotor mechanical speed, rad/s 

 

Abbreviations 

AC 

DC 
D 

DTC 

EV 
FC 

FLC 

IM 
NB 

NS 

PB 
PI 

PD 

PID 
PS 

REF 

T 
Z 

Alternating Current 

Direct Current 
Diode 

Direct Torque Control 

Electric Vehicle 
Fuel Cell 

Fuzzy Logic Controller 

Induction Motors 
Negative big 

Negative small 

Positive big 
Proportional Integral controller 

proportional derivative controller 

Proportional-Integral-Derivative controller 
Positive small 

Reference 

Transistor 
Zero 

  

Appendix  
TABLE 4. Parameters of the induction machine  

Parameter Value 

Rated power 37kW 

Speed 1420 rpm 
Voltage 230V 

Stator current Is=64 A 

Stator resistance      Rs=0.0851 Ω 
Rotor resistance  Rr =0.0658 Ω 

Stator  inductance  

Rotor inductance 

Ls=0.0314 H 

Lr=0.0291 H 
Mutual inductance  M=0.0291 H 

Number of pole pairs  P=2 

 

 

TABLE 5. Parameters of the EV and the traction system  

Parameter Value 

Vehicle Mass 1540 Kg 

Vehicle frontal area 1.8 m2 

Tire rolling resistance coeffi 0.015 

Aerodynamic drag coefficient 0.25 
Stokes coefficient 0.22 

Air density 0.23 Kg/m2 

Wheel radius. 0.3 m 

Transmission ratio. 2 
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Abstract— Antilock braking system (ABS) is able to stop a 

vehicle wheel without locking, in addition it decreases the 

stopping distance. ABS provide safe driving for many different 

road conditions.  This paper is about the development of an 

Antilock braking system complemented by a fuzzy logic 

controller for automatic braking dedicated to Advanced Driver 

Assistance Systems (ADAS). This controller used to improve the 

braking performance of the vehicle particularly the stopping 

distance, for different environmental road conditions (two 

scenarios of vehicle speed), without forgetting to maintain the 

optimum value of the slip ratio of the wheel. 

Keywords: Antilock Braking System (ABS), Fuzzy Logic, 

Stopping Distance,  MATLAB/Simulink. 

I. INTRODUCTION  

In recent years, antilock braking system (ABS) is an 

important development for vehicle safety [1]. All 

modern vehicles are equipped with an ABS system that 

prevents wheel locking up. It reduces the vehicle's 

stopping distance and improves vehicle control 

compared to other braking systems   [2] [3]. 

Designing an ABS system is a very difficult task 

considering the fact of non-linearity of the system due 

to variation in parameters such as road condition, 

vehicle conditions and uncertainty in sensor signals. 

Many control strategies are involved. In this study, the 

Fuzzy Logic controller is used because it is very 

effective in dealing with model uncertainty and 

complexity in order to enhance vehicle performance [4] 

[5]. This controller is designed for the ABS system, 

where the variables obtained by wheel speed sensors 

and vehicle acceleration sensors are the input of the 

controller [6]. 

The organization of the paper is as follows: In session 2 

we describe the anti-lock braking system, and the 

mathematical model of the non-linear tire. Session 3 

will introduce Fuzzy Logic and a discussion on its 

application for the ABS system. Detailed analyses and 
the numerical results will be provided in session 4. 

Finally, conclusions.  

II. ANTILOCK BRAKING SYSTEM (ABS) 

ABS is a safety system that prevents the vehicle's wheels from 

locking up and sliding during braking. It focuses on reducing 

stopping distance while maintaining control of the vehicle [7] 

[8]. It worked when the driver hit the brakes hard, suddenly or 

in slippery conditions. The performance of the anti-lock 

braking system depends on the type of road surface [4]. ABS 

systems use a combination of electronic and hydraulic systems 

to modulate the brakes [9]. 

The components of ABS are: 

1. Wheel-Speed Sensors: used to calculate the acceleration 

and deceleration of the wheel. 

2. Electronic Control Unit (ECU): shortly known as ECU is 

the controller that receives information from each individual 

speed senor, and activates the ABS modulator. 

3. Hydraulic Pressure Modulator: is an electro-hydraulic 

device for pressure modulation i.e. reducing, holding and 

building pressure.  

4. Solenoid Valve: The ECU output signal actuates the 

solenoid valves and motor in order to achieve targeted 

pressure as the pressure sensor measures a pressure inside 

calipers.  

 
The main goal of the ABS system is to reduce the 

vehicle's stopping distance during braking using the 

fuzzy logic based antilock braking system in order to 

avoid skidding and improve the vehicle's steering ability 

during emergency or hard braking [9]. 
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A. Mathematical Model 

ABS can be described mathematically as a model to be tested 
and developed [3], for Matlab/Simulink Newton's Second Law 
of motion is used: 

 

 

 

 

 

 

 

 

 

Figure 1.  Single wheel model. 

At the wheel center, the torque is:  

 

 

  

  : the linear acceleration, FN : vertical force,  : vehicle 

speed, ω : angular speed, R : radius of tire, λ : slip ratio of the 

wheel,  : mass, Tb :braking torque,  : moment of inertia 

and  : coefficient of friction between the wheel and the road. 

The goal of ABS control is to regulate wheel slip to increase 

the coefficient of friction between the wheel and the road for 

diverse road surface. Generally, the relationship between the 

coefficient of friction μ during the braking process, the slip 

ratio of the wheel, and vehicle speed as a function used in [10] 

are given: 

 

Where, 

C1, C2, C3, and C4: constants for different road conditions, 

which are as follows: 

 

 

TABLE I.  VALUES OF CONSTANTS FOR DIFFERENT ROAD [9] [11]. 

Surface 

Condition 
C1 C2 C3 C4 

Dry asphalt 1.2801 23.99 0.52 

0.02 ~ 0.04 

Wet asphalt 0.857 33.822 0.347 

Concrete 1.1973 25.168 0.5373 

Cobblestone 1.37 6.46 0.67 

III. FUZZY LOGIC CONTROLLER. 

 

Fuzzy logic controller is an intelligent, knowledge 

based control methodology that works well in nonlinear 

and complex systems and without mathematical 

description [6]. It consists of three main processes, 

Fuzzification, Inference (inference deals with rules into 

which human experience can easily be injected through 

linguistic rules), and Defuzzification. 

The Mamdani Fuzzy Logic Controller (FLC) have two 
inputs (slip error (E) and rate of change of slip error (CE)) and 
single output (Brake (Tb). Both of inputs and output are 
having three Gaussian memberships functions. Nomenclature 
used for the rule base is as follows: N-Negative, Z- Zero, P- 
Positive. 

 

 

Figure 2.  Memberships functions of inputs and output 

According to [4], the best performance of ABS occurs when 

3x3 fuzzy rules is implemented (to keep the value of λ near to 

0.2).  The rules are developed in the form of : 

IF (E) IS.... AND (CE) IS.... THEN (T) IS....   

TABLE II.  RULE BASE FOR THE TWO INPUTS. 

Slip Error \ Change of Error N Z P 

N Z N N 

Z P Z N 

P P P Z 

Tb 
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The Fig. 3, describes the relation of pressure as output and the 

two input data. 

 

 

 

 

 

Figure 3.  Surface viewer for the fuzzy inference system. 

Figure 4.  Simulink vehicle model. 

Technical specifications of the vehicle model are listed in the 

following table [10]: 

TABLE III.  TECHNICAL SPECIFICATIONS 

Symbol Value 

m 342 Kg 

g 9.81 m/s2 

R 0.33 

Jw 1.13 Kgm2 

Tb Max 1200 Nm 

 

IV. SIMULATION RESULTS  

After implementation of the model system in Matlab Simulink, 

 

Figure 5.  Slip ratio. 

A. For speed of 50 Km/h 

The vehicle speed and wheel speed has a zero value at 1.47 s. 

This indicates that the wheel is not locked befor the vehicle 

stopping. 

 

Figure 6.  Vehicle speed vs Wheel speed. 

Figure 7.  Comparison vehicle speed for different road conditions. 

Figure 8.  Comparison stopping distance for different road conditions. 

B. For speed of 100 Km/h 

The vehicle speed and wheel speed has a zero value at 3.75 s. 

This indicates that the wheel is not locked befor the vehicle 

stopping. 

Figure 9.  Vehicle speed vs Wheel speed. 
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Figure 10.  Comparison vehicle speed for different road conditions. 

 

 

 

 

Figure 11.  Comparison stopping distance for different road conditions. 

V. CONCLUSIONS 

In this work, Antilock Braking system for vehicle is 

modeled and implemented in Matlab/Simulink. Main 

focus is to showed the effect of road condition and speed 

to the stopping distance of vehicle while braking using 

fuzzy logic controller. 

For comparison, we used different road conditions (Tab. 1) at 

different vehicle speeds (50 km/h, 100Km/h). The results 

showed that when the vehicle speed was low and the condition 

of road was dry road, the time to stopping and the stopping 

distance are shorter , and vice versa.  

A fuzzy controller is modeled by defining input outputs, then 

fuzzy rules. Based on fuzzy control, ABS can effectively 

prevent the wheels from locking, braking more efficiently by 

reaching the optimum value of slip ratio. 
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Abstract-The main objective of this paper is the study a new 

approach for the speed regulator of dual star induction motor 

drives (DSIM) performances, this drive system is supplied by 

multi-level converters (MLC). The new approach uses a Neuro-

Fuzzy controller (NFC) with an indirect field oriented (IFOC) 

technique. To realize a control of this machine, two voltage source 

multi-level converters of the pulse width modulation (PWM) 

methods are applied. So, a four-layer artificial neural network 

(ANN) structure is utilized to train the parameters of the fuzzy 

logic control (FLC) based on the minimization of the square of the 

error. Simulation results obtained are very satisfactory and showed 

that neuro-fuzzy control performance is enhanced using two MLC 

with introduces load disturbances and the parameter variation. 

Keywords-- Dual star induction motor, indirect field oriented 

control, multi-level converters, Neuro-fuzzy controller, fuzzy logic 

control. 

I. INTRODUCTION  

The DSIM powered by voltage source MLC offers 

numerous benefits compared to conventional three-phase 

electrical motors. These advantages include decreased 

harmonic currents in the rotor and reduced current per phase 

without the need for increased voltage per phase, resulting in 

improved reliability and diminished torque pulsations (as 

depicted in Fig. 1 [1-2-3]). The DSIM is designed with two 

windings that are spatially displaced by α= 30° electrical 

degrees, each with isolated neutrals, as shown in Fig. 1 [4-8].          

 Coupling between the field and the torque. To address this 

issue, vector control techniques have been developed, 

enabling decoupling between the field and the torque, similar 

to the control principles used in DC machines [9]. 

Specifically, the indirect vector control scheme for the dual 

stator winding induction machine assumes that the machine 

can be treated as two independent induction machines that are 

coupled through the same rotor shaft [10-11]. This approach 

has proven to be effective in achieving precise control over 

these powerful machines, expanding their versatility across a 

diverse range of industrial applications. 

 

 
 

 

Conventional control algorithms, such as PI and PID 

controllers, have significant room for improvement due to 

their drawbacks. They are highly sensitive to variations in 

system parameters, struggle to effectively handle internal 

disturbances and load fluctuations, and heavily rely on 

precise machine models with specific parameters [8-12]. In 

contrast, intelligent controller designs present a promising 

alternative by not relying on the exact mathematical model of 

the drive systems. As a result, there is a growing need to 

focus on intelligent controllers when seeking to control the 

speed of high-performance induction machine drive systems. 

Numerous innovative approaches have emerged as 

potential replacements for the PI and PID techniques. Among 

these alternatives are the fuzzy logic controller [5-6-8] and 

artificial neural networks (ANNs) [9-10-12]. Nevertheless, 

when implementing a simple fuzzy controller for machine 

drive speed control, its effectiveness is constrained within a 

narrow operational range, demanding substantial manual 

fine-tuning through trial and error to achieve optimal 

performance [8]. Consequently, the creation of a 

comprehensive training dataset capable of handling all modes 

of operation for the ANN becomes an exceptionally 

formidable endeavor [9].  

 The NFC controller has been specifically tailored for 

induction machine drives [11], capitalizing on the strengths 

of both FLC and ANN to enhance performance and 

efficiency. To validate its effectiveness in practical 

applications, a comprehensive simulation model has been 

developed in MATLAB/SOFTWARE. 

This model encompasses the indirect field-oriented control 

of the DSIM powered by two multi-level converters, fully 

incorporating the proposed NFC. The simulation results 

demonstrate the NFC's efficacy in real-world scenarios, 

showcasing its potential to revolutionize the field of 

intelligent control systems for machine drives. 
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II. DSIM MODELING 

The DSIM is designed with two sets of three-phase 

windings spatially phase shifted by 30 electrical degrees [9-

10], sharing a common stator magnetic core, as illustrated in 

Fig. 2 [15]. Nevertheless, modeling and controlling the DSIM 

in its original reference frame present significant challenges. 

To overcome these challenges, it becomes imperative to 

obtain a simplified model. Consequently, the mathematical 

modeling approach for the DSIM closely resembles that of 

standard induction machines, often employing similar 

simplifying assumptions [1-16]: 

 Motor windings undergo sinusoidal distribution; 

 Both sets of windings have identical parameters; 

 The flux path within the motor is linear; 

 The model incorporates mutual leakage inductances. 

 

Fig. 1. Windings of the dual stator induction motor.   

We can express the equation for the stator voltages as:  

{
𝑣𝑑𝑠1 = 𝑅𝑠𝑖𝑑𝑠1 +

𝑑𝜆𝑑𝑠1

𝑑𝑡
− 𝜔𝑠𝜆𝑞𝑠1

𝑣𝑞𝑠1 = 𝑅𝑠𝑖𝑞𝑠1 +
𝑑𝜆𝑞𝑠1

𝑑𝑡
+ 𝜔𝑠𝜆𝑑𝑠1

                       (1)                    

{
𝑣𝑑𝑠2 = 𝑅𝑠𝑖𝑑𝑠2 +

𝑑𝜆𝑑𝑠2

𝑑𝑡
− 𝜔𝑠𝜆𝑞𝑠2 

𝑣𝑞𝑠2 = 𝑅𝑠𝑖𝑞𝑠2 +
𝑑𝜆𝑞𝑠2

𝑑𝑡
+ 𝜔𝑠𝜆𝑑𝑠2 

                    (2) 

The equation for the rotor voltages is given by:                                

{
0 = 𝑅𝑟𝑖𝑑𝑟 +

𝑑𝜆𝑑𝑟

𝑑𝑡
− (𝜔𝑠−𝜔𝑟)𝜆𝑞𝑟  

0 = 𝑅𝑟𝑖𝑞𝑟 +
𝑑𝜆𝑞𝑟

𝑑𝑡
+ (𝜔𝑠−𝜔𝑟)𝜆𝑑𝑟  

                (3)                  

The equation for the rotor and the stator flux linkages are: 

{
𝜆𝑑𝑠1 = 𝑙𝑠𝑖𝑑𝑠1 + 𝐿𝑚(𝑖𝑑𝑠1 + 𝑖𝑑𝑠2 + 𝑖𝑑𝑟)

𝜆𝑞𝑠1 = 𝑙𝑠𝑖𝑞𝑠1 + 𝐿𝑚(𝑖𝑞𝑠1 + 𝑖𝑞𝑠2 + 𝑖𝑞𝑟)
           (4) 

{
𝜆𝑑𝑠2 = 𝑙𝑠𝑖𝑑𝑠2 + 𝐿𝑚(𝑖𝑑𝑠1 + 𝑖𝑑𝑠2 + 𝑖𝑑𝑟)

𝜆𝑞𝑠2 = 𝑙𝑠𝑖𝑞𝑠2 + 𝐿𝑚(𝑖𝑞𝑠1 + 𝑖𝑞𝑠2 + 𝑖𝑞𝑟)
           (5) 

{
𝜆𝑑𝑟 = 𝑙𝑟𝑖𝑑𝑟 + 𝐿𝑚(𝑖𝑑𝑠1 + 𝑖𝑑𝑠2 + 𝑖𝑑𝑟)  
𝜆𝑞𝑟 = 𝑙𝑟𝑖𝑞𝑟 + 𝐿𝑚(𝑖𝑞𝑠1 + 𝑖𝑞𝑠2 + 𝑖𝑞𝑟)

            (6) 

A. Mechanical Equation 

The rotor speed can be expressed as: 

𝐽
𝑑𝜔𝑟

𝑑𝑡
= 𝐶𝑒𝑚 − 𝐶𝑟 − 𝑓𝜔𝑟                                                    (7) 

The electromagnetic torque of the DSIM are given as: 

𝐶𝑒𝑚 = 𝑃
𝐿𝑚

𝐿𝑚 + 𝐿𝑟

 (𝜆𝑑𝑟(𝑖𝑞𝑠1 + 𝑖𝑞𝑠2) − 𝜆𝑞𝑟(𝑖𝑞𝑠1 + 𝑖𝑞𝑠2)) (8) 

                                

Where:  ωs, ωr : speed of synchronous reference frame and 
rotor electrical angular; Ls and Lr stator and rotor inductances;          
Lm : resultant magnetizing inductance; P :number of pole 
pairs; 𝐽 : moment of inertia; Cr : load torque; 𝑓  : total viscous 
friction coefficient, 𝜆 : flux.  

III. CONTROLE TEHENIQUE (IFOC) 

The indirect field-oriented control (IFOC) serves as the main 

objective to enable autonomous manipulation of the rotor flux 

and electromagnetic torque of a machine, akin to the approach 

employed in DC machines [9-10-16]. By implementing the 

IFOC technique in the DSIM drive system, the control 

strategy streamlines the model.  

𝜆𝑑𝑟 = 𝜆𝑟
∗                                                                              (9) 

𝜆𝑞𝑟 = 0                                                                            (10) 

The rotor currents in terms of the stator currents are derived 

from (11) and (12) as: 

𝑖𝑑𝑟 =
1

𝐿𝑚

(𝜆∗−𝐿𝑚(𝑖𝑑𝑠1 + 𝑖𝑑𝑠2))                                (11) 

𝑖𝑞𝑟 =
−𝐿𝑚

𝐿𝑟

(𝑖𝑞𝑠1 + 𝑖𝑞𝑠2)                                           (12)   

Substituting both quadrature and direct rotor currents from 

(11) and (12) into (3) can be written as follows: 

𝑖𝑑𝑠
∗ =

1

𝐿𝑚

𝜆𝑟
∗ +

𝑇𝑟

𝐿𝑚

𝑑𝜆𝑟
∗

𝑑𝑡
                                                  (13) 

𝑖𝑞𝑠
∗ =

𝐿𝑟

𝑃𝐿𝑚𝜆𝑟
∗

𝐶𝑒𝑚
∗                                                            (14) 

ωsl =
Lm

𝑇𝑟𝜆𝑟
∗

iqs                                                                (15) 

where : 

            𝑇𝑟 =
𝐿𝑟

𝑅𝑟
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Furthermore, the same substitution of the rotor currents from 

(11) and (12) the electromagnetic torque is given by: 

𝐶𝑒𝑚
∗ = 𝑃

𝐿𝑚

𝐿𝑟

𝜆𝑟
∗ 𝑖𝑞𝑠

∗                                                            (16) 

 where : the stator current components can be calculated as 

following: 

𝑖𝑑𝑠
∗ = 𝑖𝑑𝑠1

∗ + 𝑖𝑑𝑠2
∗                                                              (17) 

𝑖𝑞𝑠
∗ = 𝑖𝑞𝑠1

∗ + 𝑖𝑞𝑠2
∗                                                               (18) 

   The commands/references voltages are derived by 

substituting the (9) and (10) in (1) and (2) the following are 

obtained: 

{
𝑣𝑑𝑠1

∗ = 𝑅𝑠𝑖𝑑𝑠1 +  𝑙𝑠𝑝𝑖𝑑𝑠1 − 𝜔𝑠
∗(𝑙𝑠𝑖𝑞𝑠1 + 𝑇𝑟𝜆𝑟

∗ 𝜔𝑠𝑙
∗ )

𝑣𝑞𝑠1
∗ = 𝑅𝑠𝑖𝑞𝑠1 + 𝑙𝑠𝑝𝑖𝑞𝑠1 + 𝜔𝑠

∗(𝑙𝑠𝑖𝑑𝑠1 + 𝜆𝑟
∗ )           

 (19) 

 {
𝑣𝑑𝑠2

∗ = 𝑅𝑠𝑖𝑑𝑠2 + 𝑙𝑠𝑝𝑖𝑑𝑠2 −  𝜔𝑠
∗(𝑙𝑠𝑖𝑞𝑠2 + 𝑇𝑟𝜆𝑟

∗ 𝜔𝑠𝑙
∗ )

𝑣𝑞𝑠2
∗ = 𝑅𝑠𝑖𝑞𝑠2 + 𝑙𝑠𝑝𝑖𝑞𝑠2 + 𝜔𝑠

∗(𝑙𝑠𝑖𝑑𝑠2 + 𝜆𝑟
∗ )          

   (20)  

    

The block diagram NFC with IFOC the proposed control 

process, the IFOC of the DSIM drive fed by two MLC is 

shown in Fig. 2. 
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Fig. 2. Block diagram of neuro-fuzzy for speed control of IFOC-DSIM. 

VI. MULTI-LEVEL CONVERTERS MODEL 

The bridge multi-level converters (CHMLC) present a 

multitude of advantages compared to conventional bipolar 

inverters, especially in industrial drives systems. Among these 

benefits are enhanced electromagnetic compatibility, 

decreased voltage stress on the switches, and reduced 

harmonics content at higher levels, thereby lowering the 

reliance on filters and resulting in a more refined output 

voltage waveform with minimal total Harmonic distortion 

(THD) [17-18]. As for the various topologies of multi-level 

converters, the diode-clamped, flying capacitor, and cascade 

H-bridge structures (illustrated in Fig .4) stand out as the most 

popular choices [19]. These advancements in converter 

technology offer significant improvements in efficiency and 

performance for industrial drive applications. 

The proposed multi-level three-phase cascaded H-bridge 

converters, for example, the topology of a seven-level includes 

a standard three-leg converters (one leg for each phase) and H-

bridge in series with each converters leg as shown in fig. 4 

[17-18]. All signals for controlling the cascade H-bridge MLC 

are created by a PWM signal modulated technique, for 

controlling the active devices, the most popular and easiest 

technique to implement uses several triangle carrier signals 

and one reference is shown in Fig. 3. 
 
 

 
Fig. 3. A principle of multi-carrier PWM strategy for MLC with seven levels. 

 

 

 

 

Fig. 4. The topology of the seven level three-phase cascaded H-bridge Multi-

level converters. 
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IV. DSIM NEURO-FUZZY CONTROLLER  

The NFC system is a sophisticated combination of an on-

line learning algorithm and a neuro-fuzzy network, as 

visually presented in Fig. 2. The neuro-fuzzy network 

undergoes rigorous training using the on-line learning 

algorithm. To facilitate the fuzzy inference process, the 

system is equipped with two inputs: 'speed error' and its 

changing, identified as 'input 1' and 'input 2,' respectively 

[20]. The desired outcome, known as the 'torque command,' 

is produced as the output [20-21]. The structure of the 

artificial neural network (ANN) can be visualized in Fig. 5, 

consisting of four distinct layers. The first layer is responsible 

for handling inputs, the second layer handles Fuzzufication, 

the third layer performs crucial fuzzy rule evaluation, and the 

fourth layer takes charge of the Defuzzification process [21-

22]. 

The desired electromagnetic torque 𝐶𝑒𝑚
∗  is achieved 

through the implementation of a PI controller. In this context, 

the term 'error' refers to the disparity between the desired 

torque  𝐶𝑒𝑚
∗ and the control torque 𝐶𝑒𝑚−𝑁𝐹𝐶 , which is 

currently being generated by the neuro-fuzzy controller. 

A. Back propagation algorithm 

     The detailed discussions on different layers of the neuro-

fuzzy network are given below. 

First layer: Each input node in this layer corresponds to the 

specific input variable, the inputs of this layer are given by 

  𝑛𝑒𝑡1
𝐼 = 𝑒𝜔 and  𝑛𝑒𝑡1

𝐼 = 𝑒𝜔
∗  . 

    The outputs of this layer are given by: 

          𝑦1
𝐼 = 𝑓1

𝐼(𝑛𝑒𝑡1
𝐼) = 𝑒𝜔  and  𝑦2

𝐼 = 𝑓2
𝐼(𝑛𝑒𝑡2

𝐼 ) = 𝑒𝜔
∗ . 

    The weights of this layer are unity and fixed. 

Second layer: Each node performs a membership function 

that can be referred to as the Fuzzufication procedure, each 

input has seven Gaussian membership functions (MFs) as 

shown in Fig. 5. 

net1,j
II = − (

x1,j
II − m1,j

II

σ1,j
II )

2

                                             (21) 

net2,k
II = − (

x2,k
II − m2,k

II

σ2,k
II )

2

                                           (23) 

{
 y1,j

II = f1,j
II (net1,j

II ) = enet1,j
II

 

y2,k
II = f2,k

II (net2,k
II ) = enet2,k

II
                                         (24) 

where : m1,j
II , m2,k

II : represents the Gaussian MFs centers 

and   σ1,j
II , σ2,k

II ∶ determines the MFs widths. 

Third layer: Is called inference and decision layer, the output 

of every node is the product of all input signals. Based on 49 

rules in the rule-base of fuzzy inference system the rule base 

of the neuro-fuzzy controller is given in Table. 1, there are 49 

nodes in this layer with function as: 
Table. 1. Rules base for FLC controller. 

 

The values of weights between second layer and third layer 

are unity. 

Fourth layer: is called defuzzifier layer, the center of gravity 

method is used to determine the output of NFC each node 

equation is specified as flowing: 

a = ∑ ∑(ωjk
IV yjk

III)

kj

, b = ∑ ∑( yjk
III) 

kj

        (26) 

net0
IV =

a

b
  ,  y0

IV =  f0
IV =

a

b
                                 (27)

 

ωjk
IV

 
: specify the values of the output membership functions 

used in the FLC, ω0
IV

  
y0

IV  is an output of the defuzzification 

layer 𝒂  and  𝒃 are the numerator and the denominator of the 

function used in the center of area technique, respectively. In 

the NFC, the object of the learning algorithm is correction the 

weights ωjk
IV, the m1,j

II , m2,k
II   and  σ1,j

II , σ2,k
II . For the learning 

algorithm, we use the supervised gradient descent method. 

Therefore, the error E we take for describe the back 

propagation algorithm. 

𝐸(𝑙) =
1

2
𝑒𝐶𝑒𝑚

2                                                       (28) 

𝑒𝐶𝑒𝑚
= 𝑑 − 𝑦                                                      (29) 

where:  𝑑 : Desired torque controller 𝐺𝑒𝑚
∗  (Output of classical 

PI controller) and 𝑦: Actual output (𝑦 is equal to output of 

NFC (𝐺𝑒𝑚−𝑁𝐹𝐶).   

Fig. 5. Membership functions for inputs “e” and “de”. 
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Fig. 6.  NFC network building.  

V. SMULATION RESULTS   

  
      The proposed controller NFC underwent rigorous 

simulation using MATLAB/SIMULINK. A series of tests were 

performed to thoroughly evaluate the performance and 

robustness of the IFOC-DSIM when driven by the CHMLC 

and to compare its effectiveness against the classical PI 

controller. To achieve the supply voltage, two CHMLCs, 

employing a suitable PWM control technique, enforced 

voltage commands. Throughout the simulations, the drive 

was subjected to a step reference speed control set at 

approximately 2500 rpm. Additionally, the drive's 

performance and robustness were further assessed through 

the introduction of step changes in load torque and speed 

inversion. For detailed simulation parameters for the DSIM, 

please refer to Table 2. 

 

 
Fig.7. Simulated responses of outputs current for different number of levels 

m, with increased rotor resistance (∆Rr% = +50%) followed by applying                    
load torque (14N.m). 
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Fig. 8. Simulated responses of the rotor speed for different number of levels 

m with increased rotor resistance (∆Rr% = +50%) followed by applying load 

torque (14N.m). 

                 

 

 
Fig. 9. Simulated responses of the electromagnetic torque for different 

number of levels m, with increased rotor resistance (∆Rr% = +50%) 
followed by applying load torque (14N.m). 

Fig. 7 presents the stator current per phase for converters 

with varying levels from m = 2 to m = 7. At t = 2s, a load of 

Cr = 14 N.m is applied. To assess robustness, we conducted 

tests using both the NFC and PI controller, with the rotor 

resistance (Rr) undergoing a variation of Rn + 50% after        

t = 1s. The findings reveal a noteworthy trend: as the number 

of levels decreases, the output voltage progressively 

approaches a more ideal sinusoidal waveform. This suggests 

that reducing the number of levels in the converter has a 

positive impact on achieving a better sinusoidal output. 

The proposed controller demonstrates numerous 

advantages compared to conventional converters, as 

evidenced in Fig. 8. It showcases the remarkable robustness 

of NFC and PI speed control, even when faced with changes 

in rotor resistance and an increase in reference speed. 

Moreover, Fig. 8 presents the DSIM response to varying 

reference speeds, ranging from 1500 rpm to 2500 rpm. 

Surprisingly, despite an increase in rotor resistance        

(∆Rr% = +50%) at t=1s, followed by the application of load 

torque (Cr = 14 N.m) at t=2s, no change in speed is observed. 

One notable finding is the insensitivity of the NFC to 

constant time variation, in contrast to the different response 

exhibited by the PI controller. These results emphasize the 

superior performance and robustness of the proposed 

controller in diverse operating conditions. 

   The results presented in Fig. 9 reveal a continuous and 

gradual decrease in electromagnetic torque ripple in steady 

state as the number of levels in the converters increases, 

coupled with variations in the rotor resistance. Notably, as the 

inverter voltage level rises from m=2 to m=7, the 

electromagnetic torque ripple experiences a significant 

reduction. This suggests a positive correlation between the 
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number of levels in the converters and the mitigation of 

electromagnetic torque ripple.  

Together simulation results indicate that the proposed NFC 

controller gives better performances and robustness than the 

classical PI controller. It is observed a substantial reduction in 

the magnitude of pulsations  in  the  electromagnetic  torque  

and  stator  currents  with  a  multi-level  inverter  compared 

to a conventional inverter. 

VI. CONCLUSION 

  The present paper introduces a novel design that utilizes 

NFC for speed regulation of DSIM fed by MLC. The NFC 

control offers several advantages, including high 

performance, simplicity in composition, robustness against 

disturbances, and improved tracking performance of speed. 

The simulations conducted on DSIM fed by MLC, with the 

latter solely providing power to the AC and maintaining the 

output voltage at a predefined level, yielded satisfactory 

results. The fuzzy system control, implemented with a four-

layer NN architecture and utilizing error speed and its 

derivative as inputs, was successfully employed. The NFC's 

learning process relied on the gradient descent technique. The 

simulation results unambiguously demonstrate NFC's 

superiority over the classical PI controller in terms of 

robustness. Furthermore, the proposed controller showcased 

high reliability and efficiency in regulating the speed of the 

DSIM across various operating conditions and increasing 

levels. 

APPENDIX 1 

Table.2: Dual star induction machine parameters for simulation. 
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Quantity Symbol and magnitude 

Rated power Pn 4.5  kW 

Rated voltage Vn  220/380  V 

Rated current In 6 A 

Rated speed  Nn  2753  rpm 

Number of poles P 2 

Rated frequency f  50 Hz 

Stator resistance RS  3.72 Ω 

Rotor resistance Rr 2.12  Ω 

Stator inductance LS  0.022 H 

Rotor inductance Lr  0.006 H 

Mutual inductance Lm  0.3672 H 

Moment of inertia J 0.0662 kg.m2 

Coefficient of viscous friction f 0.006  N.m.s/rad 
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Abstract— This paper investigates the estimation of the speed and 

flux of an asymmetric six-phase induction machine (ASIM) using 

machine learning (ML) algorithms. For well-exp0loiting the 

characteristics of ML, two concepts are introduced: a) the grey 

box principle, by using our knowledge of the ASIM to provide 

more simple and effective estimator inputs; B) hyperparameter 

optimization using the Bayesian optimization (BO) algorithm. 

Intensive simulations are done under MATLAB/Simulink, using 

different ML algorithms to select the optimal algorithm for this 

application. The performance comparison reveals that the 

Gaussian Process regression presents the highest accuracy in the 

test, making it more suitable for speed and flux estimation. 

Keywords: Asymmetric Six-Phase Induction Machine, Supervised 

Machine Learning Algorithms, Hyperparameter Optimization. 

 

I. INTRODUCTION 

Nowadays the exponential development of artificial 
intelligence and its success in a wide range of areas motivate 
researchers to explore more applications [1], [2]. In renewable 
energy systems, like solar and wind turbines, machine learning 
is used to estimate some nonlinear quantities used to diagnose 
and control these systems. 

The speed and flux are essential parameters used to control 
the machine. Where the supervised ML can be used as an 
estimator. There are many ML algorithms that have been used 
in the literature.  Such as in [3], [4] where the problem is 
considered like a black box, so the training step can take more 
time and provide poor results. Moreover, the hyperparameters 
are set manually such as in [5], [6]. This strategy not only 
imposes a significant amount of human work adjusting the 
model's correctness but also severely restricts its performance.  

A bad choice of the estimator input and the hyperparameter 
of these algorithms can provide poor results and can decrease 
ML performances. To outrun these two problems and provide 
high-accuracy estimation using ML two improvements are 
presented in this paper: a) the best choice of the estimator inputs 
is insured using the grey box principle, this principle consists to 
exploit our previous knowledge of the machine to provide more 

simple and effective inputs; b) the hyperparameter is optimized 
using Bayesian Optimization (BO) algorithm. The proposed 
estimator is represented in Fig. 1. 

The contributions of this article are classed in the following 
points: 

• High precision of estimation. 

• Adaptation to the parametric variation. 

• Avoid wasting time by manually searching. 

This article is ordered as follows: section 2 is devoted to the 
ASIM modelling with the magnetic circuit saturation; Section 3 
shows the Gaussian process regression theory amyloid with the 
grey-box principle and the Bayesian hyperparameter 
optimization; Section 4 presents the training and the test result 
of GPR. 

Inverter1

Inverter2

ASIM

iabc Vabc

Phenomena-
Inspired static
Nonlinearity

Eq.14-19

GPR Flux and Speed
Estimation

u1 u2 un

φs_es Ωr_esφs_est Ωr_est

 

Figure 1.  Proposed GPR flux and speed estimator. 
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II. MODELLING OF  ASIG 

The machine used in this article is an asymmetric six-phase 
induction machine. This machine’s stator is constituted by two 
identical stars shifted by 30 degrees. Electrical equations are 
expressed as flow [7]:  

 

{
 
 
 

 
 
 �̅�𝑠1 = 𝑟𝑠1𝚤�̅�1 +

𝑑

𝑑𝑡
�̅�𝑠1

�̅�𝑠2 = 𝑟𝑠2𝚤�̅�2 +
𝑑

𝑑𝑡
�̅�𝑠2

�̅�𝑟 = 𝑟𝑟𝚤�̅� +
𝑑

𝑑𝑡
�̅�𝑟 − 𝑗𝜔𝑟�̅�𝑟 = 0

 (1) 

Where: 𝑟𝑠𝑥(𝑥 = 1,2); 𝑟𝑟: is the stator, rotor resistance; 𝜔𝑟: 
the rotor electrical angular speed. All of the other symbols 
represent their usual significance. The formulas of the stator and 
rotor flux linkages are as follows [8]: 

 

 

{
 
 

 
 
�̅�𝑠1 = 𝐿𝑙𝑠1𝚤�̅�1 + 𝐿𝑚(𝚤�̅�1 + 𝚤�̅�2 + 𝚤�̅�)

�̅�𝑠1 = 𝐿𝑙𝑠2𝚤�̅�2 + 𝐿𝑚(𝚤�̅�1 + 𝚤�̅�2 + 𝚤�̅�)

�̅�𝑟 = 𝐿𝑙𝑟𝚤�̅� + 𝐿𝑚(𝚤�̅�1 + 𝚤�̅�2 + 𝚤�̅�)

 
 (2) 

 

Where: 𝐿𝑙𝑥 (𝑥 = 𝑠1, 𝑠2, 𝑟): is the leakage inductance of the 
stator (or rotor), and 𝐿𝑚: The magnetizing inductance, expressed 
by [9], [10] : 

𝐿𝑚 = 0.1406 + 0.0014 𝚤𝑚 − 0.0012 𝚤𝑚
2

+ 0.00005 𝚤𝑚
3 

     (3) 

The magnetizing current is expressed as follows [9]: 

 𝚤𝑚 = √[𝑅𝑒(𝚤�̅� + 𝚤�̅�)]
2 + [𝐼𝑚(𝚤�̅� + 𝚤�̅�)]

2   
(4) 

With 

 𝚤�̅� = 𝚤�̅�1 + 𝚤�̅�2     (5) 

The electromagnetic torque is determined as follows: 

 

 

{
 
 

 
 𝑇𝑒𝑚1 = 𝑃 𝐼𝑚{�̅�𝑠1

⊛ 𝚤�̅�1 }

𝑇𝑒𝑚2 = 𝑃 𝐼𝑚{�̅�𝑠2
⊛ 𝚤�̅�2 }

𝑇𝑒𝑚 = 𝑇𝑒𝑚1 + 𝑇𝑒𝑚2

  (6) 

The mechanical equation of the machine is defined as 
follows: 

 
𝑇𝑒𝑚 − 𝑇𝑔 = 𝐽

dΩ

dt
+ 𝑓Ω (7) 

III. GAUSSIAN PROCESS REGRESSION  

The Gaussian process regression kernel model is a 
sophisticated probabilistic algorithm.  

The GPR is a generalization of the relevant probability 
distribution. The Gaussian distribution takes an input vector and 
computes its probability, which has the features of a mean and 
variance equation (8) [11]. A mean function (the prediction) 
𝜇(𝑥) Equation (9) and a covariance function 𝑘(𝑥, 𝑥′) Equation 
(10) specify the GPR. 

 

 𝑔(𝑥)~𝑔𝑝(𝜇(𝑥), 𝑘(𝑥, 𝑥′)) (8) 

 𝜇(𝑥) = 𝛦[𝑔(𝑥)] (9) 

 𝑘(𝑥, 𝑥′) = 𝛦[(𝑔(𝑥) − 𝜇(𝑥))(𝑔(𝑥′) − 𝜇(𝑥′))] (10) 

   

The mean function is initialized to zero to simplify and 
prevent complicated calculations, as shown in Fig. 2-a.  

For this application, the kernel function is the Rational 
Quadratic for the speed estimator Equation.11 and the Matern 
for the flux estimator Equation (12) [12]. 

 

𝐾𝑅𝑄(𝑥𝑖 , 𝑥𝑗) = 𝜎𝑓
2 (1 +

𝑟2

2𝛼𝜎𝑙
2
)

−𝛼

 (11) 

𝐾𝑀𝑎𝑡(𝑥𝑖 , 𝑥𝑗) = 𝜎𝑓
2 (1 +

√5𝑟

𝜎𝑙
+
5𝑟2

3𝜎𝑙
2) 𝑒𝑥𝑝 (−

√5𝑟

𝜎𝑙
) (12) 

 
The GPR inputs are chosen using the grey box approach to 

improve the estimator's efficacy, and the Hyperparameters are 
optimized using Bayesian optimization, as discussed in these 
subsequent: 

A.  Hyperparameter Optimization 

Bayesian optimization is a method of finding the best values 
of some parameters that affect the performance of a system or a 
function. It works by the construction a probabilistic model of 
the function, called the surrogate function, then searched 
efficiently with an acquisition function, in our situation, we used 
the predicted improvement per second plus as indicated in 
equation (13). 

 

𝛼𝑡(𝑥) =

(𝑔(𝑋𝑏𝑒𝑠𝑡) − 𝜇(𝑋)) 𝒞(𝑔(𝑋𝑏𝑒𝑠𝑡); 𝜇(𝑋)) +

𝜎𝑓(𝑋) 𝒩 (𝑔(𝑋𝑏𝑒𝑠𝑡); 𝜇(𝑋); 𝜎𝑓(𝑋))

𝜇(𝑋)
 

(13) 

 

 The surrogate function is updated with the new 
observations, and the process is repeated until a satisfactory 
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solution is found. These phases are organized in pseudocode 
(see algorithm 1). 

Fig. 2 shows the first four iterations for a better 
understanding. 

B. Grey-Box Concept 

A black box model is a model that does not assume any prior 
knowledge about the internal structure or logic of the system. 
This method can be complex to construct an effective estimator. 

A grey box principle is a model that associate a theoretical 
knowledge with data to complete the model. A grey box model 
is useful when some information about the system is known, but 
not enough to create a fully deterministic or analytical model. A 
grey box model can also incorporate physical constraints and 
prior information into the model. The grey box model can 
provide better performance if some information about the 
system is known, but not enough to create a fully deterministic 
or analytical model. To acquire more meaningful estimator 
inputs, we employ the grey box concept in our case.  

Equations (14)-(19) show the transformations we utilized in 
this paper [13]. The new inputs are derived from complex 
conversions from the voltages and currents of the ASIM. These 
nonlinear transformations help to improve the performance and 
efficiency of the system. 

 

 

 

X0

F  ∓  

 

t = 0

 

 max

X0

F

 

 ∓  

t = 1

 

X1

 max

t = 2

 

X2

 max

t = 3

 

Figure 2.  Visualization of a few Algorithm 1 iterations. 

 
 𝑢1𝑥 = |�̅�𝑠1| (14) 

 𝑢2𝑥 = |𝚤�̅�1| (15) 

 𝑢3𝑥 = 𝑅𝑒{�̅�𝑠1 𝚤�̅�1
⊛} (16) 

 𝑢4𝑥 = 𝐼𝑚{�̅�𝑠1 𝚤�̅�1
⊛} (17) 

 
𝑢5𝑥 = 𝑅𝑒 {

�̅�𝑠1
𝚤�̅�1
} (18) 

 
𝑢6𝑥 = 𝐼𝑚 {

�̅�𝑠1
𝚤�̅�1
} (19) 

 

Algorithm 1.  Bayesian optimization pseudo-code with the surrogate 

model GP 

 

1:  Input dataset  𝓓 = {𝑿, 𝒀} 

 

2:  Initial random part of dataset 𝓓𝟎 = {𝑿𝟎, 𝒀𝟎}   

 

3:  Calculate a Surrogate Function (GP) 

    𝒈 to find 𝒀𝟎 = 𝒈(𝑿𝟎) 

     

4:  for 𝒕 = 𝟏, 𝟐,… do 

 

5: Chose another part of dataset 𝓓𝒕 = {𝑿𝒕, 𝒀𝒕} by 

minimizing the Acquisition Function 𝜶 (expected 

improvement per second plus. Eq.13): 
   𝑿𝒕 = 𝐚𝐫𝐠 𝐦𝐚𝐱𝐱 𝜶(𝑿;𝓓𝒕) 

 

6:   Increase the dataset 𝓓𝒕 = 𝓓𝒕−𝟏⋃{(𝑿𝒕, 𝒀𝒕)} 

 

7:   Examine  the  Surrogate Function 𝒈 to find  
𝒀𝒕 = 𝒈(𝑿𝒕) 

 

8:  end 
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IV. TRAINING RESULTS 

The GPR-supervised learning approach is used to estimate 
the flux and the rotation speed of an ASIM. During the training 
phase, three separate databases are employed. The initial dataset 
contains 7876 samples that were utilized for training. Another 
dataset has 1688 samples, and the holdout validation approach 
was used to test the correctness of the trained model and protect 
it from overfitting. The final dataset contains 1688 samples used 
to assess the model's efficiency. 

The signal standard deviation is fixed to 0.1088. The GPR 
estimator's hyperparameters are adjusted using BO. The training 
results of the GPR are compared with other ML. These 
algorithms are: Artificial Neural Network (ANN); Support 
Vector Machine (SVM); Ensemble Learning (EL); and Decision 
Tree (DT). Four indicators are utilized: The Root Mean Square 
Error (RMSE); coefficient of determination (𝑅2); Mean Square 
Error (MSE); and Mean Absolute Error (MAE), Equations (20)-
(23), respectively. 

 
 

𝑅𝑀𝑆𝐸 =  
√∑ (�̂�𝑖 − 𝑦𝑖)

2𝑛
𝑖=1

𝑛
 (20) 

 
𝑅2 = 1 −

∑ (�̂�𝑖 − 𝑦𝑖)
2𝑛

𝑖=1

∑ (�̌�𝑖 − 𝑦𝑖)
2𝑛

𝑖=1

 (21) 

 
𝑀𝑆𝐸 =  

1

𝑛
∑ (�̂�𝑖 − 𝑦𝑖)

2
𝑛

𝑖=1
 (22) 

 
𝑀𝐴𝐸 = 

1

𝑛
∑ |�̂�𝑖 − 𝑦𝑖|

𝑛

𝑖=1
 (23) 

 
 

With: 𝑛: the size of the training data, 𝑦𝑖: the actual 
(observed) answer, and �̂�𝑖: the value estimated. 

Tables 1 and 2 illustrate the training achievements for speed 
and flux estimators, respectively.  

The GPR presents the best estimation performance in the test 
with an RMSE of 0.27412 for the speed estimation and 0.005042 
for the flux estimation.  

 

TABLE I.  PERFORMANCE OF SPEED ESTIMATOR 
 

Speed ANN SVM EL DT GPR 

RMSE(validation) 

(test) 

0.99045 

1.3321 

3.6243 

2.786 

3.3403 

3.1116 

3.3611 

2.9657 

0.27658 

0.27412 

R2 (validation) 

(test) 

1.00 

1.00 

0.99 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

MSE (validation) 

(test) 

0.98099 

1.7745 

13.136 

7.7621 

11.158 

9.6818 

11.297 

8.7956 

0.076498 

0.07514 

MAE (validation) 

(test) 

0.71611 

0.97354 

2.143 

1.8061 

2.4024 

2.3535 

2.0371 

1.8879 

0.21719 

0.21417 

Prediction speed 

(~obs/sec) 

160000 100000 47000 130000 3300 

Training time 

(sec) 

140.82 223.7 40.253 18.676 2427.5 

 

 

TABLE II.  PERFORMANCES FLUX ESTIMATOR 

Flux ANN SVM EL DT GPR 

RMSE(valid)               

(test) 

0.015035 

0.012887 

0.017103 

0.016238 

0.016529 

0.014499 

0.021983 

0.020285 

0.0052222 

0.0050421 

R2 (valid)                     

(test) 

0.99 

0.99 

0.99 

0.99 

0.99 

0.99 

0.98 

0.98 

1.00 

1.00 

MSE (valid) 

(test) 

0.00022604 

0.00016609 

0.00029252 

0.00026366 

0.0002732 

0.0002102 

0.0004832 

0.0004114 

2.7271e-5 

2.5423e-5 

MAE (valid) 

(test) 

0.010463 

0.0093419 

0.012947 

0.012361 

0.0094641 

0.0083299 

0.010803 

0.010395 

0.0035783 

0.0033773 

Prediction 

speed 

(~obs/sec) 

95000 110000 42000 47000 5700 

Training 

time (sec) 

338.4 2385.5 63.999 36.918 1022.6 

 

 

Fig. 3 depicts the performance optimization of the (a) speed 
and (b) flux estimation. At iteration number 23, the speed 
estimator achieved the optimal point hyperparameter. The flux 
estimator, on the other hand, reached the optimum point 
hyperparameter after seven iterations. Table 3 displays the 
optimum hyperparameters determined for the GPR method. 

 
(a) speed estimator 

 
(b) Flux estimator 

Figure 3.  The MSE of the GPR hyperparameters.  

TABLE III.  OPTIMIZED GPR HYPERPARAMETERS  

 Speed Flux 

Sigma 493.9326 0.043146 

Basis function Constant Linear 

Kernel function Nonisotropic Rational Quadratic Nonisotropic Matern 5/2 

Standardize False False 

 
Fig. 4 depicts the speed and flux estimators' training 

outcomes. The estimated values are adequately adjusted on the 
diagonal, which represents the line of ideal predictions. As a 
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consequence, the model is not overfitted (validation result) and 
is well generalized (test result). 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4.  Validation and testing of the GPR with the optimal 

hyperparameters for the speed estimation (a), (b), and the flux estimation (c), 

(d). 

 

V. CONCLUSION 

Using supervised machine learning methods, this article 
presents an estimator of the speed and flux of an ASIM. To 
maximize the capabilities of ML, we employed two 
enhancements: a) the gray box concept, which we used to give 
more simple and effective estimator inputs using our 
understanding of the ASIG model; and B) hyperparameter 
optimization utilizing the Bayesian optimization technique. A 
comparison of the top ML algorithms for flux and speed 
estimates is performed in MATLAB/Simulink under the same 
conditions. According to the results of the comparison, Gaussian 
process regression presents the best approach, with an MSE of 
0.07514 for speed estimation and 2.5423e-5 for flux estimation. 

In future work, we can estimate other ASIM parameters like 
voltage and current using machine learning algorithms. 
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Abstract— This paper presents two novel maximum power point 

tracking (MPPT) control strategies utilizing the gradient 

optimization algorithm to maximize the wind turbine's output 

power while minimizing the chattering effect resulting from 

intermittent control switching. In the first method, the gradient 

algorithm is integrated with sliding mode control (GSMC), and 

in the second technique, it is combined with adaptive fuzzy 

sliding mode control (GAFSMC). To assess the robustness and 

tracking capabilities of these techniques, numerical simulations 

were conducted under varying wind speed profiles. The results 

obtained demonstrate superior performance of the two newly 

developed methods when compared to classical SMC and fuzzy 

logic approaches. 

Keywords: Gradient Algorithm, MPPT, Sliding Mode Control. 

I. INTRODUCTION 

Given environmental issues and the shortage of fossil 
energy sources in the near future, the use of "green" energy is 
becoming increasingly important for a much more sustainable 
world [1], [2]. Among these resources, Wind power is one of 
the world's most interesting, it is inexhaustible, unlimited, and 
abundantly available everywhere [3]. However, wind power is 
principally dependent on the geographical and seasonal climate 
conditions. Therefore, it is necessary to design a system 
capable of generating maximum power under these conditions 
[4], [5]. This is known as maximum power point tracking 
(MPPT). 

Extensive research has been conducted into various 
approaches for tracking wind energy systems' maximum power 
point [6], [7]. To date, numerous MPPT control techniques 
have been investigated, such as conventional Tip speed ratio 
(TSR) and optimal torque control (OTC) [8], [9], intelligent 
fuzzy logic (FL) [10], [11], nonlinear sliding mode control 
(SMC) [12], [13], and other hybrid techniques like FLSMC 
and adaptive fuzzy sliding mode control (AFSMC) [14 – 16]. 
These techniques are distinguished by their simplicity, speed, 
price, and convergence efficiency [15]. 

As a non-linear control technique, sliding mode control is 
widely appreciated for its outstanding properties, such as high 
accuracy, fast dynamic response, stability, and ease of 
conception and implementation [17]. Nevertheless, a 
significant shortcoming of the SMC is the chattering effect 
created by the intermittent switching of the control [16], [17]. 
To remedy this problem, various solutions have been proposed 
in the literature [15-19], either by modifying the classical SMC 
or associating it with other control methods. 

In this paper, the gradient optimization algorithm is 
suggested as a solution to minimize the chattering effect and 
enhance the robustness of the MPPT control methods of the 
wind turbine, specifically SMC and AFSMC. For this purpose, 
the remainder of the paper is structured as follows: Section 2 is 
reserved for describing and modeling the wind turbine 
considered in this study. Section 3 introduces two innovative 
methods, GSMC and GAFSMC, developed to track the 
maximum power point of wind power. Simulation results and 
discussion are presented in section 4. Finally, the main findings 
of this work are presented in section 5. 

II. MODELING OF THE WIND TURBINE 

The wind turbine is designed to convert a part of the wind's 
kinetic energy into mechanical power and then, via a generator, 
into electrical power [20]. 

The output power of the wind turbine can be calculated 
using the following formula [21]: 

                                     
 

 
     

   
                                    (1) 

Where:    : The wind speed;  : The air density;  : The turbine 
radius. 

The power coefficient    is a non-linear function of the 
blade pitch angle   and the tip speed ratio (TSR)  . The 
considered model in this paper is described by [22]: 
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                            (2) 

With:                   
 

        
 

     

                                           (3) 

and:                               
    

  
                                                (4) 

Where:   : The angular speed of the wind turbine.  

In this study, we consider a low-speed generator driven 
directly by the mechanical torque developed on the rotor shaft 
of the turbine as presented in Fig. 1. This torque is described by 
[20]: 

                                     
  

  
                                                  (5)   

The dynamics of the angular velocity of the turbine is given by 
(6). 

                        
 

  
                                                (6) 

Where:   : The total moment of inertia;   : The generator 

torque;   : The viscous friction coefficient.  

 

Figure 1.  Diagram of a studied part of the wind turbine conversion system 

III. DESIGN OF THE PROPOSED METHODS 

In wind turbines, the MPPT control algorithm is utilized to 
achieve the maximum output power value during fluctuations 
in wind speed. This section introduces two novel MPPT 
control strategies based on the gradient algorithm, which aim 
to improve the wind turbine's efficiency. 

A. Gradient Sliding Mode Control 

The gradient sliding mode control principle is based on 
optimizing the turbine's power coefficient by the gradient 
ascent algorithm to get the optimum speed corresponding to the 
maximum power extracted from the wind. However, sliding 
mode control adjusts the turbine's angular speed to its optimum 
reference, allowing it to adapt to wind fluctuations while 
maintaining its optimum operation. 

To maximize the energy extracted from wind power, it’s 
important to maximize the power coefficient    with respect to 
   and  . To achieve this goal, the gradient ascent algorithm is 
used. In the remainder of this work, we consider β=0°. 

By minimizing the criterion:   
 

 
  
   the dynamics of 

       can be given by:  

                                            
   

  
                          (7) 

Where:     

A discrete expression of (7) can be given by: 

                                          
   

  
                                (8) 

Thus, the optimal speed of the wind turbine can be deduced 
by: 

                                               
  

 
                                   (9) 

The SMC control is defined as the sum of the equivalent 
control      and the switching control     . 

                                       
                                          (10) 

And the sliding surface (S) is chosen to be equal to the 

turbine speed error     defined by: 

                                                                           (11) 

Recalling (6) and (9), the dynamics of S is given by :                                      

                                                                               (12)           

Or:  

                            
 

  
                                     (13) 

With:  

                                   
  

 
     

   

 
                              (14) 

By definition, the equivalent control is deduced for     , 
and accordingly, (13) gives: 

                                                                      (15) 

Let define now the following Lyapunov function candidate 
V as: 

                                
 

 
                                               (16) 

The times derivative of (16) yields to:  

                                                                                          (17) 

 

  PMSG 

   

   

  

Wind 

Turbine 
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Using (10), (13), (14) and (15) and choosing the switching 

control     as: 

                                                                      (18) 

where      and    > 0,  the dynamics (13) becomes such as: 

                                                                          (19) 

Clearly, by replacing (19) in (17), one has:   

                              
                                 (20) 

According to Lyapunov theory, the system is globally 
asymptotically stable and converges to 0 in a finite time. That 
is              . 

Consider the angular dynamics (6) and its optimal value 
(9). The control law given by (10), (15) and (18) ensures all 
signals in the closed-loop system will be bounded and the 
sliding surface (11) converges to zero asymptotically. 

B. Gradient Adaptative Fuzzy Logic Sliding Mode Control 

In this case, the control of the wind turbine speed is ensured 
by the AFSMC and the optimal referential speed is obtained by 
the gradient ascent algorithm.  

We suppose that the control input meet the condition of the 
universal approximation, and it can be approximated via the 
following fuzzy system so that: 

                                          
                                             (21) 

We suppose that there exists a fuzzy system in the form of 
(21) with some optimal parameters     such that: 

                             
      

                                 (22) 

Then   
  can be expressed as: 

                                
    

                                             (23) 

Where:   
 : is a set of fuzzy basis functions;     : is the 

fuzzy approximation error. 

Let’s define the error between the   
  and    as: 

                                            
                                      (24) 

Using (21) and (23), (24) gives: 

                          
         , with                          (25) 

Recalling that:         
    

  and combining it with 

(6), (12) and (14), gives: 

         
 

  
       

                
  

 
     

   

 
        (26) 

Using (15) and (18), we get: 

                                           
  

  
                        (27) 

Consider now a quadratique cost function that measures the 
difference between the controller (10) and the fuzzy controller 
defined by: 

                              
 

   
  
  

 

   
   

    
   

 
                    (28) 

Using gradient descent method to minimize (28) with 
respect to   yields to: 

                                       , with                         (29) 

From formulae (27) and (29), we find: 

                             
                                     (30) 

A discrete expression of (30) can be given by: 

                      
                                    (31) 

IV. RESULTS AND DESCUSSION 

The simulation of the modeling turbine with the suggested 
MPPT control methods is performed using a Matlab script. The 
developed methods are analyzed under two different wind 
speed profiles to evaluate their robustness and tracking 
capabilities. The results are then compared with the SMC and 
Fuzzy logic methods. The simulation parameters of the 
considered turbine are [23-25]: 

       m,                 ,           N.m.s/rad. 

A. Robustness Test 

The robustness of the two developed methods is 
investigated under the rapid changing of the wind speed as 
illustrated in Fig. 2. The characteristics of the power coefficient 
(Cp), the output power and the angular velocity are presented 
in Fig. 3, Fig. 4 and Fig. 5, respectively. These figures 
demonstrate that the wind turbine operates at the optimal speed 
for each wind speed variation and achieves the maximum 
power point efficiently. The comparative study with the 
traditional SMC and fuzzy logic methods shows that the two 
proposed methods perform better. Indeed, we note the absence 
of the chattering effect in the GSMC method and the non-
sensitivity of the GAFSMC method to sudden variations in 
wind speed. 
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Figure 2.   Wind speed profile  

 

Figure 3.  Power coefficient caracteristic’s 

 

Figure 4.  Output power of the wind turbine 

 

Figure 5.  Angular speed of the wind tuebine 

B. Tracking Test 

The tracking test of the two proposed strategies is analyzed 
under the intermittent wind speed profile which is illustrated 
in Fig. 6. The different characteristics of the wind turbine are 
presented in Fig. 7 to Fig. 10. These results show good 
tracking capabilities of the proposed methods and well-
ensured MPPT control. Also, it reveals an excellent dynamic 
response of the GSMC compared to the other methods. 

 

Figure 6.  Intermittent wind profile 

 

Figure 7.  Power coeffcient caracteristic’s 
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Figure 8.  Output power of the turbine 

 

Figure 9.  Angulare speed of the wind turbine 

 

Figure 10.  Output power versus angular speed 

V. CONCLUSION 

Two innovative methods, GSMC and GASMC, have been 
developed to maximize power extraction from wind sources. 
Their performance is thoroughly analyzed and compared 
against two traditional methods, SMC and Fuzzy Logic. The 
incorporation of the gradient ascent algorithm enhances the 
performance of these newly proposed methods by minimizing 

the chattering effect associated with SMC and improving its 
dynamic response. Additionally, it enhances their reliability 
and tracking capabilities, ensuring effective MPPT control. 
This study establishes the consistency and effectiveness of 
these methods beyond doubt.  
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Abstract— This paper introduces a fractional-order synergetic 

controller (FOSC) applied to a shunt active power filter (SAPF). 

The SAPF is specifically designed to address issues related to 

reactive power compensation and the elimination of current 

harmonics caused by non-linear loads and unbalanced source 

voltages. The proposed FOSC serves as a robust control method 

capable of ensuring rapid convergence and stable closed-loop 

system performance, both in transient and steady-state conditions. 

Extensive simulation tests were carried out to validate the efficacy 

of this control approach, considering unbalanced source voltages 

as well. The results unequivocally demonstrate that the FOSC 

outperforms the conventional proportional-integral (PI) control 

method. 

Keywords: Shunt active power filter, fractional-order, synergetic 

control, Power Quality. 

I. INTRODUCTION 

Harmonics refer to electrical waveform alterations 
characterized by frequencies that are multiples of the primary 
power system frequency [1]. These distortions can originate 
from nonlinear loads and have diverse detrimental impacts on 
the power system, including reduced effectiveness, heightened 
energy losses, diminished power factor, and potential equipment 
harm [2]. 

Numerous solutions have been proposed to mitigate the 
negative impact of harmonics on an electrical grid. One widely 
adopted method involves the use of harmonic filters, designed 
to lower harmonic levels within the system [3]. These filters can 
be placed at the Point of common coupling (PCC), where the 
harmonic-generating loads connect to the system, or directly at 
the source of harmonics. Passive harmonic filters, utilizing 
passive components, are commonly employed to reduce 
harmonics in electrical networks [4]. Nevertheless, they have 
limitations, such as reduced effectiveness in certain scenarios 
and the potential to create adverse environmental conditions that 
can damage equipment [5]. 

Active filters employ power electronics to inject current into 
the system, effectively mitigating harmonics. This approach 
brings advantages such as enhanced flexibility, improved power 

factor, greater efficiency, and reduced equipment damage risk. 
Nonetheless, active filters require a reliable power supply and, 
if not constructed and controlled correctly, may generate 
harmonics [6, 7]. 

When dealing with nonlinear systems that require high 
precision and dynamic characteristics, conventional control 
methods such as the proportional-integral (PI) controller may 
not always be the optimal choice for power electronics 
applications [8]. Instead, nonlinear and intelligent approaches 
like sliding mode control (SMC) [9], backstepping control (BC) 
[10], and high-order SMC techniques have demonstrated 
success in reducing current fluctuations and improving power 
quality. However, implementing these methods can be intricate 
and challenging. 

As an alternative, fractional-order synergetic control 
(FOSC) has gained traction due to its added design flexibility 
and relative simplicity [11]. Synergetic control (SC) [12] has 
also garnered attention from researchers in various studies for its 
ability to effectively regulate nonlinear and uncertain systems, 
even in chaotic conditions. 

This paper proposes utilizing Fractional-Order Synergetic 
Control (FOSC) as the preferred method for managing a three-
phase three-level T-type inverter-based SAPF. When source 
voltages are uneven, this control strategy is favored due to its 
simplicity, resilience, and straightforward implementation. Its 
primary objective is to improve current quality and reduce 
overall system expenses. Additionally, the fractional synergetic 
control technique is employed to oversee DC voltage regulation 
and Compensation reactive power in grid. 

The primary advancements include: 

• Reducing the (THD) in the current. 

• Enhancing the filtering system's dynamic responsiveness. 

• Enhancing power quality in situations with unbalanced 
source voltage. 

This article is organized as follows: In the following section 
(Section 2), we elaborate on the 3-level T-type inverter-based 
SAPF, including its control principle. Moving on to Section 3, 
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we provide a theoretical review of fractional-order synergetic 
control and its implementation in active filter control. The 
significant outcomes, including those for scenarios with 
unbalanced source voltages, are presented in Section 4 and 
compared to traditional PI control methods. Finally, in Section 
5, we wrap up the paper by summarizing the key discoveries and 
outlining future research directions. 

II. DESIGN AND CONTROL OF SAPF 

A.  Design of system 

Broadly, the system investigated in this study comprises two 
components: power and control. These components are linked 
to a PCC. The first part involves a three-phase grid connected to 
a non-linear load, depicted as a three-phase diode rectifier. 
Meanwhile, the second part involves a 3-level T-type inverter 
with a specific control approach. As shown in the Fig. 1. 

 

Figure 1. Schematic block of SAPF. 

The dynamic model in αβ axes for the SAPF as follows: 

 {
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 (1) 

The formula representing the connection between current 
and voltage in the dc-link is as follows: 

 𝐶𝑑𝑐
𝑑𝑉𝑑𝑐

𝑑𝑡
= 𝑖𝑑𝑐 (2) 

The active filter controller must generate reference currents 
to remove unwanted elements. This is achieved by estimating 
the reference source current and then subtracting the load current 
to determine the inverter reference current, to achieve this, we 
follow the method mentioned in [13] as follows: 

 

𝐼𝑢1 = sin(𝜃)

𝐼𝑢2 = sin(𝜃 +
2𝜋

3
)

𝐼𝑢3 = sin(𝜃 −
2𝜋

3
)

 (3) 

By employing a PLL, the angle θ is derived from the primary 
voltage waveform to uphold a unity power factor, leading to a 
balanced current devoid of harmonics and reactive power [13]. 
The reference source currents are outlined as follows: 

 

{
 

 
𝑖𝑠𝑎
∗ = 𝐼𝑚𝑎𝑥

∗ sin(𝜃)

𝑖𝑠𝑏
∗ = 𝐼𝑚𝑎𝑥

∗ sin (𝜃 +
2𝜋

3
)

𝑖𝑠𝑎
∗ = 𝐼𝑚𝑎𝑥

∗ sin (𝜃 −
2𝜋

3
)

 (4) 

Hence, the active filter reference currents can be formulated 
as follows: 

 {

𝑖𝑓𝑎
∗ = 𝑖𝑙𝑎

∗ − 𝑖𝑠𝑎
∗

𝑖𝑓𝑏
∗ = 𝑖𝑙𝑏

∗ − 𝑖𝑠𝑏
∗

𝑖𝑓𝑐
∗ = 𝑖𝑙𝑐

∗ − 𝑖𝑠𝑐
∗

 (5) 

B. T-type inverter 

Research has indicated that the T-type inverter serves as an 
active power converter in shunt active filter systems. In 
comparison to the typical NPC inverter, the T-type inverter 
necessitates a lower number of clamping diodes per phase leg. 
This is achieved by connecting the DC-link voltage neutral point 
using two active bidirectional switches [14, 15]. Fig 3 depicts 
the power circuit diagram of a 3-level T-type converter, which 
consists of four IGBT active switches denoted as T1 to T4, 
arranged in the shape of a T. On the DC side, two capacitors, C1 
and C2, are employed to split the DC input into two voltages and 
generate the neutral point. The combinations of switch states 
required to achieve each of the three potential states [P], [O], or 
[N] for each leg of a T-type inverter are outlined in Table 1. 

 

Figure 2. Diagram of a 3-level T-type inverter. 

TABLE I.  SWITCHING STATE FOR INVERTER. 

States 
Status of switching devices (x=1,2,3) 

Voltage 
Tx1 Tx2 Tx3 Tx4 

P 1 1 0 0 Vdc/2 

O 0 1 1 0 0 

N 0 0 1 1 -Vdc/2 
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III. DESIGN OF CONTROL FOR SAPF  

In this research, we integrated both the SC outlined in [11] 
and the FO [12] into the SAPF system. This combination aims 
to reduce harmonic disturbances and manage reactive power 
within the grid, ensuring a reliable closed-loop system and 
achieving efficient tracking control. To expand the controller's 
flexibility, we define the macro-variable using the equation 
provided below. 

 𝜓𝜔𝑓𝑟 = 𝐾𝑝(𝑥
∗ − 𝑥) + 𝐾𝑖𝐼𝑎

𝜇
(𝑥∗ − 𝑥) (6) 

𝐾𝑝 and 𝐾𝑖 are coefficients associated with macro-variable, 

whereas 𝑥∗and 𝑥 denote the real controlled and reference 
values, and μ indicates the fractional integral order. 

The objective of the SC is to direct the system to an MV 
where to zero. by the following equation: 

 𝑇�̇� + 𝜓 = 0; 𝑇 > 0 (7) 

The examination of system stability can be carried out 
through the utilization of the Lyapunov function, which 
functions as follows according to reference [16]: 

 𝑉 =
1

2
𝜓(𝑥, 𝑡)2 (8) 

A. Control of DC bus voltage  

The primary objective of the voltage FOSC is to effectively 
control the DC-link voltage and adhere to a predefined reference 
profile. In particular, the DC-link controller aims to mirror the 
DC voltage reference, which is outlined as follows: 

 𝑒𝑣𝑑𝑐 = 𝑉𝑑𝑐
∗ − 𝑉𝑑𝑐 (9) 

The MV is expressed as: 

 𝜓𝑑𝑐𝑓𝑟 = 𝐾𝑝𝑣𝑑𝑐𝑒𝑣𝑑𝑐 + 𝐾𝑖𝑣𝑑𝑐𝐼
𝜇𝑣𝑑𝑐𝑒𝑣𝑑𝑐 (10) 

By replacing equation (9) and (10) with equation (7), the 
dynamics can be represented as follows: 

𝑇 (𝐾𝑝𝑣𝑑𝑐(�̇�𝑑𝑐
∗ − �̇�𝑑𝑐) + 𝐾𝑖𝑣𝑑𝑐𝐼

𝜇𝑣𝑑𝑐−1(𝑉𝑑𝑐
∗ − 𝑉𝑑𝑐)) +

𝐾𝑝𝑣𝑑𝑐𝑒𝑣𝑑𝑐 + 𝐾𝑖𝑣𝑑𝑐𝐼
𝜇𝑣𝑑𝑐𝑒𝑣𝑑𝑐 = 0 (11) 

Upon inserting equation (2) into equation (11) and 
reorganizing the FOSC, we obtain the following result: 

𝑖𝑑𝑐 =
𝐶𝑑𝑐

𝑇𝐾𝑝𝑣𝑑𝑐
(𝑇𝐾𝑝𝑣𝑑𝑐�̇�𝑑𝑐

∗ + 𝑇𝐾𝑖𝑣𝑑𝑐𝐼
𝜇𝑣𝑑𝑐−1𝑒𝑣𝑑𝑐 +𝜓𝑣𝑑𝑐) (12) 

B. Design of current control  

The goal of the current controller is to produce the input for 
Space Vector Modulation (SVM) to control the inverter 
switching signals. The variance in currents can be depicted in 
the following manner: 

 {
𝑒𝑖𝑓𝛼 = 𝑖𝑓𝛼

∗ − 𝑖𝑓𝛼
𝑒𝑖𝑓𝛽 = 𝑖𝑓𝛽

∗ − 𝑖𝑓𝛽
 (13) 

Therefore, two micro variables are selected in the following 
manner: 

 {
𝜓𝑖𝑓𝛼𝑓𝑟 = 𝐾𝑝𝛼𝑒𝑖𝑓𝛼 + 𝐾𝑖𝛼𝐼

𝜇𝛼𝑒𝑖𝑓𝛼

𝜓𝑖𝑓𝛽𝑓𝑟 = 𝐾𝑝𝛽𝑒𝑖𝑓𝛽 + 𝐾𝑖𝛽𝐼
𝜇𝛽𝑒𝑖𝑓𝛽

 (14) 

When the equations are replaced and simplified, it becomes 
possible to illustrate the control inputs to an SVM as follows: 

 

{
 

 𝑣𝑓𝛼
∗ =

𝐿𝑓(𝐴+𝑇𝛼𝐾𝑖𝛼𝐼
𝜇𝛼−1𝑒𝑖𝑓𝛼+𝜓𝑖𝑓𝛼)

𝑇𝛼𝐾𝑝𝛼

𝑣𝑓𝛽
∗ =

𝐿𝑓(𝐵+𝑇𝛽𝐾𝑖𝛽𝐼
𝜇𝛽−1𝑒𝑖𝑓𝛽+𝜓𝑖𝑓𝛽)

𝑇𝛽𝐾𝑝𝛽

 (15) 

Were  

𝐴 = 𝑇𝛼𝐾𝑝𝛼𝑖̇�̇�𝛼
∗ + 𝑇𝛼𝐾𝑝𝛼 (

𝑅𝑓

𝐿𝑓
𝑖𝑓𝛼 +

1

𝐿𝑓
𝑣𝑠𝛼) 

𝐵 = 𝑇𝛽𝐾𝑝𝛽𝑖̇�̇�𝛽
∗ + 𝑇𝛽𝐾𝑝𝛽 (

𝑅𝑓

𝐿𝑓
𝑖𝑓𝛽 +

1

𝐿𝑓
𝑣𝑠𝛽) 

C. Space Vector Modulation  

The SVM approach stands out as a promising modulation 
technique for running multi-level inverters. It extends the 
modulation range by 15%, enhances flexibility in gate signal 
control by the same margin, and reduces current harmonic 
distortion when compared to the traditional sinusoidal PWM 
method, as indicated in [17]. Within this research, the SVM 
method assumes a critical role in choosing switching states and 
sequences, as well as determining dwell periods. Although the 
primary emphasis is not on the algorithm itself, readers can refer 
to the provided overview for a basic grasp of this approach, with 
additional algorithm specifics available in [18]. 

IV.  RESULTS AND DISCUSSION 

This section discusses the results obtained from the 
utilization of a 3-level T-type inverter-based SAPF with a FOSC 
in MATLAB software. Fig. 1 illustrates the filter, and its 
essential characteristics are outlined in reference [11]. 
Simulation results are performed under two scenarios to assess 
the FOSC effectiveness: one with a balanced source voltage and 
the other with an unbalanced source voltage. In both cases, a 
load change is introduced at t=0.3 sec. The simulation results are 
then compared to those obtained using the conventional PI 
control method. 
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Fig. 3 showcases the findings of SAPF performance using 

FOSC and PI methodologies, displaying waveforms for source 
voltage, load current, source current, and voltage and current in 
Phase (a) across various voltage scenarios, encompassing both 
balanced and unbalanced conditions. Importantly, when the 
active filter is connected at the PCC, both control strategies yield 
sinusoidal source currents. Nonetheless, the differentiation 
between the two controls become evident when observing the 
variation in current ripples, with the PI control exhibiting  
more pronounced ripples. This highlights the effectiveness of 
the proposed control approach in mitigating ripples and 
minimizing current harmonics compared to the PI control. 
Furthermore, Fig. 4 reveals the response of the DC-bus voltage 

for both the proposed control and the traditional PI control. It 
becomes clear that the designed control quickly attains the 
desired voltage level without any overshoot right after 
connecting the active filter to the grid. Moreover, it 
demonstrates a rapid response following a load alteration. In 
contrast, the PI control exhibits a slow response, overshooting 
the reference value when filter connection and responding 
slowly to load fluctuations. These findings emphasize that the 
designed control betters the conventional PI control in terms of 
response time and stability. Comprehensive comparative results 
between the proposed FOSC and the PI control are presented in 
Tables 2 and 3. 

 

 
           (a)                       (b) 

Figure 3. Performance of SAPF using FOSC and PI; (a) Source voltage unbalanced, (b) Source voltage balanced. 

   

                             (a)                  (b) 

Figure 4. DC-bus voltage using FOSC and PI; (a) source voltage unbalanced, (b) source voltage balanced. 
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TABLE II.  QUANTITATIVE ANALYSIS FOR DC BUS VOLTAGE. 

Transient 
Time (s) 

Settling Time (s) Overshoot (%) 

FOSC PI FOSC PI 

0 0.08 0.22 4.4 8.85 

0.3 0.07 0.18 2.14 4.28 

TABLE III.  COMPARATIVE OF THD SOURCE CURRENT . 

THD (%) 
FOSC PI 

t < 0.3s t > 0.3s t < 0.3s t > 0.3s 

Source current 

before filtering 
25.11 26.67 25.11 26.67 

Source voltages 
Balanced 

0.85 0.77 1.32 2.12 

Source voltages 
unbalanced 

2.17 2.23 3.02 3.49 

V. CONCLUSION 

This article introduces an approach for enhancing the 
performance of a 3-level T-type inverter-based SAPF. The 
approach utilizes a FOSC along with a PLL technique to address 
issues related to harmonics and DC bus voltage tracking. The 
control strategy is designed to effectively handle various voltage 
conditions in the grid, such as balanced and unbalanced 
voltages, while ensuring a low THD in the source current to meet 
IEEE-519 requirements. Simulation results confirm the 
effectiveness of this strategy, showcasing its ability to achieve 
its intended objectives. Furthermore, the article compares the 
proposed control strategy with traditional PI control, 
highlighting its superior performance. The use of FOSC is 
validated as a robust and well-established method. Future 
research directions include exploring innovative approaches that 
combine different nonlinear strategies, as fractional-order 
backstepping control to enhance energy quality and SAPF 
durability. 
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Abstract— In recent times, there has been significant attention 

directed towards Multilevel inverters within the research 

community. This article introduces an original configuration for 

a nine level inverter that utilizes just six adjustable switches.                     

The novel architecture showcased in this study holds 

considerable advantages, particularly within the realm of 

embedded systems like electric propulsion systems. This specific 

configuration stands out due to its ability to generate a nine level 

output voltage while employing a reduced number of switches.                  

It is derived from a three-level nine-switch inverter, resulting in a 

combination that offers exceptional flexibility and control 

capabilities. To validate the effectiveness of the proposed nine 

level inverter, a series of simulations were conducted, initially 

involving an inductive load and subsequently powering a 

controlled PMSM (Permanent Magnet Synchronous Motor) 

electric propulsion mechanism. The simulation results 

unequivocally demonstrate the efficiency and performance of the 

newly suggested topology. These outcomes underline the 

significance of this research, as it makes a substantial 

contribution towards the development of innovative nine level 

inverter configurations that hold practical utility for electric 

propulsion systems and various other embedded applications. 

Keywords— electric traction drive, nine level inverter, field-

oriented control, pulse width modulation PWM, PMSM, total 

harmonic distortion 

I. INTRODUCTION 

The demand for power converters is on the rise, particularly 
for high-performance industrial applications, so does the 
importance of multilevel inverters. Multilevel inverters have 
numerous important advantages. One of the primary 
advantages is the ability to generate larger output voltage while 
using lower device voltage ratings. This allows for decreased 
harmonic content, higher output fundamental voltage, lower 
dv/dt, and increased overall efficiency. Furthermore, Multilevel 
inverters are critical in smoothly integrating renewable energy 
sources with the utility grid, hence improving overall system 
performance.  

Multilevel inverters have a wide range of applications, 
including unified power flow controllers, motor drives, HVDC 
systems, and electric vehicles. Multilevel inverters efficiently 
reduce distortion in the output voltage waveform by employing 
a systematic way of producing output voltage in a staircase 

pattern. This staircase output voltage is achieved via intelligent 
manipulation of dc-link voltages and semiconductor switches 
[1–4]. 

Three prominent topologies have taken lead position in the 
field of Multilevel inverters: Cascaded H-bridge (CHB), flying 
capacitors (FC), and neutral point clamped (NPC). These well-
established topologies have been widely adopted and deployed 
in a wide range of applications. Despite their various 
advantages over standard two-level inverters, these topologies 
do have certain drawbacks, notably in terms of higher-level 
voltage production. 

The amplitudes of the input source can be used to classify 
multilevel inverters. This difference creates symmetrical and 
asymmetrical topologies. Symmetrical arrangements keep 
consistent voltage ratings for input sources, keeping the 
topology's flexibility. Asymmetrical arrangements, on the other 
hand, allow for a higher number of levels while using the same 
number of devices. Nonetheless, the disparity in voltage ratings 
across devices in these asymmetrical topologies jeopardizes 
their flexibility and usefulness [5-6]. 

The reduction of component count is an important part of 
multilevel topology design. Furthermore, reducing isolated dc 
voltage sources is an important consideration. In this context, 
the use of capacitors instead of dc voltage sources has gained 
traction. These capacitors are charged and discharged to 
provide different quantities of input power. Notably, due to 
their practicality, multiple inverter topologies with a single dc 
voltage source are gaining appeal [7]. 

In the proposed topology [8-15], its primary drawback lies 
in the elevated number of controllable switches, which 
contributes to increased conduction losses. The topologies 
mentioned in [16-18] involve polarity-changing cells that 
switch at the output voltage frequency, leading to heightened 
switching demands. Certain configurations necessitate the 
utilization of multiple floating capacitors. Across all these 
topologies, a common limitation is the substantial number of 
additional controllable switches, intensifying control 
complexity and losses. 
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This study delves into the examination of a novel traction 

power supply system founded on a nine-level asymmetrical 
voltage source inverter. The inventive single-phase inverter 
topology, characterized by a minimized switch count, relies on 
four unidirectional controllable IGBT switches and two IGBT 
cell pairs integrated within a diode bridge to ensure 
bidirectional control. The interconnection of four unbalanced 
voltage sources results in a 9-level output voltage.                           

The paper is structured into four sections. Section 2 
provides a detailed account of the proposed topology, 
encompassing its operational modes and potential for 
generalization to different levels. Section 3 is bifurcated into 
two segments. The initial part focuses on the control strategy 
for the nine-level single-phase inverter of the proposed 
topology, while the subsequent part elaborates on the derived 
three-phase structure. Section 4 demonstrates the application of 
the nine-level structure within a PMSM-based electrical 
training setup, presenting results and corresponding analysis. 
The concluding observations of the findings are encapsulated 
in Section 5. 

II. PROPOSED TOPOLOGY DESCRIPTION AND OPERATION 

The single-phase topology configuration of the nine-level 
inverter is shown in Figure 1. It’s constituted of four 
unidirectional controllable switches of type IGBT (K1, K2, K3 
and K4) and two cells of IGBTs embedded in diode bridge to 
provide a bidirectional controllability of both current and 
voltage. The series connection of four asymmetric voltage 
sources allows to obtain an output stair voltage waveform with 
nine level.  

 

Figure 1.   Proposed topology of nine level inverter 

TABLE I.  SWITCHING TABLE OF SWITCHES FOR A PHASE OF THEPROPOSED 

TOPOLOGY 

 
The different operation modes of the proposed topology are 

highlighted in Table II shown below where the red lines 
highlight the current flow in each operation mode. It is worth 
noticing that at least two IGBTs have to ON in order to have an 
output voltage level as it can be seen from Table I. Using only 
two IGBTs for providing an output voltage level will improve 
the efficiency of this topology since the conductive losses will 
be reduced. In order to avoid short circuiting the four series 
asymmetric voltage sources. 

TABLE II.  DIFFERENT OPERATING MODE  

Mode figure Description 

1 

 

By setting: 

 

 
 

the total voltage 

applied to the 

load is equal to 

4Vdc 

2 

 

By setting: 

 

 
 

the total voltage 

applied to the 

load is equal to 

3Vdc 

3 

 

By setting: 

 

 
 

the total voltage 

applied to the 

load is equal to 

2Vdc 

 

K1 

 

K2 

 

K3 

 

K4 

 

K5 

 

K6 

 

Van 

 

Mode 

IGBTs 

actifs 

1 0 0 1 0 0 4Vdc 1 2 

1 0 0 0 1 0 3Vdc 2 2 

1 0 1 0 0 0 2Vdc 3 2 

0 0 0 1 0 1 Vdc 4 2 

0 0 0 0 1 1 0 5 2 

0 0 1 0 0 1 -Vdc 6 2 

0 1 0 1 0 0 -2Vdc 7 2 

0 1 0 0 1 0 -3Vdc 8 2 

0 1 1 0 0 0 -4Vdc 9 2 
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4 

 
 

By setting: 

 

 
 

the total voltage 

applied to the 

load is equal to 

4Vdc 

5 

 

By setting: 

 

 
 

the total voltage 

applied to the 

load is equal to 

0 V 

6 

 

By setting: 

 

 
 

the total voltage 

applied to the 

load is equal to 

-Vdc 

7 

 

By setting: 

 

 
 

the total voltage 

applied to the 

load is equal to 

-2Vdc 

8 

 

By setting: 

 

 
 

the total voltage 

applied to the 

load is equal to 

-3Vdc 

9 

 

By setting: 

 

 
 

the total voltage 

applied to the 

load is equal to 

-4Vdc 

 

III. COMPARISON 

The proposed topology is compared to the most relevant 
ones as summarized in Table III. It could be concluded that the 
proposed topology requires has optimized the number of 
controllable switches which will reduce the commutation 
losses and enhance system efficiency. In addition to that, the 
control of the proposed topology will be easier. The proposed 
new nine-level inverter topology retains all the advantages of 
the conventional multilevel inverter and eliminates their 
disadvantages. 

TABLE III.  COMPARISON WITH RECENT DIFFERENT NINE LEVEL INVERTERS 

 

IV. SIMULATION OF PROPOSED TOPOLOGY 

This section presents the different simulation results 
performed under Matlab-Simulink. First, single phase of the 
proposed topology is simulated along with an RL load that 
emulates the required traction power. After that, three phase 
nine level inverter Figure 2 of the proposed topology is 
simulated under the same conditions. Finally, the three phase 
nine level inverter was integrated in a field-oriented control 
strategy to control the speed of the PMSM that ensures the 
traction of an electric vehicle. In order to test the proposed 
topology, nine level topology was used with a single-phase 
inductive load. POD-PWM control strategy is used for the 
control of the proposed strategy. Further details about the last-
mentioned control strategy are provided in [19]. The following 
parameters are used for the simulation of the single phase 
proposed topology: Vdc = 25V, for inductive loads, R = 0.5Ω, 
L = 10 mH. 

Topologies 
IGBT

s 
Diodes 

Voltage 

sources 

Nbr of 

optimized 

IGBTs 

Topology [7] 10 12 3 4 

Topology [8] 8 10 4 2 

Topology [9] 8 11 3 2 

Topology [10] 9 10 3 3 

Topology [11] 8 10 4 2 

Topology [12] 8 7 3 2 

Topology [13] 10 10 4 4 

Topology [14] 8 12 4 2 

Topology [15] 7 10 4 1 

Topology [16] 10 16 4 4 

Topology [17] 9 11 3 3 

Topology [18] 12 12 3 6 

Proposed topology  6 12 4 0 
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Figure 2.  Proposed three phase nine level inverter 

V. INVERTER PROPOSED FOR ELECTRIC TRACTION APPLICATIONS 

Nowadays, PMSMs are the most widely used in industrial 

applications in the field of motion control. The main reasons 

for their popularity are high power density and high 

efficiency. However, the PMSM is multivariable, non-linear, 

highly coupled and very sensitive to external perturbations and 

parameter variation, which makes it difficult for conventional 

linear control technologies applied to achieve perfect PMSM 

control performance [4][20]. PMSM vector control has 

become a mature technology. A position sensor fixed on the 

rotor shaft is required to obtain an accurate control of the rotor 

position/speed. This control is based on an independent 

control of the flux/current and torque/current components. The 

objective of the PMSM Vector Control is to improve the 

dynamic behavior of the PMSM Vector Control [20][21].                  

The proposed nine level inverter is used to power PMSM. The 

vector control technique is applied in the motor controller. The 

motor-topology-motor assembly is shown in Figure 3.                    

The performance of the nine level inverter proposed for the 

motor drive presented above has been verified by simulation. 

Simulation results were performed with MATLAB Simulink. 

for machine parameters see Table IV. 

 
Figure 3. The control-topology-motor system 

 

 
Figure 4. Speed curves 

 

 
Figure 6.  Torque curves 

TABLE IV.  Parameters of the permanent 

magnet synchronous machine 

Parameters Specification 

Switching 
Frequency 

10 kHz 

Rated Speed 3000 RPM 

Rated Torque 111 N.m 

Rated Voltage 560 V 

Number of Poles 4 

Lq 0,000635 H 

Ld 0,000635 H 

rs 0,05 Ω 

Flux(φ) 0,192 Wb 

Inertia (J) 0,011 kg.m2 

Friction 0,001889 N.m.s 
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Figure 5. Phase to phase voltage waveform 

 

 
Figure 7.  Output Phase Currents Iabc 

 
Figure 8. The voltage waveform at maximum speed 

 
COMMENTARY 

The vehicle's velocity tracks the specified reference speed 
pattern, as depicted in Figure 4. Over the initial 0 to 1-second 
interval, the machine's speed transitions from 0 rad/s to the 
synchronous speed of 314 rad/s, accompanied by a nominal 
torque of 111 Nm. At the 3-second mark, the machine 
commences deceleration, ultimately stabilizing at 21 rad/s by 4 
seconds, with a torque of 7.5 Nm. The speed subsequently 
recommences, reaching and maintaining its nominal value at 8 
seconds. Then, it decreases to 146.5 rad/s, accompanied by a 
torque of 51.8 Nm. The voltage profiles corresponding to 
different speeds are depicted in Figure  5. Notably, the voltage 
exhibits variation in correspondence with speed changes, 
revealing a distinct nine-level pattern at synchronization speed. 

The current waveforms, as represented in Figure 7, portray 
diverse patterns in response to torque alterations. Additionally, 
the frequency exhibits changes in line with speed fluctuations. 

 

CONCLUSION 

In this study, a novel three-phase nine level inverter 
designed specifically for electric traction drive applications is 
introduced. This inverter topology is capable of producing nine 
distinct voltage levels while minimizing the number of 
controllable switches and voltage sources required.                           
The reduction in the quantity of switches not only leads to cost 
savings but also enhances system reliability and simplifies the 
control scheme. The proposed 9-level inverter demonstrates a 
commendable ability to deliver high-quality voltage 
waveforms. The outcomes presented strongly indicate the 
suitability of the proposed topology for effectively addressing 
the requirements of electric traction applications. 
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Abstract— The main aim of the introduced work is to enhance the 

efficiency of photovoltaic panels using intelligent control strategy. 

The proposed strategy is based on fuzzy logic control tuned with 

Grey Wolf Optimization Algorithm. The findings achieved by this 

strategy has been compared with classical method P&O where 

they show very promising potentials in dealing with sudden 

changes in climatic conditions in terms of rapidity and accuracy. 

The proposed technique is implemented using Matlab/Simulink 

software. 

Keywords— PV system; DC-DC converter; Optimization; Grey 

Wolf algorithm; Mamdani fuzzy controller 

I. INTRODUCTION  

Due to population growth and advances in technology and 

industry, the demand for energy is increasing every year [1]. 

Growing concern over global warming, mainly attributed to 

carbon dioxide emissions (CO2) [2] led the global community 

to establish the Kyoto Protocol in 1997 [3], an agreement which 

aim to promote sustainable development [4].  

One of the main challenges in PV systems is dealing with the 

nonlinear nature of output, since it affected by meteorological 

conditions. Therefore, it results in power loss according to the 

principle of maximum power transfer [5]. Which leads us to ask 

this thorny question: “how to adjust the load characteristics so 

that the system can deliver the maximum power in real time as 

much as possible?” 

Under uniform conditions, photovoltaic (PV) systems exhibit 

only one peak, called the maximum power point (MPP), on its 

P-V (power-voltage) curve. Maximum Power Point Tracking 

(MPPT) are required in order to maximize the extracted power 

from photovoltaic generator [6]. 

In the literature several different MPPT control methods 

are introduces. Traditional methods mainly including: hill 

climbing [7], perturb and observe [8-9] and incremental 

conductance method [10] are widely used for their simplicity 

of use and implementation [11]. However, these classical 

algorithms have many weaknesses that lead to loss of 

efficiency in extracting energy and tracking the MPP. 

Advanced control methods like: adaptative control [12-13] and 

predictive control [14] based on mathematical model are also 

used in MPPT control. Thanks to their ability to deal with the 

non-linearities and changing process dynamics associated with 

the BOOST converter, they offer more efficiency in 

comparison to the classical algorithms.   

Recently, artificial intelligence techniques including fuzzy 

logic method (FLC) [15-16], artificial neural network 

(ANN)[17-18], and metaheuristic algorithms [19] are largelly 

used in MPPT problem thanks to their learning ability. Despite 

the difficult nature of the problem, these techniques have been 

successfully used for efficient maximum power point tracking. 

Among the intelligent techniques, fuzzy logic seems really 

interesting, this approach combines learning ability and 

similarity to the human reasoning. In [20], authors show that 

the fuzzy controller can track the system MPP very fast with 

less fluctuations in steady state compared with conventional 

controllers. 
In this paper an optimized fuzzy controller with Grey Wolf 

Optimization algorithm (GWO) is used to track the MPP of a 
photovoltaic panel. To validate the robustness of its control, the 
obtained FLC will be compared with the conventional perturb 
and observe method (P&O). The rest of the paper is organized 
as follow: in section 2 the mathematical model of solar cell is 
presented, as well as system containing the PV panel (Kyocera 
KC200GT), the DC-DC converter and the load. The structure of 
the optimized fuzzy controller is described in section 3. Section 
4 presents the simulation results and discussion. Finally, the 
paper will be fenced with general conclusion in section 5. 

II. STUDIED PV SYSTEM 

This work is dedicated to the study of a standalone PV 

system described in Fig. 1. The studied system consists of three 

parts: the PV panel, the DC-DC converter and a resistive load. 

For the first part, Kyocera KC200GT is used to generate the 

electrical currant from the photovoltaic effect [21]. 

Theoretically, each photovoltaic cell is modeled by a single-

diode circuit model [22-23] as shown in Fig. 2. From this 

model, the current and voltage behavior can be given as 

function as the irradiance and ambiante temperature [24]: 
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𝐼𝑝𝑣 = 𝐼𝑝ℎ − 𝐼𝑠. (𝑒
𝑞.(𝑉𝑝𝑣+𝐼𝑝𝑣.𝑅𝑠 )           

𝐴.𝐾.𝑇 − 1) −
𝑅𝑠.𝐼𝑝𝑣+𝑉𝑝𝑣

𝑅𝑠ℎ
     (1) 

𝐼𝑝ℎ = [𝐼𝑠𝑐 + 𝐾𝑖 . (𝑇 − 𝑇𝑆𝑇𝐶)].
𝐺

𝐺𝑆𝑇𝐶
                  (2) 

𝐼𝑠 = 𝐼𝑟𝑠 (
𝑇

𝑇𝑆𝑇𝐶
)
3

. 𝑒
𝑒𝑔.𝑞

𝐴.𝐾
(

1

𝑇𝑆𝑇𝐶
−
1

𝑇
)
                   (3) 

These equations can be extended for the whole panel 

containing Ns cells connected in series and Np in parallel [25]:  

𝐼𝑝𝑣 = 𝑁𝑝𝐼𝑝ℎ − 𝑁𝑝𝐼𝑠 (𝑒
𝑞(𝑉𝑝𝑣+𝐼𝑝𝑣𝑅𝑠 )

𝑁𝑠𝐴𝐾𝑇 − 1) −
𝑅𝑠𝐼𝑝𝑣+𝑉𝑝𝑣(

𝑁𝑝

𝑁𝑠
)

𝑅𝑠ℎ
        (4) 

Table. I present the specifications of the Kyocera KC200GT 

panel. By using these specifications, the behavior of supplied 

current and power as function as voltage are drawn, it is 

illustrated in Fig. 3.  

The employed DC-DC converter is a BOOST type that 

increases the load voltage, according to the duty-cycle control 

signal. The dynamic of this converter is expressed in equation 

(5) [11], and Table. II presents its component value.                

{
      𝑉𝑜 =

𝑉𝑝𝑣

1−𝛼
     

    𝐼𝑜 = (1 − 𝛼)𝐼𝑝𝑣 
                            (5) 

Where 𝑉𝑜  and 𝐼𝑜 are respectively the voltage and the current 

output and 𝛼 is the duty ratio of the converter. 

 
TABLE I.  KYOCERA KC200GT PARAMETERS 

Maximum Power Pmax 200.143 (W) 

Open Circuit Voltage Voc 32.9 (V) 

Short-Circuit Isc 8.21 (A) 

Voltage at Maximum Power Vmpp 26.3(V) 

Current at Maximum Power Impp 7.61 (A) 

Temperature Coefficient of Voc -0.35502%/C° 

Temperature Coefficient of Isc 0.06/C° 

TABLE II.  BOOST CONVERTER COMPONENT VALUE 

Parameter Label Value 

Switching frequency 
BOOST inductor 

Input capacitor 

Output capacitor 
Load 

f 
L 

𝐶1 

𝐶2 

R 

25 KHZ 
1.5mH 

330 𝜇F 

157𝜇F 
30Ω 

 

 
Figure 1. Electrical circuit of the studied PV system 

 
Figure 2. Electrical circuit of PV panel 

 
Figure 3. KC200GT module characteristics under different Irradiance for fixed  

temperature 25°C. (a) P-I curves, (b) V-I curves 

III. PROPOSED OPTIMIZED CONTROLLER FUZZY SYSTEM 

The proposed MPPT strategy is based on the use of a 

linguistic fuzzy controller (Mamdani type) [26] tuned by an 

optimization algorithm (Grey Wolf optimizer) [27] to search for 

optimal parameters achieving high performances formulated as 

a good tradeoff between rapidity and accuracy. Fig. 4 gives a 

synoptic diagram of the introduced strategy. 

The fuzzy controller uses two inputs expressing the error 

𝐸(𝑘) and its variation  𝛥𝐸(𝑘), as expressed in equation (6), to 

calculate the control signal 𝑢(𝑘). The inputs and the output are 

associated to the scaling factors 𝐺𝐸(𝑘), 𝐺𝛥𝐸(𝑘) , 𝐺𝑢(𝑘) 

respectively. 

{
 𝐸(𝑘) =

𝑃𝑝𝑣(𝑘)−𝑃𝑝𝑣(𝑘−1)

𝑉𝑝𝑣(𝑘)−𝑉𝑝𝑣(𝐾−1)
    

 𝛥𝐸(𝑘) = 𝐸(𝑘) − 𝐸(𝑘 − 1) 
                     (6) 

The use of these scaling factors simplifies the tuning of the 

fuzzy logic controller since the universe of discourse is 

normalized in the interval [-1, 1]. 
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Figure 4. The introduced strategy of tuning the fuzzy controller with GWO 

algorithm 

a. Fuzzy logic controller  

The general structure of the fuzzy controller consists of four 

incorporated blocks: Fuzzification, defuzzification, rule base, 

and the inference engine as illustrated in Fig. 5. 

The fuzzification interface converts the real input values 

variables of 𝑒(𝑘) and 𝛥𝑒(𝑘) into fuzzy linguistic terms 

represented by five triangular membership functions (MFs) 

denoted as: NB (Negative Big), NM (Negative Medium), ZR 

(Zero), PM (Positive Medium) and PB (Positive Big). These 

terms are used to describe each variable as illustrated in Fig. 6. 

The linguistic terms obtained from fuzzification are used by the 

inference engine to determine the appropriate rules first before 

calculating the output fuzzy set corresponding to the final 

decision. When the final fuzzy set is calculated, the 

defuzzification interface converts the latter into crisp value 

[28]. 

 The rule base constitutes the whole possible decisions that 

can be taken by the fuzzy controller. According to the observed 

inputs, the inference engine determines the individual decision 

from the list of available rules. Here, as illustrated in Table. III, 

the rule base is presented in form of table where colons and 

lines form the antecedents and the intersection cell corresponds 

to the associated decision. For example, the colored cell 

corresponds to the following rule [11]  

 
If (e(k) is PB) and (∆𝑒(𝑘) is ZR) then (u(k) is NB) 

 

In this work, the fuzzy logic controller needs to be tuned in 

order to achieve a good performance [11].  According to the 

proposal, the MFs parameters in addition to the scaling factors 

need to be fixed. This task is very hard to do manually. 

Therefore, an optimization algorithm is used to search their 

optimal values. The mentioned parameters form the decision 

variables of the optimization algorithm structured in vector as 

illustrated in Fig. 6 varying in intervals defined by tests as 

shown in Table. IV. Meanwhile, the pseudo-random behavior 

of the optimization algorithm makes this technique operating 

on off-line. 

 
Figure 5. General structure of the Fuzzy Logic Controller 

 
Figure 6. Triangular fuzzy sets of the error input e(t)  

TABLE III.  FUZZY RULE BASE 

 ∆𝑒(𝑘) 

 
e(

k
) 

𝑢(𝑘) NB NM ZR PM PB 

NB ZR ZR PB PB PB 

NM ZR ZR PM PM PM 

ZR PM ZR ZR ZR NM 

PM NM NM NM ZR ZR 

PB NB NB NB ZR ZR 

TABLE IV.  VARYING INTERVALS FOR OPTIMIZED PARAMETERS 

 C1 C2 C3 C4 C5 𝐺𝐸(𝑘)  𝐺𝛥𝐸(𝑘)  𝐺𝑢(𝑘)  
Min -1 -0.35 -0.1 0.1 0.35 0 0 0 

Max  -0.35 -0.1 0.1 0.35 1 2 2 10 

 

The coding of MFs exploit the idea of sharing parameters 

between two adjacent functions in order to reduce the total 

number of variables to tune by the Grey Wolf Optimizer 

(GWO) [29]. The intervals defined in table IV are used to 

guaranty readability and semantic interpretability of the final 

fuzzy controller. 

b. GWO Algorithm 

The GWO algorithm uses the leadership pyramid and the 

hunting behavior of grey wolves in the wild as the basis for its 

mathematical formula presented in equation (7), (8), (9) and 

(10) which is introduced to iteratively adjust the positions of the 

wolves during the optimization process.  

{
 
 

 
 𝐷𝛼
⃗⃗⃗⃗  ⃗ = |𝐶1⃗⃗⃗⃗ . 𝑋𝛼⃗⃗ ⃗⃗  (𝑡) − 𝑋𝑖⃗⃗  ⃗(𝑡)|

𝐷𝛽⃗⃗ ⃗⃗  = |𝐶2⃗⃗⃗⃗ . 𝑋𝛽⃗⃗ ⃗⃗  (𝑡) − 𝑋𝑖⃗⃗  ⃗(𝑡)|

𝐷𝛿⃗⃗ ⃗⃗  = |𝐶3⃗⃗⃗⃗ . 𝑋𝛿⃗⃗ ⃗⃗  (𝑡) − 𝑋𝑖⃗⃗  ⃗(𝑡)|
 

                                    (7) 

{
 
 

 
 𝑋1(𝑡)
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = |𝑋𝛼⃗⃗ ⃗⃗  (𝑡) − 𝐴1⃗⃗⃗⃗  . 𝐷𝛼⃗⃗⃗⃗  ⃗|

𝑋2(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = |𝑋𝛽⃗⃗ ⃗⃗  (𝑡) − 𝐴2⃗⃗ ⃗⃗  . 𝐷𝛽⃗⃗ ⃗⃗  |

𝑋3(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = |𝑋𝛿⃗⃗ ⃗⃗  (𝑡) − 𝐴3⃗⃗ ⃗⃗  . 𝐷𝛿⃗⃗ ⃗⃗  |
 

                                  (8) 

𝑋𝑖(𝑡 + 1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  =
𝑋1(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗+𝑋2(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗+𝑋3(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗

3
                                         (9) 

{
𝐴𝑘⃗⃗ ⃗⃗  = 2. 𝑎 . 𝑟1⃗⃗⃗  − 𝑎   

𝐶𝑘⃗⃗⃗⃗ = 2. 𝑟2⃗⃗  ⃗
  ; given that: k=1,2,3          (10) 

Where 𝑡, �⃗⃗� : represents respectively the current iteration, the 

distance between the omega grey wolves and the searching 

agents: α, β, δ. Ai⃗⃗  ⃗ and Ci⃗⃗  ⃗ are the coefficient vectors of 

exploration and exploitation features. 𝑋𝛼 ,⃗⃗ ⃗⃗  ⃗ 𝑋𝛽 ,⃗⃗ ⃗⃗  ⃗ 𝑋𝛿⃗⃗ ⃗⃗   are the 

searching agents position vectors and 𝑋𝑖⃗⃗  ⃗ indicates the grey wolf 

position vector. The components 𝑟1⃗⃗⃗  , 𝑟2⃗⃗  ⃗ are randomly generated 

vectors between 0 and 1 and the 𝑎  component decreasing 

Tuning algorithm(GWO)
MFs parameters / scaling factors 

Fuzzy logic 

Controller

ISE= e(t) 2

DC-DC 

converter

e(t) = (P theoretical - P Actual )

de(t)

Duty 

cycle

P
 Actual 

e(t)
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linearly from 0 to 2. Table. V gives a simplified pseudo code of 

the GWO algorithm and Table. VI shows the GWO parameters. 

For this work, 12 individual form the main population, each 

individual is defined by 18 values corresponding to the 

parameters of the fuzzy controller. 

TABLE V.  PSEUDO-CODE OF THE GWO ALGORITHM 

Standard GWO Algorithm 
01: 
 

02: 

03: 
04: 

05: 

06: 
07: 

08: 

Objective function: ISE, 𝑋𝑖(i = 1, 2, …, n), a, Search area limits, 
Search space dimensions, Max iterations and set t=0; 
Evaluate all search agents and grade them (Xα, X β, Xδ); 

do 

     Update position for current individual 𝑋𝑖  ; 
     Update a, A, and C; 

   Evaluate all search agents and grade them (Xα, X β, Xδ); 
Update the positions of Xα, Xβ, and Xδ and increment t; 

While (t<Max iterations); 

TABLE VI.  GREY WOLF ALGORITHM PAREMETERS 

Value Parameter 

Population size 12 

Maximum number of iterations 200 

Search area limits  [0, 1] 

Search space dimensions 18 

IV. SIMULATION, RESULTS AND DISCUSSION  

During the learning process, the Standalone PV system is 

submitted to the irradiance (G) and temperature (T) illustrated 

in Fig. 7. The theoretical power values associated to these 

irradiance and temperature are determined from the P-V 

characteristic curves of Fig. 3. They are respectively: 200.1(W), 

121.8(W) and 161.5(W). 

An objective function to minimize is also defined in order 

to determine the score of each wolve and determine the best one 

to guide the search process. This function estimates the 

difference between the actual power generated by the system 

and the theoretical value estimated from the P-V curve. Named 

Integral Square Error (ISE), it is expressed by equation (9). 

 

𝐼𝑆𝐸 = ∑ (𝑃𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙(𝑘) − 𝑃𝑎𝑐𝑡𝑢𝑎𝑙(𝑘))
2𝑁

𝑘=1          (9) 

Fig. 8 shows the evolution of the best score per iteration. 

We can notice a rapid decrease in the first fifty iterations 

corresponding to a global search and a slower decrease 

corresponding to a local search phase. The last value at 200th 

iteration corresponds to the best score of the best solution 𝑋𝛼  

representing the optimal fuzzy MFs of inputs-output shown in 

Fig. 9 and the optimal scaling factors 𝐺𝐸(𝑘) =5; 𝐺𝛥𝐸(𝑘) =1; 

𝐺𝑢(𝑘)=0.1 

The simulation of these optimal fuzzy parameters is 

illustrated in Fig. 10. It underlines the performance of the fuzzy 

controller to extract the maximum power from the PV panel 

with respect to irradiance and temperature scenario of Fig. 7. 

We can easily notice the efficiency of the fuzzy controller since 

the actual power is closer to the theoretical power estimated 

from the P-V curve. To confirm this observation, a numerical 

criterion is used to estimate this performance. It is expressed in 

equation (10), and its evolution per simulation time is illustrated 

in Fig. 11. More this ratio (Eindex) is closer to 1 more the 

harvesting performance is better. The proposed approach has an 

Eindex = 0.9980, thing which confirms that the fuzzy model has 

successfully learned the system dynamic thanks to the proposed 

GWO algorithm. 

𝐸𝑖𝑛𝑑𝑒𝑥 =
∑ 𝑃𝑎𝑐𝑡𝑢𝑎𝑙(𝐾)
𝑁
𝑘=1

∑ 𝑃𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙(𝐾)
𝑁
𝑘=1

⁄          (10) 

To validate the efficiency of the introduced approach, it is 

compared to the P&O technique where we perform a test under 

a scenario that was not encountered during the learning phase. 

Both techniques are exposed to the same irradiance and 

temperature conditions as illustrated in Fig. 12. The associated 

theoretical powers are: 180.9(W), 81.2(W), and 141.8(W).  The 

results of the comparative study are shown in (Fig. 13- Fig. 14). 

 
Figure 7. Learning profile 

 
Figure 8.  Evolution of the best position score per iteration 

 
Figure 9. shows the performance of the optimal fuzzy controller in tracking 

the maximum power point (MPP) 
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Figure 10. MPPT under learning profile 

 
Figure 11. Efficiency of the proposed technique estimated by E_INDEX 

 
Figure 12. Irradiance and temperature profile 

 
Figure 13. Efficiency of the proposed technique and conventional P&O 

 
Figure 14. Efficiency of the proposed technique and the conventional P&O 

estimated by E_INDEX 

From Fig. 13 we can see the effectiveness of the proposed 

approach that outperforms the P&O control in terms of 

system’s response (see Table. VII), which are clearly visible at 

start-up. It also proves the ability of the proposed approach to 

track the MPP into different irradiance conditions, while 

stabilizing the operating point without oscillation in steady-

state. This observation is also confirmed numerically (Fig. 14) 

since the proposed approach has an Eindex=0.9984, while the 

conventional P&O has an Eindex=0.9908.  

The following table summarizes all results obtained under 

conditions illustrated in Fig. 12: 

TABLE VII.  COMPARISON TABLE OF STUDIED MPPT METHODS  

 P&O Optimized FLC 

𝑃𝑀𝑃𝑃 198.25908 (W) 199.77984 (W) 

Transient time 64 (ms) 8 (ms) 

V. CONCLUSION 

This paper introduces a new approach to deal with the MPPT 

problems based on the use of an optimized fuzzy logic 

controller. The introduced strategy was compared with the 

conventional P&O control technique and the obtained results 

(Fig.13) highlights the superiority of the proposed approach in 

dealing with rapid change of climatic conditions and oscillation 

at steady-state. By optimizing the parameters of membership 

functions, we achieved significant improvement in response 

speed and accuracy. 

 Meanwhile, these results will be verified latter on the partial 

shading PV problems and by experimental validation. 
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Abstract—In this paper, a new method for the reduction of 

steady-state torque error and compensation of harmonic current 

components is presented for the direct torque control (DTC) of 

the dual star induction motor (DSIM). The main problem 

encountered in classical direct torque control (DTC-THR) of 

multiphase machines is harmonic current distortion, often due to 

lack of control in (x-y) subspace. Therefore, this paper presents 

MDTC-THR based on a two-step process that allows the 

selection of an appropriate voltage vector to control the stator 

flux in the (x-y) subspace. This significantly reduces harmonic 

currents and generates a purely sinusoidal phase current form. 

The classical three-level torque hysteresis regulator (THR) 

causes a large steady-state torque error due to zero voltage 

vectors. An MDTC-THRM based on a modification of the torque 

regulator, which can effectively reduce the steady-state torque 

error. Simulation results validate the effectiveness of MDTC-

THR and MDTC-THRM.  

Keywords: Direct Torque Control (DTC), Dual Star Induction 

Motors (DSIM), Current Harmonics, Steady State Torque Error. 

I. INTRODUCTION 

Recently, multiphase machines have become more widely 
used in industry due to their improved reliability, greater fault 
tolerance, higher power capacity and reduced torque ripple [1-
2]. The dual star induction motor (DSIM) has a stator with two 
identical three-phase windings shifted by an electrical angle of 
30 degrees, while the rotor is identical to that of a three-phase 
induction machine [3]. Fig. 1 shows the DSIM supplied by a 
six-leg inverter, which causes large current harmonics of 5th, 
7th, 17th and 19th order [4]. These harmonics increase losses 
and risk deterioration of semiconductor components. 

The dual star induction motor has become more popular in 
various control strategies in recent years. Direct torque control 
(DTC) is one of these most widely used strategies in the 
literature, due to its simple structure and good dynamic 
response in electric drive systems [5]. In addition, DTC uses a 
single voltage vector in a sampling period which is selected 

from a switching table based on the output of both stator flux 
and torque hysteresis regulators. This generates significant 
current harmonics, a critical challenge for driving DSIM [6]. 

In order to minimize circulating currents and improve the 
form of phase currents, several techniques based on 
modification of the DTC by introduction of space vector 
modulation (SVM) have been developed. Although these 
techniques are effective in reducing current harmonics, they 
require higher computing power [7]. In contrast, classical 
direct torque control, based on the torque hysteresis regulator 
(DTC-THR), no higher controls the circulating current in (x-y) 
subspace, resulting in a non-sinusoidal form of the phase 
currents. This paper is presented a modified direct torque 
control (MDTC-THR) similar to the technique [8-9], which 
controls the stator flux in the (x-y) subspace in two steps, thus 
minimizing harmonic current components and obtaining a 
purely sinusoidal phase current form. 

 

 

Figure 1.  DSIM supplied by six-leg inverter.  

Several control strategies are based on modifying the DTC 
to deal with torque and stator flux ripples, but they have not 
been analyzed or studied with regard to steady-state torque 
error, i.e., the average torque value that does not follow its 
reference [10]. The classical DTC-THR and MDTC-THR are 
not capable of reducing steady-state torque error. In this paper, 
a direct torque control is proposed, based on the modification 
of the three-level torque hysteresis regulator (MDTC-THRM), 

60



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 
in order to minimize the steady-state torque error. Simulation 
results will validate the effectiveness of the MDTC-THR and 
MDTC-THRM. 

II. MODELING DSIM AND STRUCTURE OF DTC-THR 

A.  Mathematical Model of DSIM 

Fig. 1 shows the drive system of a dual star induction motor 
fed by a six-leg inverter. To simplify the model, a decoupling 
method based on the vector space decomposition (VSD) 
approach must be used to enable observation and control of the 
harmonic components of the current. According to the 
transformation matrix in [4], the DSIM mathematical model 
can be decomposed into three subspaces (α-β), (x-y) and (o1-
o2), and can be written as follows: 

 Vs(−) = Rs Is(−) + dΨs(−) /dt () 

 Vs(x−y) = Rs Is(x−y) + dΨs(x−y) /dt () 

 Ψs(−) = Ls Is(−) + Ψr(−) () 

 Ψs(x−y) = Lls Is(x−y) () 

The torque can be expressed as follows: 

 Te = p (Ψsα Isβ – Ψsβ Isα) () 

Where:  

Vs(α-β), Is(α-β), Ψs(α-β) : stator voltage, current and flux  

vectors in α-β subspace. 

Vs(x-y), Is(x-y), Ψs(x-y) : stator voltage, current and flux  

vectors in x-y subspace. 

Lls : stator leakage inductance. 

p: number of pole pairs. 

According to equations (1-5), the machine model after the 
transformation shows that electromagnetic torque conservation 
depends on subspace (α-β), which simply corresponds to 
torque control in the three-phase motor. It can be seen that the 
circulating current depends on the flux in subspace (x-y). 

B. Classical DTC-THR Principle 

Based on the combination of a six-leg inverter with a dual 
star induction motor (DSIM), a total of 64 switching states are 
possible. Each of these states is defined by six binary states 
(Sa1 Sb1 Sc1 Sa2 Sb2 Sc2), where the value "1" indicates a 
closed switching state and the value "0" indicates an open 
switching state. These 64 switching states thus generate 64 
voltage vectors, which are grouped into four distinct groups 

(G1, G2, G3 and G4). These groups of voltage vectors are 
represented in the (α-β) and (x-y) subspaces respectively, as 
illustrated in Fig. 2. 

 

(a) 

 

(b) 

Figure 2.  Representation of voltage vectors in two subspaces: (a) α-β 

subspace; (b) x-y subspace.  

 

Figure 3.  Classical direct torque control (DTC-THR) for DSIM drives.  

Fig. 3 shows a slight modification of the switching table of 
the three-phase induction motor, obtaining a new switching 
table for the classical DTC-THR of the dual star induction 
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motor (DSIM). This modification is based on the use of 12 
large voltage vectors of group 4 (G4) of subspace (α-β) and 
allows this subspace (α-β) to be divided into 12 sectors, as 
illustrated in Fig. 4. 

For one sampling period, a voltage vector selected from 
Table I is to be applied based on the outputs of two hysteresis 
regulators of stator flux, torque and estimated stator flux 
position. However, the large voltage vectors selected in the α-β 
subspace generate small voltages of group 1 (G1) in the (x-y) 
subspace that are not controlled by the classical DTC-THR. 
Consequently, this results in the excitation of significant 
circulating currents and a non-sinusoidal phase current form. 

TABLE I.  CLASSICAL SWITCHING TABLE 

Flux Stator in Sector k 
Torque Error 

-1 0 1 

Flux Error 
-1 Vk-4 V0 Vk+3 

1 Vk-3 V0 Vk+2 

 

 

Figure 4.  The 12 sectors and large voltage vectors applied in DTC-THR.  

III. ENHANCEMENT OF PERFORMANCE FOR CLASSICAL 

DTC-THR 

A. Minimization of Harmonic Currents in Subspace (x-y) 

In order to minimize harmonic currents in subspace (x-y), it 
is remarkable from equation (4) that stator flux is proportional 
to current in subspace (x-y). Therefore, reducing stator flux in 
subspace (x-y) can significantly reduce circulating currents. 
Fig. 2.a shows that the voltage vectors of the groups (G1, G3 
and G4) are in the same direction in subspace (α-β), and have a 
similar effect on the control of flux and torque in the DTC 
strategy, in particular the vectors of group (G4) produce a 
dynamic torque response and generate fewer harmonic currents 
compared to the other groups. It is clear that in subspace (x-y), 
group (G3) has an opposite effect to groups (G4 and G1) on the 
influence of stator flux variation (see Fig. 2.b). 

Fig. 5 shows the MDTC-THR, whose principle is similar to 

that proposed in [8-9] for minimizing the harmonic currents of 
a five-phase induction motor in two steps. To clarify the 
method, step 1 is based on the outputs of the stator flux, torque 
and flux position regulators in subspace (α-β), using a modified 
switching table to select the group (Gi: from i =1 to 12) rather 
than the voltage vector. The goal of step 1 is to maintain the 
dynamic response of the system similar to that of classic DTC-
THR. 

 

Figure 5.  MDTC-THR principle.  

Clearly, the voltage vectors divide the (x-y) subspace into 
semicircles with orthogonal diameters. Furthermore, Step 2 is 
an extension of Step 1, but it is more dependent on the position 
of the stator flux in the (x-y) subspace. Fig. 6 illustrates that 
when the flux is in sector 2 and the selected group includes 
vectors (V6 and V15), for example, the application of the V15 
vector minimizes the amplitude of the stator flux, resulting in a 
reduction in harmonic currents. Table II provides a summary of 
the voltage vectors applied for each sector in which the 
magnetic flux is located in the (x-y) subspace. 

TABLE II.  MODIFIED SWITCHING TABLE FOR STEP 2 

Set group Sector of flux in subspace (x-y) Selected appropriate vector 

Group 1 
7, 8, 9, 10, 11, 12 V48 

1, 2, 3, 4, 5, 6 V57 

Group 2 
12, 1, 2, 3, 4, 5 V56 

6, 7, 8, 9, 10, 11 V52 

Group 3 
5, 6, 7, 8, 9, 10 V60 

11, 12, 1, 2, 3, 4 V24 

Group 4 
10, 11, 12, 1, 2, 3 V28 

4, 5, 6, 7, 8, 9 V44 

Group 5 
3, 4, 5, 6, 7, 8 V12 

9, 10, 11, 12, 1, 2 V30 

Group 6 
8, 9, 10, 11, 12, 1 V14 

2, 3, 4, 5, 6, 7 V13 

Group 7 
1, 2, 3, 4, 5, 6 V15 

7, 8, 9, 10, 11, 12 V6 

Group 8 
6, 7, 8, 9, 10, 11 V7 

12, 1, 2, 3, 4, 5 V11 

Group 9 
11, 12, 1, 2, 3, 4 V3 

5, 6, 7, 8, 9, 10 V39 

Group 10 
4, 5, 6, 7, 8, 9 V35 

10, 11, 12, 1, 2, 3 V19 

Group 11 
9, 10, 11, 12, 1, 2 V51 

3, 4, 5, 6, 7, 8 V33 

Group 12 
2, 3, 4, 5, 6, 7 V49 

8, 9, 10, 11, 12, 1 V50 
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Figure 6.  influence of voltage vectors (G3 and G4) on stator flux in step 2.  

B. MDTC-THRM Principle 

Minimizing torque ripple and steady-state error in DTC 
control is a key area of research for improving the performance 
of electric motor control systems. Several papers, in particular 
in [10], have found that decreasing and increasing torque 
variations need to be treated differently, especially at medium 
and high speeds. In this paper, a modified three-level hysteresis 
torque regulator to significantly reduce the steady-state torque 
error named (MDTC-THRM). 

 

Figure 7.  Modified torque hysteresis regulator.  

Fig. 7 shows the modifications to the classical three-level 
torque hysteresis regulator (THR). An applied voltage vector is 
clearly indicated for each segment. The investigation presented 
is based on the application of a zero vector in the FG segment 
to reduce torque with low variation, and an active vector in the 
GH segment to increase torque with high variation. However, 
MDTC-THRM, applied to the Dual Star Induction Motor 
(DSIM), reduces the steady-state torque error, i.e., the average 
torque value follows its reference under different speed 
conditions, due to the effect of the active vectors. 

IV. SIMULATION RESULTS 

To verify the efficiency of the MDTC-THRM and the 
MDTC-THR compared with the classical DTC-THR, a 
simulation using MATLAB/Simulink software was carried out 
with a sampling time of 5 µs. The parameters of the dual star 
induction motor (DSIM) are given in Table 3. The torque 
hysteresis regulator band was set to 10% of nominal torque, 

i.e., ∆Te = 0.3 Nm, while the stator flux band was ∆Ψs = 
0.0125 Wb. Simulation results are presented for machine 
operating conditions with a speed of 100 rad/s and a load 
torque of 20 Nm. 

Figs. 8-10 present the simulation results of the classical 
DTC-THR, MDTC-THR, and MDTC-THRM methods for the 
drive of the dual star induction motor (DSIM) in steady state. It 
is evident that DTC-THR allows harmonic currents in subspace 
(x-y) to flow freely through the machine, generating a non-
sinusoidal phase current form and resulting in severe 5th-, 7th-, 
17th-, and 19th-order current harmonics, as shown in Fig.  8.a, 
Fig.  8.b, and Fig. 8.e. 

Using the MDTC-THR, harmonic currents are minimized 
in the (x-y) subspace with total THD reduced from 40.39% to 
12.94%, as well as the 5th and 7th harmonic components 
which are minimized from 37.02%, 13.08% to 4.99%, 1.63%, 
respectively, thus generating a purely sinusoidal phase current 
form. In addition, the MDTC-THRM slightly minimizes the 
total THD from 12.94% to 12.34% compared to the MDTC-
THR (see Figs. 8-10.a, Figs. 8-10.b, Figs. 8-10.e). 

 

 

(a) 

 

(b) 

 

(c) 
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(d) 

 

 

(e) 

Figure 8.  Steady-state performance of classical DTC-THR. 

 

(a) 

 

(b) 

 

… 

 

 

(c) 

 

 
 

(d) 

 

 

(e) 

Figure 9.  Steady-state performance of MDTC-THR. 
 

 

(a) 
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(b) 

 

(c) 

 

(d) 

 

 

(e) 

Figure 10.  Steady-state performance of MDTC-THRM. 

Figs. 8-10.d show the mean value of stator flux following 
its reference in the DTC-THR, MDTC-THR and MDTC-
THRM methods. However, in DTC-THR and MDTC-THR, a 
considerable steady-state torque error is observed, as shown in 

Figs. 8-9.c. In contrast, the MDTC-THRM can reduce the 
steady-state torque error, and the mean torque value follows its 
reference (see fig. 10.c). 

TABLE III.  DUAL STAR INDUCTION MACHINE (DSIM) PARAMETERS 

Quantity magnitude 

Rated power  5.5  kW 

Rated voltage  220 V 

Rated current  6 A 

Rated speed  950 rpm 

Number of poles  3 

Stator and Rotor resistance  2.03 Ω, 3 Ω 

Stator and Rotor inductance  0.215 H 

V. CONCLUSION 

This paper presents the application of direct torque control 
(DTC) to the drive of the dual star induction motor (DSIM). In 
order to minimize harmonic current components in the (x-y) 
subspace, the MDTC-THR based on stator flux control in the 
(x-y) subspace using two steps significantly reduces circulating 
currents, which results in a purely sinusoidal current form. 
Simulation results confirmed that MDTC-THRM based on the 
modification of the three-level torque hysteresis regulator can 
significantly reduce the steady-state torque error. 
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Abstract—Power electronic converters are the main devices 

in electric vehicle systems. In order to ensure proper operation 
with high performances during normal and/or faulted operation 
conditions, multilevel inverters are being preferred over 
conventional two-level voltage source inverters to feed hybrid 
electric vehicles (HEV).This paper focuses on performances 
improvement of HEV by using neutral point clamped (NPC) 
multilevel inverters.The used traction motor which is the 
permanent magnet synchronous motor (PMSM) is fed through 
multilevel inverters (three levels and five levels).Performances of 
HEV and the total harmonic distortion (THD) are compared. 
From this comparison, it is possible to show the advantage of 
using multilevel inverters for increasing the lifetime of HEV. 
Moreover, its confirmed that the five NPC multilevel inverter 
present interesting capabilities for improving the lifetime of the 
system. 

Keywords: NPC multilevel inverter, PMSM, FLC, hybrid source 
FC/UC. 

I. INTRODUCTION 

Hybrid Electric Vehicles (HEVs) have been proven to be a 
promising solution to environmental pollution and fuel 
savings. The benefit of the solution is generally realized as the 
amount of fuel consumption saved [1]. 

Due to their high power density and high efficiency, 
permanent-magnet synchronous machines (PMSM) are 
gradually considered as the better choice for traction motors 
[2, 3].These machines must be designed for high torque/power 
densities, wide speed range, over load capability, high 
efficiency at all speeds, low cost and weight, fast acceleration 
and deceleration, while meeting performance and reliability 
expectations [4].If an error occurs, the system will be able to 
repair itself and to continue its job without any interruption. 
The main point in these systems is reliability feature which is 
so important. There are many solutions that can increase 
reliability in these systems [5].In order to obtain a proper 
operation in faulted mode, and to maintain high performances 

in normal operation conditions, a multiphase fault tolerant 
converter should be used to supply the motor. 

For power converters, many configurations and topologies 
have been proposed by researchers to address the inclusion of 
the most proper converter configuration into the EV drivetrain 
[5, 6].Nowadays, the neutral point clamped (NPC) inverter is 
the most commonly used for application in high-power high-
voltage (or medium-voltage) drives, because the imposed 
voltage across each switching power devices is half of the 
conventional two-level inverter with the same device ratings 
[7]. 

In recent years, a great deal of research has been carried out 
on the development of fault-tolerant AC motor electric drives. 
For instance, in [6], a reconfiguration system based on 
bidirectional electronic valves has been designed for three-
phase cascaded H-bridge inverters, but the need to have as 
many sources of voltages of the H-bridge makes of this a 
bulky and expensive topology. It’s his only drawback in 
applications like EV and HEV. 

In [8], theIGBT based cascaded multilevel inverter has been 
developed and it is interfaced with 20kW 3-phase induction 
motors that proved to be suitable for HEVs. It is found that the 
cascaded multilevel inverter reduces harmonics and produces 
sinusoidal voltages. Cascade inverters are proper converters 
for medium-voltage high-power applications. However, based 
on their configurations, they are more complicated than other 
types of converters and more expensive. Therefore, in diode-
clamped converters, there is simplicity in extending the 
voltage to higher levels. In addition, diode clamped converters 
are widely used in medium- and low-power applications [9]. 

The three–level NPC inverter presented in [11] was 
changed comparing with the original NPC topology by adding 
active switches to the inverters clamping diodes applied to a 
three-phase induction motor. However, the proposed solution 
has some disadvantages, such as additional redundant power 
devices and increased stress in all devices. Also, power 
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devices have to withstand higher voltages under a fault-
tolerant operation mode. 

In this paper a comparison between 3-level, 5-level NPC 
inverters in HEV will be presented. No additional devices are 
necessary. Several simulation results of HEV (speed, power, 
torque, current and THD) will be presented in order to 
compare between these two levels of inverter and choose the 
appropriate inverter for HEV. 

II. SYSTEM DESCRIPTION 

The global system is detailed in Fig. 1.  It is composed of 
two sources: the fuel cell (FC) and the ultracapacitor (UC), 
which are connected to the DC link via a unidirectional 
DC/DC converter and a current bidirectional DC/DC 
converter respectively. 

The FC/UC currents are controlled using a PI regulator and 
the DC link voltage is chosen to be maintained to 500V to 
supply the traction motor (PMSM) with employing of an NPC 
multilevel inverter to convert the DC voltage on AC voltage. 
The energy management of hybrid source based on fuzzy 
logic is used in the whole vehicle cycle. Simulations are 
obtained using MATLAB/Simulink under various operating 
conditions to show the effectiveness of the proposed method. 
Simulation results show the effectiveness of the proposed 
scheme in different operating conditions (steady and dynamic 
states). 

 

 

 

 

 

 
 

 

 

 

 
 

 

 

Figure 1.FC/UC hybrid electric vehicle. 

III. NPC MULTILEVEL INVERTER MODELING 

One of the widely used multilevel structures that have 

gained a lot of attention is the multilevel diode inverter also 

known as a neutral-point multilevel inverter [11], which was 

first introduced by (Nabae, Takahashi et Akagi, 1981) [12].  

capacitors in series on the DC bus us1. The voltage across 

each capacitor is vci=vdc=us1/n–1. 

As shown in Fig.2, the three-phase NPC n-levels inverter 

consists of three switching cells, supplied with (n-1) The three 

commutation circuits of 2(n-1) transistors enable the   
modulated voltages um1 and um2 to be reversible. As the load 

current is alternative, the required switches are made of 2(n-1)   

transistors with anti-parallel diodes for each phase. 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 
Figure 2.Schematic diagram of the three-phase NPC  n-level inverter. 

 
To produce n voltage levels, we need (n-1) capacitors (C1, 

C2, C3,... Cn-1) connected to the DC voltage source us1. The 
voltage at the terminals of each capacitor is equal to us1/n-1. 
Consider the switching circuit c (Fig. 3), the output voltage vc0 
is equal to [13, 14]: 

 full level (us1), closing the sets {T1c, D1c}, {T2c, 
D2c}, ... and {T (n-1)c, D(n-1)c}. 

 level (us1/n-1), closing the sets {T2c, D2c}, {T3c, D3c}, 
..., {T (n-1)c, D (n-1)c}.  

 ….. 

 Level zero, closing the sets {Tnc, Dnc},{ T(n +1) c, 

D (n + 1) c},... {T 2(n-1) c, D 2(n-1) c}. 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Figure 3.  Equivalent diagram of the arm c using the connection functions, 

𝑐𝜖(1,2,3). 
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Therefore, this switching cell is equivalent to a switching 
cell with ideal switches (frc), illustrated in Fig. 4. If frc = 1, the 
corresponding ideal switch is closed, otherwise (frc = 0) it is 
open. r is the line number and c is the column number of the 
ideal conversion matrix,𝑟𝜖{1 … , 𝑛 − 1, 𝑛} and𝑐𝜖{1,2,3}. The 
last connection function is deduced by:  

                 𝑓𝑛𝑐 = 𝑓
1𝑐

. 𝑓
2𝑐

… . 𝑓
(𝑛−1)𝑐

                        (1) 

 

 

There are (n) configurations in each arm (c) (Table 1). 
Considering a continuous conduction mode, the converter 
equivalent to ideal switches is used to facilitate the modeling 
and design of the control (Fig. 4). The connection functions 
frcare defined as follows (Table I): 

 

                            𝑓𝑟𝑐 = 𝑇(𝑟−1)𝑐𝑇𝑟𝑐 … . 𝑇(𝑟+𝑛−2)𝑐                    (2) 

with:  𝑟𝜖{1, … . . , 𝑛} 

 

for: 𝑟𝜖{1, … . . , 𝑛 − 1}  and𝑐 = {1,2,3} 
 

In order to apply the reference connection functions (frc-ref), 
the control transistors signals are calculated by: 

 
 
 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

Figure 4.Matrix structure of a three-phase n-level inverter. 

 

 
 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

𝑇1𝑐=𝑓1𝑐−𝑟𝑒𝑓 

                              𝑇2𝑐=𝑓1𝑐−𝑟𝑒𝑓 + 𝑓2𝑐−𝑟𝑒𝑓                          (3) 

 

          𝑇(𝑛−1)𝑐=𝑓1𝑐−𝑟𝑒𝑓 + 𝑓2𝑐−𝑟𝑒𝑓 + ⋯ + 𝑓(𝑛−1)𝑐−𝑟𝑒𝑓         (4) 

 
The general expression can be: 

 

                        𝑇(𝑟−1)𝑐 = ∑ 𝑓𝑗𝑐−𝑟𝑒𝑓
𝑟−1
𝑗=1                                (5) 

                             𝑇(𝑛+𝑟)𝑐 = 𝑇𝑟𝑐                                         (6) 

 

For an easier analysis of the operation and to establish the 
mathematical description of the voltage conversion, the 

equivalent matrix structure shown in Fig.4 is used. 

The simple modulated voltages are expressed by: 

                𝑉𝑐0 = (𝑉𝑐 − 𝑉0) = ∑  𝑓𝑟𝑐
𝑛
𝑟=1 . 𝑢𝑠𝑟                     (7) 

 

And the compound modulated voltages are: 

 

         𝑢𝑚1 = 𝑣10 − 𝑣30 = ∑  (𝑓𝑟1
𝑛
𝑟=1 − 𝑓𝑟3)𝑢𝑠𝑟                (8) 

 

        𝑢𝑚2 = 𝑣20 − 𝑣30 = ∑  (𝑓𝑟2
𝑛
𝑟=1 − 𝑓𝑟3)𝑢𝑠𝑟                (9) 

 

Each compound modulated voltage is formed by n 

modulated elementary voltages as follows: 

                      𝑢𝑚𝑐 = ∑  𝑣𝑚𝑟𝑐
𝑛
𝑟=1 , 𝑐 𝜖{1,2}                       (10) 

 
Elementary modulated voltages are expressed by: 

                         𝑢𝑚𝑟𝑐 = 𝑚𝑟𝑐𝑢𝑠𝑟  ,  𝑟 𝜖{1, … , 𝑛}                   (11) 

with:  𝑚𝑟𝑐 = 𝑓𝑟𝑐 − 𝑓𝑟3 

 
Multilevel voltage results from the combination of n 

voltages across capacitors (usn). 

By additional switching devices, the number of levels can 

be increased to a higher level and with these additions the 

inverter can achieve the sinusoidal voltage with a low 

harmonic distortion [15]. 
 

Control Signals Connection Functions 

Vc0 
Upper arm Lower arm 

T1c T2c … T(n-2)c T(n-1)c Tnc T(n+1)c … T(2(n-1)-1)c T(2(n-1))c f1c f2c … f(n-1)c fnc 

1 1 … 1 1 0 0 … 0 0 1 0 … 0 0 us1 

0 1  1 1 1 0 … 0 0 0 1 … 0 0 
(𝑛 − 1)

𝑛
𝑢𝑠1 

                

0 0 … 1 1 1 1 … 0 0 0 0 … 0 0 
2

𝑛
𝑢𝑠1 

0 0 … 0 1 1 1 … 1 0 0 0 … 1 0 
1

𝑛
𝑢𝑠1 

0 0 …  0 1 1 … 1 1 0 0 … 0 1 0 

Load 

us1 

im2 

1 

o 

us2 

im(n-1) 

us(n-1) 

um1 
um2 

f1c f2c 

f2c f2c 

f(n-1)c f(n-1)c 

fnc fnc 

f1c 

f2c 

f(n-1)c 

fn c 

im1 

vc1 

vc2 

vc(n-1) 

 

TABLE I.  EQUIVALENT SWITCHING CELL 
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IV. CONTROL SYSTEM AND REGULATION 

A. Control Algorithm PWM N-Level 

To generate the control pulses PWM of an N-level 
converter voltages, N-1 triangular carriers are needed. These 
carriers have the same frequency (fc =15 kHz) and the same 
amplitude. 

As shown in Fig.5, the carrier signals (C1,2…n) are compared 
with modulating signal (Uref) to produce the desired output. 
Each comparison gives 1 if a carrier is greater than or equal to 
the reference, and 0 otherwise. At the output of the modulator, 
the sum of results from the comparison is then decoded, and 
gives the value corresponding to each voltage level. 

 For an N-level inverter, the amplitude modulation index ma 
and the frequency modulation index mf are defined as follows 
[16], [17]: 

                                 𝑚𝑎 =
𝐴𝑚

(𝑁−1)𝐴𝑐
 , 𝑚𝑓 =

𝑓𝑐

𝑓𝑚
                    (12) 

 
where𝐴𝑚is the amplitude of the modulating signal, 𝐴𝑐is the 

peak-to-peak amplitude of the carrier signal, 𝑓𝑐 is the 
frequency of the carrier signal and 𝑓𝑚is the frequency of the 
modulating signal.  

 

 

 

 

 

 

 

 

 

 

 

Figure5. Principle of Sine Pulse Width Modulation (SPWM) in multilevel 

inverters. 

B. Speed Regulation of PMSM 

For nonlinear systems that have performance limitations 
with a conventional linear controller, fuzzy logic control is the 
most commonly used among many types of control systems 
[18]. 

 

 

 

 

 

Figure 6.Structure of fuzzy speed controller. 

As illustrated in Fig.6, the FLC is a standard structure with 
inputs of speed error e and change in speed error ce, and 

output is changed in q-axis reference current Δiqref. The 
membership function is used and the input and output scaling 
factors are determined. The FLC executes the rule base taking 
the fuzzy variables e and ce as the inputs and quantity of Δiqref 
as the output which are processed in the defuzzification unit.  

In this article, the functions of belonging triangular and 
trapezoidal type, method of max- min reasoning, 
defuzzificationmethod are used as they are frequently cited in 
the literature [18, 20]. 

The Fig.7 shows the vector control of the traction motor 

(PMSM).  

 

 

 

 

 

 

 

 
 

 

 

 

 

 
 

TABLE II.  PMSM PARAMETERS  

Sizes Values 
Power 50 KW 

Stator resistance 0.05 Ω 

d-axis inductance 0.00065 H 

q-axis inductance 0.00065 H 

Induced flux magnets 0.2 Wb 

Inertia 0.1 kg.m2 

Friction 0.005 Nm.s 

Number of pairs of poles 03 

 

C. Control of FC/UC hybrid source 

In this work, the control of the currents of hybrid source 
and the DC bus voltage is realized by using PI regulators. As 
shown in fig.8, the FC power reference PFCref is divided by the 
FC voltage to obtain the current reference value IFCref.  

The FC current IFC is measured and compared with a 
reference value, and the error signal is processed through a 
simple proportional integral (PI) controller. On the other hand, 
the bidirectional buck-boost converter transforms unregulated 
DC power to a regulated DC bus power in the hybrid 
configuration. We should control PWM (Pulse Width 
Modulation) of T12 and T22 to make DC bus voltage Vbusstable 
and to limit the UC current Isc[19]. 
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Figure 8.Hybrid source control. 

 

D. Energy management using fuzzy logic  

In HEV, the energy management becomes crucial and 
many works have adopted intelligent techniques, to manage 
the multiple electrical power sources in hybrid systems. 
Principally, fuzzy logic is widely employed in many 
applications [19]. Fuzzy control system is a control method 
which is applied with great success in various control 
applications. It is used fornonlinear systems that represent a 
difficulty in the deriving of its mathematical model.The 
energy management strategy using fuzzy logic (Fig.9) 
coordinates all the elements in the system to continuously 
provide the necessary traction, to keep constant the DC bus 
voltage (Vbus) and maintain the UC SOC (state-of-charge).  

 

 

 

 

Figure 9.Energy management using fuzzy logic. 

The inputs of FLC (Fuzzy logic control) are: The load 
power (Pload) and ultracapacitor SOC, and the output of the 
FLC is the fuel cell power (PFC). 

V. SIMULATION RESULTS AND DISCUSSIONS 

To validate the proposed work, simulation studies have 
been realized by using MATLAB/SIMULINK.  The 
multilevel inverters are loaded with 3-phase 50kW permanent 
magnet synchronous motor to drive HEV powertrains. The 
results have been done using the New European Driving Cycle 
(NDEC), with 120 km/h maximum speed as shown in Fig.10. 

 

 

Figure 10.NDEC Drive cycle and speed vehicle. 

 

Figure 11.Traction motor power. 

 

 

Figure 12.Comparison of stator current “ia”. 
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The speed of the vehicle follows the reference speed as 
shown in Fig.10, but with the use of a five-level inverter, the 
speed is smoother compared to that obtained with the three-
level inverter.  

The current, the power and the electromagnetic torque of 
the traction motor are shown respectively in Figs. 11-13. It can 
be observed that power and electromagnetic torque are more 
distorted with three-level inverter. But, with five-level 
inverter, the electrical and mechanical performances of 
traction motor are significantly improved. 

TABLE III.  TOTAL HARMONIC DISTORTION (THD) 

COMPARISON FOR THREE AND FIVE LEVELS. 

 

 

 

It is seen that the voltage waveform on result from the 
fundamental components while other harmonics components 
prove to be negligible.  

The results obtained in Table II show that by increasing the 
number of levels inverter, the current and voltage harmonic 
distortion decreases and the lowest  THD value is obtained by 
using the NPC five-level inverter.  

VI. CONCLUSION  

In this paper, two different levels (3and 5) of NPC inverter 
to supplythe traction motor (PMSM) in the HEV have been 
presented. No additional devices have been necessary. The 
different characteristics of the vehicle waveforms are plotted. 

Simulation results show that by increasing the number of 
levels, the inverter is able to achieve higher AC voltage, 
producing more voltage steps that will be approaching 
sinusoidal with minimum harmonic distortion and improve the 
characteristic of the HEV.  

The comparison between 3-level and 5-level NPC inverters 
in HEV presented in this work shows that the five-level 
inverter is accurate and effective for improving the 

performance and the lifetime of the HEV. It is highly useful to 
get the lowest THD value and able to sustain the operating 
performance of HEV in fault-tolerant mode. 
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Abstract— This paper deals with the determination of the 

electrical and mechanical parameters of a double stator 

induction machine.  The concerned machine is manufactured by 

the "ELECTRO-INDUSTRIES" company located in Azazga 

(Tizi-Ouzou). The stator of this machine is composed by two 

windings which are shifted by an electrical angle α which is equal 

in our case to (π/3), and a common squirrel cage rotor, the rated 

power of each stator is 1, 1Kw.To be able to exploit the developed 

model of this machine we need to identify its parameters. In this 

work we have used classic identification methods. An 

experimental test bench has been realized in the laboratory to 

carry out the different tests related to the identification of the 

different parameters of this machine.      

Keywords: Double stator induction machine, identification, 

electrical parameters, mechanical parameters. 

NOMENCLATURE 

s1
R   stator 1 resistance  

s2
R  stator 2 resistance  

r
R  rotor resistance   

s1
L  stator 1 leakage inductance  

s2
L  stator 2 leakage inductance   

r
L  rotor  leakage inductance  

m
L                   magnetizing inductance  

p                                pole pairs number 

em
C                       electromagnetic torque 

s
ω    angular rotation speed 

(
ds1

v ,
qs1

v )      stator 1 voltage (d, q) components  

(
ds2

v ,
qs2

v ) stator 2 voltage (d, q)components  

(
dr

v ,
qr

v ) rotor voltage (d, q) components 

(
ds1

i ,
qs1

i ) stator 1 current (d, q) components 

(
ds2

i ,
qs2

i ) stator 2 current (d, q) components  

(
dr

i ,
qr

i ) rotor current (d, q) components 

(
ds1

φ ,
qs1

φ )   stator 1 flux (d, q) components 

(
ds2

φ ,
qs2

φ ) stator 2 flux (d, q) components 

(
dr

φ ,
qr

φ ) rotor flux (d, q) components 

V
S

 Stator single phase voltage 

S
R  per phase stator resistance  

S
X  per phase stator leakage reactance 

'

r
R  rotor resistance brought to the stator 

r
X  rotor leakage reactance brought to the stator 

1
E  stator magnetizing electromotive force  

m
R  resistance representing iron losses 

m
X  magnetizing reactance 

 

I. INTRODUCTION  

Doubly fed induction generator (DFIG) based wind 

turbine system has become the most popular configuration for 

wind energy applications [1]. These have decisive advantages 

for electricity generation in the market for high-power wind 

turbines operating at variable speed [2], [3]. The presence of 

the slip rings and brushes system in the doubly fed induction 

machine reduces its reliability, its robustness and requires 

periodic maintenance [4], [5], [6]. 
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Figure 2. Electrical diagram of the windings of a  
Double Stator Induction Machine 

 

        Figure 1. Photo of a Double Stator Induction Machine 

 

 To develop a machine capable of surpassing these 

disadvantages, several studies have been carried out since the 

beginning of the 20th century. These studies led to the 

development of a Brushless Doubly fed Induction Machine 

(BDFIM)) [7], [8], [9].  

Brushless doubly fed induction generator (BDFIG), which 

derives from cascade induction machine technology, has 

grown in popularity as a wind electric generator due to its 

advantages over the doubly fed induction generator (DFIG) 

and the permanent magnet synchronous generator (PMSG), 

such as the absence of slip rings and brushes and high-cost 

permanent magnets. Wind energy research is critical for any 

country’s economic development and long-term sustainability 

[10] [11]. The double stator induction generator is a type of 

the Brushless doubly fed induction generator (BDFIG), it is 

composed by two sets of winding in the same stator and a 

common squirrel cage rotor [12]. 

Several studies have been realized in order to identify 

dual stator induction machine parameters. Genetic algorithm is 

proposed in [13] to identify the induction machine parameter 

from no load start transients. Standstill, rotating machine and 

time domain parameter identification methods are presented in 

comparison [14] for multiphase induction machines 

parameters identification with reasonable good agreement. A 

new optimal method to identify the parameters of the two 

stator winding induction machines [15] using only industrial 

measurement equipment (Voltmeter, Ampere-meter, Power –

meter) from standard tests (no load and two phase short 

circuit) is proposed in [16].  

Many works have been developed to control this type of 

machine. Active and Reactive Power Control of a Dual Stator 

Induction Machine (DSIM) using PI Controllers for wind 

energy conversion is presented in [17], [18]. Sensorless 

Control with Adaptive Speed Observer Using Power Winding 

Information for Dual-Stator Winding Induction 

Starter/Generator is studied in [19]. 

In this paper we propose to use theoretical and 

experimental tests to identify electrical and mechanical 

parameters of a double stator induction generator.  

The paper is organized as follows: Section 2: description 

of the double stator induction generator, Section 3: Modeling 

of the dual stator induction generator, Section 4: identification 

of the parameters of double stator induction machines, Section 

5: conclusions. 

II. DESCRIPTION OF THE DOUBLE STATOR INDUCTION 

GENERATOR  

 

The name double stator induction machine is due to the 

fact that the stator contains two windings. It's also called a 

double-star induction machine when the windings or the two 

stators are both star connected. The rotor is a squirrel cage 

one, identical to that of a conventional induction machine. The 

angular displacement between the two stators is equal to (π/3) 

and the rated power for each stator is equal to 1,1 kW. 

Fig 1. shows a photo representing the double-stator 

asynchronous machine manufactured by the Algerian 

company ‘’ ELECTRO-INDUSTRIES’’ located in Azazga. 

This type of machine is not commercialized by this company 

but it is especially realized for research needs. 

 

 

 

 

 

 

III.  

 

IV. MODELING OF THE DOUBLE STATOR INDUCTION 

GENERATOR  

The dual stator induction machine “DSIM” is composed 

of two fixed three-phase stator windings denoted as stator 1 

and stator 2 shifted by an electrical angle α, and a common 

squirrel cage mobile rotor [17], [7], [12], as shown in Fig 2. 

The mathematical model of the DSIM derives from 

PARK’s theory in order to simplify the differential equations 

[17], [7], [12]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Voltage and flux equations characterizing the double stator 

induction generator model in an arbitrary reference frame are 

given by: 

A.   Stator 1 

              

ds1 s1

s1 qs1ds1 ds1

qs1 s1

qs1 s1 qs1 ds1

dφ dθ
v =R .i -

dt dt

dφ dθ
v =R .i +

dt dt

+ .φ

+ .φ








                          () 

               
m ds1 ds2 dr

m qrqs1 qs2

ms1ds1

mqs1 s1

φ +L )i (i +i )

φ +L )i (i +i )
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             () 
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Figure 5. Stator resistance 

measurement scheme 

Figure 4. Experimental test bench 

B. Stator 2  

              

ds2 s2

s2 qs2ds2 ds2
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C. Rotor 
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The electromagnetic torque equation is given by: 

           m
em qs1 qs2 ds1 ds2

r m
qrdr

L
C = p (i +i ) -(i +i )

L +L
j j 

  
    () 

V. IDENTIFICATION OF THE  DOUBLE STATOR INDUCTION 

MACHINE PARAMETERS  

 

The exploitation of the developed model of the machine 

requires the knowledge of its electrical and mechanical 

parameters. In the following we will identify these parameters 

using an analytical method based on general mechanical and 

electrical equations and standard tests. 

This identification method is based on the equivalent 

diagram given in Fig 3 and uses two tests: a no-load test and a 

locked-rotor or short-circuit test. 

The results of these experimental tests require the 

realization of an experimental test bench which is represented 

by Fig. 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

A. Electrical parameters identification 

1) Stator resistance measurement 

The Stator resistance is measured using a method, in 

which one phase of the stator winding is supplied by a DC 

voltage source, as illustrated in Fig 5.     

 

 

 

 

 

 

          This test requires a voltmeter and an amperemeter to 

record the various voltage and current measurements that 

characterize resistance using Ohm's law:   

                                      
S

V
R =

I
                                            () 

The results of this test are given in Table 1. 

TABLE I.  STATOR RESISTANCE MEASUREMENT RESULT  

V (V) 57,5 40,5 21 

I (A) 2,5 1,74 0,9 

Rs [Ω] 7.73   

 

The stator resistance is the mean of these measured 

resistances. 

2) Locked rotor experiment 

 

In this test, the rotor is mechanically locked to prevent it 

rotating (g=1). The stator is supplied by a reduced AC voltage 

so as not to exceed the rated current, and the following 

measurements are taken: 

- Supply voltage. 

- Stator current.  

- Absorbed power. 

The locked rotor test gave the results shown in Table 2: 

TABLE II.  LOCKED ROTOR TEST RESULT  

Vcc (V) 40 

Icc (A) 2,65 

Pcc (W) 247,5 

 

The elimination of the magnetizing branch is due to the fact 

that the impedance of the rotor branch is very low compared 

to the magnetizing impedance (g=1). As a result, the current 

flowing through the magnetizing branch is negligible 

compared with the rotor current, and the magnetizing branch 

can be considered as an open circuit (Fig 6). 

 

 

Figure 3. Equivalent phase circuit of DSIM  
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Figure 6. Equivalent locked-rotor scheme 

 

 

 

 

 

 

 

 

a) Calculation of rotor resistance  

The locked rotor electrical power absorbed
CC

P  represents the 

sum of the stator Joule losses 
Js

P and the rotor Joule losses  
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'2 2
cc cc ccs r

2 '
cc s rcc

= . + .3R 3RP I I

= . +3IP R R
              () 

Then  

                     
cc'

r s2

cc

P
= -R R

3I
                                      () 

b) Calculation of stator and rotor inductances 

The equivalent impedance is:   

 cc

cc

cc

V
=Z

I
                     () 

With  

( ) ( )' '
cc s r s r= + + j +Z R R X X   () 

 

We note 

 '
cc s r= +R R R   () 
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 '
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V
= -X R

I
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For small motors, it is assumed that: 

 '
s r cc

1
= = .X X X

2
  () 

 
s s

' '
r r

= .ωX L

= .ωX L
  () 

We determine the leakage inductances as follows: 

   

s

s

'
r'

r

X
=L
ω

X
=L
ω

                                  () 

3) No load experiment 

This test is performed when the load is equal to zero, so 

the machine rotates at a constant speed approaching the 

synchronous speed. 

This test allows us to measure the machine's no-load 

losses. To do this, we need to measure: 

• No load supply voltage
0

V . 

• No load absorbed current
0

I . 

• No load absorbed power
0

P  . 

The results of the no load experiment are shown in Table 3. 

TABLE III.  NO LOAD TEST RESULT  

I0(A) 0,4 0,5 0,6 0,9 1,2 1,65 

P0(w) 30 36 45 75 120 174 

V0(V) 60 80 100 140 180 220 

 

The slip g0 obtained at no load condition is usually very low. 

However, the fictive resistance 

'
rR

g
is very high compared to 

the other impedances and therefore the current 
'

r
I  is 

insignificant compared to the current  
0

I . The rotor branch 

can be considered as an open circuit, resulting in the diagram 

shown in Fig 7.    

 

 

 

 

 

 

 

a) Determination of iron and mechanical losses 

The electrical power absorbed at no load condition is the 

sum of stator Joule and iron losses and mechanical losses, as 

follows: 

 
2

0 0 fs mécs= . + +3RP I P P   () 

      In this test, we start the motor by increasing the voltage 

from 0 to its rated value (220 V) and note the value of the 

speed of rotation. 

      We decrease the voltage and read the voltage, current and 

power each time, while checking the speed and ensuring that it 

has not decreased. 

      We continue to reduce the voltage until the rotation speed 

drops significantly. 

      Then we plot 2
0 0s- .3RP I  as a function of 

2

0
V  which 

should be a straight line. Extrapolating this straight line to the 

Figure 7. No load equivalent scheme 
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Figure 8. Characteristic of the sum of iron and  
               mechanical losses as a function of V0

2 

origin gives the value of the mechanical losses, which are 

assumed to be constant when the speed is kept constant. 

The iron losses are deduced at the rated point as follows: 

2
fs 0 0 mécs= - -3RP P I P  at the rated point (V0 =220V). 

      These losses are considered constant for nominal operating 

condition. The iron losses are the difference at the nominal 

point between   
2

0 S0s-3RP I  and the mechanical losses (Fig 8). 

 

 

 

 

 

 

 

 

       After extrapolation to the origin, we find the value of the 

mechanical losses (18,47W), the iron losses are deduced by 

subtraction, at point V=220V, so Pfer=61,65W. 

b) Determination of Rm  and Lm  

The following electrical equation can be derived from the 

equivalent no load scheme: 

 

 ( )s s 0 10= +j +V R X I E   () 

 

Then 

 ( )1 s s 00= - +jVE R X I   () 

With 

 1 m h m μ= =E R I X I   () 

 ( )0 0 0 0
= .cos φ3.V .IP  () 

 ( ) 0

0

00

P
cos φ =

3V I
 () 

 ( ) ( )
2

00
sin = 1-cos φj  () 

 ( )h 0 0
= .cos φI I   () 

 ( )μ 0 0
= .sin φI I   () 

 

• Magnetizing resistance Rm 

 
1

m

h

E
=R

I
  () 

• Magnetizing inductance Lm 

 

 
1

m

m

E
=X

I
  () 

 m m.ωX =L   () 

  

Then  

 
m

m

X
=L
ω

  () 

B. Mechanical parameters identification 

The identification of the electrical parameters only is not 

sufficient to make a correct study for the electrical machine, 

for this reason, an identification of the mechanical parameters 

is necessary. 

       Knowing the mechanical parameters enables us to 

determine the dynamics of the rotating speed according to the 

following equation of motion: 

 fe r

dΩ
- =J + ΩC C K

dt
  () 

The mechanical time constant is identified using the 
deceleration test method. 

3) Deceleration method experiment 

The deceleration method experiment consists of supplying the 

machine at no load with the rated voltage and suddenly 

switching off the supply and recording the rotation speed 

transient using a memory oscilloscope (Fig 9.). 
 

 

 

 

 

 

 

 

a) Measurement of the coefficient of friction 

From 
2

0 S 0 fs méc
P 3.R I +P +P= , we can deduce the mechanical 

losses. 

 méc abs js f= - -P P P P    () 

 méc

f 2

P
=K
Ω

 () 

b)  Moment of inertia measurement 

The solution of the equation of motion is: 

 ( ) r0

m

t
Ω t = .exp -Ω

τ

 
 
 

  () 

With  

 m

f

J
=τ

K
  () 

     Figure 9. Characteristic of the sum of iron and    

                     mechanical losses as a function of V02 
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  Where m is mechanical time constant 

Then  

 f m.J=K τ   () 

The two stators of the machine are identical then the 

identification tests were carried out on a single stator. 

       The results of the identification of the double stator 

induction machine parameters are summarized in following 

table. 

TABLE IV.  RESULTS OF PARAMETERS IDENTIFICATION  

Rs1= Rs2  7,73 [Ω] 

R’r R’r= 4,01 [Ω] 

Ls1= Ls2 0,015[H] 

Lm 0,4 [H] 

Rm 777,76 [Ω] 

L’r 0,015[H] 

Kf 0,00075 [Nm.s/rad] 

J 0,0075 [Kg.m2] 

 

VI. CONCLUSION 

In this paper parameters estimation of a dual stator 

induction machine has been presented. In order to study this 

type of machine using its mathematical model, it is necessary 

to identify its parameters. An experimental test bench has been 

built for this purpose and experimental tests have been 

realized. The results obtained from these experimental tests 

and the equivalent diagram of this machine have been used to 

determine its electrical and mechanical parameters. 

As a future work, other methods of identification could be 

used in order to confirm the results obtained in this present 

paper. 
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Abstract— Generating electricity is a challenge for future 

generations, and the focus is presently on renewable energy, 

particularly wind power. Wind power systems in remote regions 

employ self-excited induction generators, which are an excellent 

choice for this type of application. Many criteria impact the 

performance of self-excited induction generators, including rotor 

speed, capacitance value, and driven load value. In this paper, we 

will look at how changing these parameters affects the output 

quantities of the self-excited generator. 

Keywords: self-excitation, finite elements, induction generator. 

I. INTRODUCTION  

Demand for electrical energy is rising steadily, and to date, 

energy production relies mainly on traditional sources, with 

86% of the energy produced from fossil fuels [1,2]. The 

indiscriminate use of fossil fuels has increased global 

greenhouse gas emissions by three-quarters. These greenhouse 

gas emissions contribute to global warming and are the 

primary barrier for future generations [3] not to mention 

additional detrimental impacts like acid rain and smog. The 

adverse consequences and depletion of traditional resources 

have led to a growing interest in renewable energy resources 

such as wind, solar, tidal, and micro-hydro power [4]. The 

main factors driving the use of this type of energy are the 

many advantages they offer: inexhaustible, clean and 

environmentally friendly, sustainable over time, and reliable 

[5]. Among renewable energy sources, wind power is the most 

promising because of its clean nature, wide availability, and 

ease of procurement [6,7]. In a wind energy conversion chain, 

the wind turbine converts the kinetic energy captured in the 

wind into electrical energy using a generator [8]. The three-

phase induction generator is one of the best types of generator 

to use with wind turbines for autonomous power generation; it 

is a relatively inexpensive,  robust, simple construction; with 

good reliability; and high efficiency [9,10]. The induction 

generators used in isolated wind energy systems are called 

self-excited induction generators (SEIGs) [11]. The operation 

of a self-excited induction generator requires the presence of 

reactive power. Which, in the case of stand-alone applications 

is provided by a capacitor bank. The self-excitation 

phenomenon occurs when we connect a capacitor bank 

between the machine terminals to produce the required 

reactive power. Combined with the presence of a residual field 

in the rotor, we'll see the birth of a small voltage across the 

stator terminals, which will increase the magnetism of the 

rotor due to the capacitive current flow that will increase the 

voltage again. The process of buildup continues until 

saturation. The capacitance value determines the voltage 

generated for a certain rotor speed [11,12, 13].  The value of 

the voltage produced by a self-excited generator is affected by 

several quantities. In this work, we propose to study the 

influence of the parameters affecting the output voltage of a 

self-excited induction generator. For this fact, a model of the 

induction machine was carried out using the finite element 

technique with time step, then the phenomenon of self-

excitation is studied by varying several parameters such as the 

value of the excitation capacity, the speed of rotation of the 

rotor and also the load value. All results are presented and 

validated by simulation.  

II. SELF -EXCITATION PHENOMENON AND 

MAGNETIZATION CURVE  

If the induction motor rotor rotates faster than the synchronous 

speed, it can operate in generator mode and create energy. 

Equation (1) expresses the synchronous speed:   

  

    
     

 
                                        (1) 

                                 

f is the frequency Hz. 

p is the number of poles. 

The slip of a machine is the difference between the 

synchronous speed and the rotor speed, expressed by the 

following equation : 
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s = 
      

   
                                 (2) 

n is the mechanical speed of the rotor. 

As the rotor speed exceeds the synchronous speed, this causes 

a negative slip, which means that the induction machine will 

produce a negative conjugate, thus operating as a generator 

[14]. In the case of stand-alone operation, the connection of a 

capacitor bank to the terminals of the induction generator is 

necessary, as shown in Figure 1, to meet its reactive power 

requirement. Note that in practical diagrams, it is advisable to 

connect each excitation capacitor to each phase of the motor 

winding, either Δ-Δ or Y-Y [15]. 

 
Figure 1. Capacitor self-excited induction generator. 

Induction generators used in isolated wind energy systems are 

called self-excited induction generators (SEIGs). The self-

excitation phenomenon occurs on the one hand if we ensure 

the presence of reactive power, which is supplied by the 

capacitor bank, and on the other if the machine has a so-called 

residual magnetic field. If there is no appropriate value of 

residual magnetism, the self-excitation process will not take 

place [16][17]. When the rotor of an induction machine rotates 

at the required speed, the residual magnetism present in the 

rotor iron generates a small voltage across the stator. This 

voltage produces a capacitor current. This current generates a 

flux that assists the residual flux, resulting in a greater one 

and, as a result, higher voltage created across the stator. This 

voltage causes a current to flow through the capacitor bank, 

resulting in the generation of a voltage. This cumulative 

process of voltage growth continues until the induction 

generator's saturation curve crosses the capacitor's charging 

line, as shown at point A in Figure 2, creating a no-load 

electromotive force [18]. 

 
Figure 2. Induction generator magnetization curve. 

III. DETERMINING THE VALUE OF SELF-EXCITATION 

CAPACITY 

Several approaches to determining the capacitance required to 

excite a self-excited induction generator have been reported 

[19, 18]. According to [19], equation (3) is used to calculate 

the capacitance of the capacitor bank (in the delta link) to be 

connected in parallel with the induction generator. Several 

approaches to determining the capacitance required to excite a 

self-excited induction generator have been reported [19, 18]. 

According to [19], equation (3) is used to calculate the 

capacitance of the capacitor bank (in the delta link) to be 

connected in parallel with the induction generator.          

   
  

      
                                            

Qg is the reactive power absorbed as a generator;  

V is the phase voltage. 

To find the value of C∆ it is necessary to determine the value 

of the reactive power absorbed as a generator. For this reason, 

several equations are beneficial to find this value [20]. In 

motor mode, the active and reactive power is calculated from 

the following equations:       

                                                          
 

                                                                     

With apparent power 

                                                   (6) 

while in generator mode the electrical power is : 

                                                   (7) 

Given that the following condition must be guaranteed: 

S_motor = S_generator the electrical power in generator 

operation is equal to:  

      
  

  

 
     

     
                                    (8) 

using equations (4) and (5) we find the reactive energy 

consumed as a motor 
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The reactive power of the generator is estimated as a function 

of the rated power of the machine operating as a motor using 

equation (4) and Figure 3. It is given by [20] : 

    
     

     

                                              

Where 

Pn is the rated mechanical power; 

ηm is the efficiency as a driving action; 

φm is the power factor angle as a motor. 

 
Figure 3. The relation between generator and motor sin(φ). 

For our study, we have chosen a squirrel-cage 

asynchronous machine whose characteristics are shown in 

the table below: 

TABLE I.        SEIG  PARAMETERS 

Parameter Value 

Rated power 400 KW 

Rated Voltage 400 V 

Coupling Delta 

Poles Number 4 

Motoring rated speed 1491 (rmp) 

Rated frequency 50 (Hz) 

Working temperature 75(°) 

After performing the necessary calculations to determine the 

value of the self-excitation capacity, we modeled the induction 

generator and the self-excitation phenomenon using the time-

stepped finite element method (TSFEM). The figure below 

illustrates the induction generator model and its field 

distribution. 

 
Figure 4. FE model of the generator and its field distribution. 

IV. INFLUANCING OF DIFFERENT PARAMETERS 

The output voltage of a self-excited induction generator is 

affected by several parameters: the rotor speed, the associated 

load, and the capacitance value. In this section, we'll take a 

closer look at the influence of these parameters on the output 

values of a self-excited induction generator. 

A. Influence of capacity value 

After selecting the minimum value for the self-excitation 

capacitance, we obtained the results shown in Figures 5, 6, 

and 7 for the value C∆=500µF. We then varied this value by 

increasing it to 600µF, then to 700µF, 800µF and finally to 

900µF. 

 

Figure 5. Voltage evolution for different capacitance values 

 

Figure 6. Current evolution for different capacitance values 
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Figure 7. Electromagnetic torque evolution for different 

capacitance values 

From Figures 5, 6, and, 7. We can see that the value of the 

capacitance has a significant influence on the generator's 

electrical quantities, whether current, voltage, or 

electromagnetic torque, all of which increase as the value of 

the capacitance increases. The voltage value increases less 

than the current value because the saturation of the magnetic 

circuit is almost reached (figure 3). Figure 8 shows the 

evolution of RMS voltage versus RMS current. The increase 

in capacitance value also influences the generator's self-

excitation time, with the higher the value of C, the shorter the 

self-excitation time. 

 

Figure 8. Voltage vs. current curves 

B. Influence of speed 

The second parameter that influences the generator's electrical 

parameters is the rotor speed, for which we set the capacitance 

value at C∆ = 700µF and then created a variable speed profile, 

as shown in Figure 9. 

 
Figure 9. Variable rotor speed profile 

 
Figure 10. Voltage evolution for a variable speed profile 

 
Figure 11. Current evolution for a variable speed profile 

 
Figure 12. Electromagnetic torque evolution for a variable speed 

profile 

The variation in rotor speed influences the electrical 

quantities of the induction generator. We note that if speed 

increases, current, voltage, and torque increase, whereas if 

speed decreases, these quantities decrease. We also note that 
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once the generator reaches a steady state, the rotor speed can 

drop below synchronous speed without causing the voltage to 

collapse. 

C. Influence of load  

In this last section, we'll look at the impact of load on 

generator operation. Once a steady state has been reached, 

we'll apply a balanced three-phase load of 1 ohm at time t=2s, 

then repeat this scenario with a 5-ohm load, followed by a 10-

ohm load. 

 
Figure 13. Voltage evolution for different load values 

 
Figure 14. Current evolution for different load values 

 
Figure 15. Electromagnetic torque evolution for different load 

values 
Different load values influence the operation of the generator: 

once the load is applied, the output voltage decreases by a 

certain amount, and as the load increases, so does the value of 

the decrease, while the current and torque increase as the load 

is applied, and as the load increases, so does the increase. 

V. CONCLUSION  

Wind power generation presents a solution to the world's 

energy challenges. The utilization of a self-excited induction 

generator (SEIG) in wind energy production stands as a 

favorable choice due to its numerous advantages: robustness, 

minimal maintenance requirements, economical construction, 

and suitability for isolated operation. In this study, an 

examination of various parameters influencing SEIG 

performance was conducted, underscoring the significance of 

determining accurate capacitance values to ensure effective 

SEIG start-up. 

 

Under constant rotor speed conditions, altering the capacitance 

value impacts the generator's output parameters: a higher 

capacitance value corresponds to elevated electrical parameter 

values such as voltage, current, and torque. Conversely, 

variations in rotor speed alter the generator's output 

characteristics for a fixed capacitance value; reduced rotor 

speed leads to declines in voltage, current, and torque, 

whereas heightened speed results in increased voltage, current, 

and torque. 

 

Once the self-excited induction generator achieves steady-

state operation, connecting a balanced three-phase load 

influences the levels of current, voltage, and torque. This 

connection causes a reduction in voltage and simultaneous 

increases in current and torque. This variation diminishes as 

the load value escalates. Selecting the appropriate parameters 

for the operating conditions of the self-excited induction 

generator is of paramount importance to ensure its optimal 

performance. 
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Abstract— This article aims to restore the balance of the Dual Star 

Induction Machine (DSIM) in the presence of an open phase fault 

(OPF). This method involves creating a second phase opening and 

forming an angle (θ = 90°) with the faulty phase. To improve this 

approach, the neutrals of the two stars are connected, exploiting 

the DSIM model in natural landmarks. Following simulations 

carried out in MATLAB, it has been shown that this method is 

effective in reducing disturbances and fault effects. In addition, 

reducing amplitudes brings them back to their usual stable levels 

(healthy state). 

Keywords- DSIM with wound rotor; modeling and simulation; 

healthy and degraded regimes; OPF; comparison of results for cases 

connected and not connected to neutral. 

I. INTRODUCTION 

Variable-speed electric drive systems are used to precisely 
and efficiently control the rotational speed of an electric 
machine, usually a motor. These systems are generally 
implemented on three-phase electrical machines, such as a 
double-star DSIM with a caged rotor or a wound rotor. 

The squirrel cage induction motor is characterized by its low 
maintenance requirements, due to the absence of slip rings and 
brushes. In contrast, A wound induction motor requires regular 
maintenance to replace the brushes, which wear out over time. 
Unlike the accessible wound rotor, the wound rotor motor has 
higher maintenance costs than a squirrel cage rotor, mainly due 
to the replacement of the supply brushes. It is not possible to add 
an external resistor to the rotor of a squirrel cage motor. This 
adjustable resistor is used to regulate the torque/speed 
characteristic of the motor. In particular, squirrel cage motors 
have a high starting current, whereas wound induction motors 

have a low starting current. Although wound rotor motors have 
a much higher starting electromagnetic torque, they offer the 
possibility of connecting a neutral. [1][2].  

This type of machine can be subject to a number of electrical 
faults [3], which can be grouped into two categories: stator and 
rotor faults. As far as the stator is concerned, failures are mainly 
due to thermal (overheating), electrical (dielectric) and 
mechanical (winding) problems [4]. As far as the rotor is 
concerned, if it is a wound rotor, it can be affected by the same 
faults as the stator[5]. On the other hand, faults can manifest 
themselves in the form of bar or ring breakage in the case of a 
squirrel-cage rotor. 

One of the most frequently encountered faults in electrical 
machines is the phase opening fault. 

This type of fault can have catastrophic consequences, 
particularly for three-phase machines. This leads to reduced 
torque, unbalanced currents, motor overheating, winding and 
rotor damage and reduced energy efficiency. 

The increase in the number of phases is found in one of the 
most common configurations, namely the double-star machine. 
This machine has two three-phase stars in the stator, which gives 
it more degrees of freedom than the conventional three-phase 
machine. We aim to exploit the advantages of the double-star 
machine to tolerate the phase opening fault. 

Several studies have addressed the problem of continuity of 
operation in the event of a phase opening fault. These include 
[3], [6]-[11], where this problem is addressed by complex 
modifications to the control algorithms. However, some 
research neglects to take into account whether the various 
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neutrals are connected or not, unlike the study in this paper 
where the connection of the neutral is taken into account to 
prove its influence on the correct operation of the machine in the 
event of a fault. In addition, the modeling carried out in the 
reference frame (d-q-0) becomes invalid in the event of a phase 
opening fault. We addressed two problems in this study. Firstly, 
we looked for a more straightforward solution without having to 
modify the control algorithms. Secondly, we dealt directly with 
the Natural domain, which is valid in healthy operation as well 
as in the event of a fault. In our work, we aim to create another 
phase opening to restore equilibrium. This second phase opening 
forms an angle of (θ =90°) with the faulty phase. We examined 
the behavior of the machine in two cases: Neutral connected and 
not connected. In addition, we modeled it in the natural 
reference, Frame. Our work is organized according to the 
following elements: modeling of the DSIM with a stator and 
rotor phase opening fault. Study DSIM in case of faults (OPF) 
and use the method of opening the second phase with an angle 
of (θ) with the faulty phase in the natural reference frame (abc).  
Examine in both cases of opening stator and rotor.  

II. MODELLING OF THE DSIM WITH A STATOR AND ROTOR 

PHASE OPENING FAULT  

  

“Fig. 1” and “Fig. 2” shows the multiphase drive under 
consideration.  It consists of a double-star induction machine 
with two electrically offset independent three-phase windings.  
An electrical angle of π/6 rad offsets these independent three-
phase bearings.  The modelling approach introduces a high 
resistance in series with the faulty phase, which cancels the 
current and allows faults to be simulated. This gives both the 
connected and unconnected neutral cases.  It is important to note 
that to simplify the modelling, common assumptions are used 
(the machine is not saturated, the no-load back EMF waveform 
is sinusoidal, the rotor is not dirty, the harmonics of the winding 
space are minimal and the effects of hysteresis and eddy currents 
are minimal)[11]. 

 

 

Figure 1.    Phase opening fault diagram stator phases 

 

Figure 2.    Phase opening fault diagram rotor phases 

 

A. DSIM electrical equations 

The DSIM voltages represent ohmic and inductive windings 

driven by the flux. 

 

1) Stator star 1  

{
 
 

 
 𝑣𝑎𝑠1 − 𝑣𝑛𝑠1 = 𝑟𝑎𝑠1𝑖𝑎𝑠1 +

𝑑𝜑𝑎𝑠1

𝑑𝑡
− 𝑣𝑛𝑐1

𝑣𝑏𝑠1 − 𝑣𝑛𝑠1 = 𝑟𝑏𝑠1𝑖𝑏𝑠1 +
𝑑𝜑𝑏𝑠1

𝑑𝑡
− 𝑣𝑛𝑐1

𝑣𝑐𝑠1 − 𝑣𝑛𝑠1 = 𝑟𝑐𝑠1𝑖𝑐𝑠1 +
𝑑𝜑𝑐𝑠1

𝑑𝑡
− 𝑣𝑛𝑐1

        (1)   

SYSTEM (1) IS REWRITTEN AS : 

{
 
 

 
  𝑣𝑎𝑠1 = 𝑟𝑎𝑠1𝑖𝑎𝑠1 +

𝑑𝜑𝑎𝑠1

𝑑𝑡
+ ∆𝑣𝑛𝑠1

 𝑣𝑏𝑠1 = 𝑟𝑏𝑠1𝑖𝑏𝑠1 +
𝑑𝜑𝑏𝑠1

𝑑𝑡
+ ∆𝑣𝑛𝑠1

𝑣𝑐𝑠1 = 𝑟𝑐𝑠1𝑖𝑐𝑠1 +
𝑑∅𝑐𝑠1

𝑑𝑡
+ ∆𝑣𝑛𝑠1

               (2) 

 

With: ∆𝑣𝑛𝑠1 = 𝑣𝑛𝑠1 − 𝑣𝑛𝑐 = 𝑟𝑛𝑠1 (𝑖𝑎𝑠1 + 𝑖𝑏𝑠1 + 𝑖𝑐𝑠1⏟          
𝑖ℎ𝑠1

): 

The different potential between source and neutral, 

respectively; 𝑟𝑛𝑠1and 𝑖ℎ𝑠1Resistance and zero sequence 

current between two neutrals in the stator1.  

2) Stator star 2 

{
 
 

 
  𝑣𝑎𝑠2 − 𝑣𝑛𝑠2 = 𝑟𝑎𝑠2𝑖𝑎𝑠2 +

𝑑𝜑𝑎𝑠2

𝑑𝑡
− 𝑣𝑛𝑐2

 𝑣𝑏𝑠2 − 𝑣𝑛𝑠2 = 𝑟𝑏𝑠2𝑖𝑏𝑠2 +
𝑑𝜑𝑏𝑠2

𝑑𝑡
− 𝑣𝑛𝑐2

𝑣𝑐𝑠2 − 𝑣𝑛𝑠2 = 𝑟𝑐𝑠2𝑖𝑐𝑠2 +
𝑑𝜑𝑐𝑠2

𝑑𝑡
− 𝑣𝑛𝑐2

         (3) 
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SYSTEM (3) IS REWRITTEN AS : 

{
 
 

 
  𝑣𝑎𝑠2 = 𝑟𝑎𝑠2𝑖𝑎𝑠2 +

𝑑𝜑𝑎𝑠2

𝑑𝑡
+  ∆𝑣𝑛𝑠2

 𝑣𝑏𝑠2 = 𝑟𝑏𝑠2𝑖𝑏𝑠2 +
𝑑𝜑𝑏𝑠2

𝑑𝑡
+  ∆𝑣𝑛𝑠2

 𝑣𝑐𝑠2 = 𝑟𝑐𝑠2𝑖𝑐𝑠2 +
𝑑𝜑𝑐𝑠2

𝑑𝑡
+  ∆𝑣𝑛𝑠2

            (4) 

With:     ∆𝑣𝑛𝑠2 = 𝑣𝑛𝑠2 − 𝑣𝑛𝑐 = 𝑟𝑛𝑠2 (𝑖𝑎𝑠2 + 𝑖𝑏𝑠2 + 𝑖𝑐𝑠2⏟          
𝑖ℎ𝑠2

) : 

The different potential between source and neutral, 

respectively; 𝑟𝑛𝑠2 and 𝑖ℎ𝑠2: Resistance and zero sequence 

current between two neutrals at the stator2. 

 

3) For the rotor  

{
 
 

 
  𝑣𝑎𝑟 − 𝑣𝑛𝑟 = 𝑟𝑎𝑟𝑖𝑎𝑟 +

𝑑𝜑𝑎𝑟

𝑑𝑡
− 𝑣𝑛𝑐

 𝑣𝑏𝑟 − 𝑣𝑛𝑟 = 𝑟𝑏𝑟𝑖𝑏𝑟 +
𝑑𝜑𝑏𝑟

𝑑𝑡
− 𝑣𝑛𝑐

 𝑣𝑐𝑟 − 𝑣𝑛𝑟 = 𝑟𝑐𝑟𝑖𝑐𝑟 +
𝑑𝜑𝑐𝑟

𝑑𝑡
− 𝑣𝑛𝑐

            (5) 

 

SYSTEM (5) IS REWRITTEN AS : 

{
 
 

 
  𝑣𝑎𝑟 = 𝑟𝑎𝑟𝑖𝑎𝑟 +

𝑑𝜑𝑎𝑟

𝑑𝑡
+ ∆𝑣𝑛𝑟

 𝑣𝑏𝑟 = 𝑟𝑏𝑟𝑖𝑏𝑟 +
𝑑𝜑𝑏𝑟

𝑑𝑡
+ ∆𝑣𝑛𝑟

 𝑣𝑐𝑟 = 𝑟𝑐𝑟𝑖𝑐𝑟 +
𝑑𝜑𝑐𝑟

𝑑𝑡
+ ∆𝑣𝑛𝑟

                (6) 

 

With:     ∆𝑣𝑛𝑟 = 𝑣𝑛𝑟 − 𝑣𝑛𝑐 = 𝑟𝑛𝑟 (𝑖𝑎𝑟 + 𝑖𝑏𝑟 + 𝑖𝑐𝑟⏟        
𝑖ℎ𝑟

):  

The different potential between source and neutral, 
respectively;  𝑟𝑛𝑟  and  𝑖ℎ𝑟  : Resistance and zero sequence current 
between two neutrals at the rotor. 

B. DSIM stator and rotor voltage equations  

{
 
 

 
  [𝑣𝑠1] = [𝑟𝑠1][𝑖𝑠1] +

𝑑[𝜑𝑠1]

𝑑𝑡
+ [∆𝑣𝑛𝑠1]𝐼3

[𝑣𝑠2] = [𝑟𝑠2][𝑖𝑠2] +
𝑑[𝜑𝑠2]

𝑑𝑡
+ [∆𝑣𝑛𝑠2]𝐼3

[𝑣𝑟] = [𝑟𝑟][𝑖𝑟] +
𝑑[𝜑𝑟]

𝑑𝑡
+ [∆𝑣𝑛𝑟]𝐼3

       (7)  

With: 𝐼3 Identity matrix (3 X 3).   

 

Magnetic equations in the abc reference frame [12] 

{

[𝜑𝑠1] = [𝐿𝑠1,𝑠1][𝑖𝑠1] + [𝑀𝑠1,𝑠2][𝑖𝑠2] + [𝑀𝑠1,𝑟][𝑖𝑟]

[𝜑𝑠2] = [𝐿𝑠2,𝑠2][𝑖𝑠2] + [𝑀𝑠2,𝑠1][𝑖𝑠1] + [𝑀𝑠2,𝑟][𝑖𝑟]

[𝜑𝑟] = [𝑀𝑟,𝑠1][𝑖𝑠1] + [𝑀𝑟,𝑠2][𝑖𝑠2] + [𝐿𝑟,𝑟][𝑖𝑟]

         (8) 

 

 

 
 

a) The sub-matrices of the star's natural inductances (1 

and 2) 

  

[𝐿𝑠1,𝑠1] = [𝐿𝑠2,𝑠2] =

[
 
 
 
 𝐿𝑠 + 𝐿𝑚𝑠

−𝐿𝑚𝑠

2

−𝐿𝑚𝑠

2
−𝐿𝑚𝑠

2
𝐿𝑠 + 𝐿𝑚𝑠

−𝐿𝑚𝑠

2
−𝐿𝑚𝑠

2

−𝐿𝑚𝑠

2
𝐿𝑠 + 𝐿𝑚𝑠]

 
 
 
 

    (9) 

b) The rotor self-inductance sub-matrix 

 

[𝐿𝑟,𝑟] =

[
 
 
 
 𝐿𝑟 + 𝐿𝑚𝑟

−𝐿𝑚𝑟

2

−𝐿𝑚𝑟

2
−𝐿𝑚𝑟

2
𝐿𝑟 + 𝐿𝑚𝑟

−𝐿𝑚𝑟

2
−𝐿𝑚𝑟

2

−𝐿𝑚𝑟

2
𝐿𝑠 + 𝐿𝑚𝑟]

 
 
 
 

                    (10) 

 

c) The mutual inductance sub-matrix coupled between 

the two stator stars is written as  

 

[𝑀𝑠1,𝑠2] = 𝐿𝑚𝑠

[
 
 
 
 
 cos (𝛼) cos (𝛼 +

2𝜋

3
) cos (𝛼 −

2𝜋

3
)

cos (𝛼 −
2𝜋

3
) cos (𝛼) cos (𝛼 +

2𝜋

3
)

cos (𝛼 +
2𝜋

3
) cos (𝛼 −

2𝜋

3
) cos (𝛼) ]

 
 
 
 
 

       (11) 

 

d) The mutual inductance sub-matrix coupled between 

stator star (1) and rotor is written as[13] 

 

[𝑀𝑠1,𝑟] = 𝐿𝑚𝑠

[
 
 
 
 
 cos (𝜃𝑟) cos (𝜃𝑟 +

2𝜋

3
) cos (𝜃𝑟 −

2𝜋

3
)

cos (𝜃𝑟 −
2𝜋

3
) cos (𝜃𝑟) cos (𝜃𝑟 +

2𝜋

3
)

cos (𝜃𝑟 +
2𝜋

3
) cos (𝜃𝑟 −

2𝜋

3
) cos (𝜃𝑟) ]

 
 
 
 
 

          (12) 

 

e) The mutual inductance sub-matrix coupled between 

stator star (2) and rotor is written as 

[𝑀𝑠2,𝑟]

= 𝐿𝑚𝑠

[
 
 
 
 
 cos (𝜃𝑟 − 𝛼) cos (𝜃𝑟 − 𝛼 +

2𝜋

3
) cos (𝜃𝑟 − 𝛼 −

2𝜋

3
)

cos (𝜃𝑟 − 𝛼 −
2𝜋

3
) cos (𝜃𝑟 − 𝛼) cos (𝜃𝑟 − 𝛼 +

2𝜋

3
)

cos (𝜃𝑟 − 𝛼 +
2𝜋

3
) cos (𝜃𝑟 − 𝛼 −

2𝜋

3
) cos (𝜃𝑟 − 𝛼) ]

 
 
 
 
 

    (13) 

 
Or: [𝑀𝑠2,𝑠1] = [𝑀𝑠1,𝑠2] 

𝑡 , [𝐿𝑟,𝑠1]  =  [𝑀𝑠1,𝑟] 
𝑡 and [𝑀𝑟,𝑠2]   =  

[𝑀𝑠2,𝑟] 
𝑡 

By inserting expressions (8) - (13) into expression (7): 

 

 

{
 
 
 

 
 
  [𝑣𝑠1] = [𝑟𝑠1][𝑖𝑠1] +

𝑑

𝑑𝑡
([𝐿𝑠1,𝑠1][𝑖𝑠1] + [𝑀𝑠1,𝑠2][𝑖𝑠2] + [𝑀𝑠1,𝑟][𝑖𝑟])

+ 𝑟𝑛𝑠1(𝑖𝑎𝑠1 + 𝑖𝑏𝑠1 + 𝑖𝑐𝑠1)𝐼3

 [𝑣𝑠2] = [𝑟𝑠2][𝑖𝑠2] +
𝑑

𝑑𝑡
([𝐿𝑠2,𝑠2][𝑖𝑠2] + [𝑀𝑠2,𝑠1][𝑖𝑠1] + [𝑀𝑠2,𝑟][𝑖𝑟])

+ 𝑟𝑛𝑠2(𝑖𝑎𝑠2 + 𝑖𝑏𝑠2 + 𝑖𝑐𝑠2)𝐼3

 [𝑣𝑟] = [𝑟𝑟][𝑖𝑟] +
𝑑

𝑑𝑡
([𝑀𝑟,𝑠1][𝑖𝑠1] + [𝑀𝑟,𝑠2][𝑖𝑠2] + [𝐿𝑟,𝑟][𝑖𝑟])

+ 𝑟𝑛𝑟(𝑖𝑎𝑟 + 𝑖𝑏𝑟 + 𝑖𝑐𝑟)𝐼3

    (14) 

 
As the mutual stator/rotor, inductances do not depend on time but on 𝜃𝑟, the 

system of equations (14) becomes: 
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{
 
 
 
 
 
 

 
 
 
 
 
 𝑑

𝑑𝑡
([𝑖𝑠1]) = [𝐿𝑠1,𝑠1] 

−1

(

 
[ 𝑣𝑠1] − [𝑟𝑠1][𝑖𝑠1] − [𝑀𝑠1,𝑠2]

𝑑

𝑑𝑡
([𝑖𝑠2]) − 𝜔𝑟

𝑑

𝑑𝜃𝑟
([𝑀𝑠1,𝑟])[𝑖𝑟]

−[𝑀𝑠1,𝑟]
𝑑

𝑑𝑡
([𝑖𝑟]) − 𝑟𝑛𝑠1(𝑖𝑎𝑠1 + 𝑖𝑏𝑠1 + 𝑖𝑐𝑠1)𝐼3 )

 

𝑑

𝑑𝑡
([𝑖𝑠2]) = [𝐿𝑠2,𝑠2] 

−1

(

 
[ 𝑣𝑠2] − [𝑟𝑠2][𝑖𝑠2] − [𝑀𝑠2,𝑠1]

𝑑

𝑑𝑡
([𝑖𝑠1]) − 𝜔𝑟

𝑑

𝑑𝜃𝑟
([𝑀𝑠2,𝑟])[𝑖𝑟]

−[𝑀𝑠2,𝑟]
𝑑

𝑑𝑡
([𝑖𝑟]) −𝑟𝑛𝑠2(𝑖𝑎𝑠2 + 𝑖𝑏𝑠2 + 𝑖𝑐𝑠2)𝐼3 )

 

𝑑

𝑑𝑡
([𝑖𝑟]) = [𝐿𝑟,𝑟] 

−1

(

 
 [𝑣𝑟] − [𝑟𝑟][𝑖𝑟] − 𝜔𝑟

𝑑

𝑑𝜃𝑟
([𝑀𝑟,𝑠1])[𝑖𝑠1] − [𝑀𝑟,𝑠1]

𝑑

𝑑𝑡
([𝑖𝑠1]) − 𝜔𝑟

𝑑

𝑑𝜃𝑟
([𝑀𝑟,𝑠2])[𝑖𝑠2]

−[𝑀𝑟,𝑠2]
𝑑

𝑑𝑡
([𝑖𝑠2]) − 𝑟𝑛𝑟(𝑖𝑎𝑟 + 𝑖𝑏𝑟 + 𝑖𝑐𝑟)𝐼3 )

 

(15) 

 

C. Electromagnetic torque equation 

𝑇𝑒𝑚 = 𝑝 ([𝑖𝑠1]
𝑡 𝑑

𝑑𝜃𝑟
[𝑀𝑠1,𝑟][𝑖𝑟] + [𝑖𝑠2]

𝑡 𝑑

𝑑𝜃𝑟
[𝑀𝑠2,𝑟][𝑖𝑟])   (16) 

 

D. Mechanical equation   

𝐽
𝑑Ω𝑟

𝑑𝑡
= 𝑇𝑒𝑚 − 𝑇𝑟 − 𝑓Ω𝑟               (17)  

 

With:  Ω𝑟 =
ω𝑟

𝑝
 : Mechanical and electrical rotation speeds, 

respectively 

III. RESULTS AND DISCUSSION 

 

A. Stator opening 

“Fig. 3” to “Fig. 7” illustrate the simulation results of the 
DSIM in the presence of open faults of two stator phases in the 
two cases of connected and unconnected neutral giving the 
natural reference.  Initially, we start it at no load (the healthy 
state) and then add a load at time t=1 s we are going to apply the 
load to the machine. Then at t=2 s, we introduce a phase opening 
fault  in the stator phase of the first stator phase of the star (1) in 
the case of connected neutral, At t=4 s the second phase opening 
fault is introduced in the third phase of the star (2) in the case of 
connected neutral, then at t=6 s to t=10s  we repeat the same 
simulation but with an unconnected neutral. The following 
changes can be observed: 

 “Fig. 3” shows the trend of the stator currents of Star 

'1', after the transient period caused by the application 

of the two faults, which leads to an increase in 

amplitude giving the two phases 𝑖𝑠𝑏1 and 𝑖𝑠𝑐1 its 

maximum value and {12.1 and 11.65 (A)} done the 

case  OPF (1)  and {15.2 A} done the case phase 

opening 2 (OP (2)) and for the unconnected neutral we 

notice the decrease in the amplitude of the currents 

𝑖𝑠𝑏1 and 𝑖𝑠𝑐1 it is approximately the same value as its 

healthy state in the case OPF (1) and for the case OP 

(2) we will have {18.16 and 15.74 (A)} if we take the 

sum of the currents we notice that it cancels out. For 

𝑖𝑠𝑎 it cancels the 2 cases of opening neutral handles 

(connected and not connected). 

 “Fig. 4” shows the trend in the stator currents of Star 

'2', after application of the fault. OPF (1) Shows an 

increase in amplitude compared to their healthy state. 

In addition, an imbalance between the three phases, 

especially when the neutral is disconnected a (t=6s), 

their frequency is 50 Hz, its oscillations take the same 

sinusoidal form when the phase is opened OP (2) 

(t=4s) with an rms value of 15.2A with a period of 

0.02s (50 Hz frequency), and their amplitudes are 

superimposed. Their sums are not equal to 0A. On the 

other hand, when the neutral is not connected (t=8), 

the currents are symmetrical and their sums are equal 

to zero. 

 “Fig. 5”, “Fig. 6” and “Fig. 7” illustrate the rotor 

currents, the electromagnetic torque and the rotor 

speed respectively. These three will experience a 

period of oscillations at their level, especially if the 

neutral is not connected, the frequency of the torque 

and speed is 100 Hz whether the neutral is connected 

or not, but when the second phase is opened the curves 

return to their usual stable form for the torque and 

speed with the mains frequency and sinusoidal for the 

currents 

 

 

 
Figure 3. Stator currents 1 when OPF (1) and OP (2) in stator with neutral 

connected and not connected 

 

 
Figure 4.    stator currents 2 when OPF (1) and OP (2) in the stator with 

neutral connected and not connected 
 

 
Figure 5.   Courants du rotor lorsque l'OPF (1) et l'OP (2)  dans le stator 

avec le neutre connecté et non connecté 
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Figure 6.   Speed when OPF (1) and OP (2) in the stator with neutral 

connected and not connected 

 

 
Figure 7.   Electromagnetic torque when OPF (1) and OP (2) in stator with 

neutral connected and not connected 

 

 

B. Rotor opening   

 

 “Fig. 8” and “Fig. 9” show stator currents 1 and 2 

respectively when the rotor phase is open. OPF 

rotor The rotor phase is open, the currents of two 

stars are influenced and disturbances are 

observed at their levels, The fault accumulates 

when the value of the unconnected neutral 

exceeds 33A 

 “Fig. 10” illustrates the rotor currents which 

become completely random and non-periodic 

when the rotor phase opens. In contrast, in the 

case of an unconnected neutral, the currents 

become organised and periodic again but their 

sums equal to 0 A unlike the connected neutral.  

 “Fig. 11” and “Fig. 12” illustrate the changes in 

torque and speed when rotor phases open, both 

showing a disturbed response for a connected 

neutral and a very disturbed response for a neutral 

that is not connected.  
 

 

 
Figure 8.   Stator currents 1 when OPF rotoric with neutral connected and 

not connected 

 

 
Figure 9.    Stator currents 2 when OPF rotoric with neutral connected and 

not connected 

 

 
Figure 10.    Rotor currents when OPF rotoric with neutral connected and 

not connected 

 

 
Figure 11.    Speed when OPF rotor with neutral connected and not 

connected 
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Figure 12.   Electromagnetic torque when OPF rotor with neutral 

connected and not connected 

 

IV. CONCLUSION 

We have carried out an in-depth analysis of the operation of 
the double star asynchronous machine in the presence of faults 
such as phase openings (stator or rotor) in both the neutral 
connected and unconnected cases. We sought to understand the 
progressive impact of these faults on the machine's behavior.  

 
This approach has enabled us to obtain significant results on 

the impact of stator and rotor faults on the overall behavior of 
the DSIM. 

 These results have contributed to a better understanding of 
the variations observed in the machine's quantities in the 
presence of these faults, offering prospects for more detection 
that is accurate and diagnostic measurements. These 
observations provide in-depth information that lays the 
foundations for future studies on the DSIM, in particular on fault 
detection and monitoring.  
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Abstract— Asynchronous motors, widely used in the commercial 

sector, are exposed to faults caused by a variety of electrical, 

thermal, mechanical, magnetic and environmental constraints 

during operation. This study focuses on the control of these 

engines, with the aim of assessing their overall consistency, 

reliability and stability. Particular emphasis is placed on broken 

rotor bars, a potentially critical problem, especially in high-

power machines. Damaged rotor bars can lead to major failures, 

sometimes resulting from manufacturing faults, frequent start-

ups, or mechanical and thermal constraints. Fault analysis is 

performed as a function of the number of broken rotor bars, 

providing an accurate overview of the severity of potential 

problems. For this study, we carried out a fault detection analysis 

of broken bars on a double-star cage induction machine. 

Modelling was carried out in the ABC reference frame, adapting 

the machine model to take into account only rotor bar 

resistances, and also including short-circuit ring resistances.  

 

Keywords: DSIM, Broken bars, squirrel-cage, fault detection.  
modeling in the abc natural reference frame. 

I. INTRODUCTION 

In spite of their vital significance in the industrial sector, 
asynchronous machines raise significant concerns because they 
often lead to production disruptions resulting from mechanical 
or electrical issues. These unplanned stoppages generate 
significant costs and are often caused by malfunctions affecting 
various components such as the rotor, stator, their 
misalignment, or bearing problems. These challenges represent 
significant stakes for industrial operations. To address these 
issues, the literature proposes several control approaches. 
According to [1], [2] the degradation of the bars of an 
asynchronous motor can result from several major factors. 
These include direct starting, which imposes excessively 
severe thermal and mechanical constraints on the rotor, which 
was not initially designed to withstand them. In addition, other 
factors, such as unexpected mechanical variations in load or 
faults resulting from faulty design, insufficient manufacturing 
or incorrect assembly, can also contribute to these failures. To 

evaluate the efficiency of an induction motor, maintenance 
technicians examine different signals emitted by the device. 
The time and frequency variations of these signals, in fact, can 
yield vital insights into the motor's state. Specialized literature 
mentions that the most commonly used signals for diagnostic 
purposes include stator current [3], Park vector [4], 
instantaneous power, torque, mechanical vibration and axial 
leakage magnetic flux [5]. The authors of reference [6] have 
described a new method for detecting broken rotor bars in 
polyphase induction motors. This approach is based on in-
phase analysis of the Fourier Transform of the stator current, 
offering effective detection even at low load. What's more, by 
integrating the Hilbert Transform, it also identifies partially 
broken bars when the load reaches 25% or more. The major 
advantage of this method is that it does not require a motor in 
good condition as a reference for assessing the state of the rotor 
cage. The study by Jose Rangel-Magdaleno and all [7] presents 
a real-time pre-processing method that uses motor current 
analysis and mathematical morphology, integrated in a low-
cost FPGA, to improve the detection of broken bars. The 
results of a statistical analysis corroborate the effectiveness of 
this approach. The authors of this paper [8] review condition 
monitoring techniques for detecting broken rotor bar (BRB) 
faults in asynchronous motors, based on the fault signature. 
The authors explore different approaches to signal processing 
and diagnostics at different load levels. They propose 
classification criteria based on load level, number of broken 
bars, validation methodology and signal processing technique, 
analyzing each fault signature according to these criteria. 
Article [9] presents a novel technique for detecting damaged 
rotor bars by employing statistical analysis of the stator inrush 
current envelope, employing the Hilbert Transform. This 
method guarantees precise, swift, and non-invasive fault 
diagnosis. In a different investigation, Ridha Kechida and al. 
[10] introduced a technique to identify flaws in damaged rotor 
bars by analyzing the stable spectral components of the stator, 
notably employing the Fast Fourier Transform (FFT). While 
this approach yielded anticipated outcomes, it does exhibit 
certain constraints. The precision of the method is influenced 
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by alterations in load and constant motor speed. Enhancing this 
technique would require addressing these dependencies and 
devising compensation strategies for variable conditions. Our 
study focuses on rotor fault detection in a dual-star induction 
machine with a squirrel-cage rotor. The windings of this 
machine are favored due to their ability to improve energy 
efficiency, reduce line currents, balance phases, and ensure 
continuity of service, as will be explained in our paper using 
our approach. This approach will be detailed further in the 
paper. The system under study is linear, which means the 
saturation effect of the magnetic material is not considered. It 
consists of a stator equipped with two identical windings 
phased at 30 electrical degrees, as well as a squirrel-cage rotor 

II. MODEL OF THE ASYNCHRONOUS MACHINE 

A.  The modified squirrel cage 

This template has been tailored for output on US letter-
sized paper. 

 

Figure1. (a): Diagram for a cage winding; (b) a sector of a polygon of the 
phasors of the bar currents and a section of the current phasor diagram [11].  

Here   is given in mechanical degrees, and the 
corresponding electrical degrees are given as    . Note that in 
reality the currents in the opposite sides of the cage have 
different signs. 

Fig.1 illustrates a simplified cage winding (a) and phasors 
(b) of the bar and ring currents for the cage winding. The bars 
are numbered from 1 to   . The bar and ring currents are 
denoted respectively, the arrows indicating the positive 
directions. If the resistance of a single bar is      and the 
inductance is      , and finally       and       are the 

respective values of the ring section between two bars, then the 
resultant impedance of the complete winding can be calculated 
as follows. 

A current phasor diagram for the rotor bars is constructed for 

the harmonic  in such a way that the angular phase shift of 

the bar currents is     . As a squirrel cage rotor can operate 

with different stator pole pair numbers  , we use   here as a 

mechanical angle, so then the corresponding electrical angle is 

     (cf. Fig.1). Next, a polygon is constructed for the bar 

currents [11].  
They follow Kirchhoff’s first law at each connection point 

of the bar and the ring-see Fig.1 (a): 

                                                                         (1) 

The mutual phase angle between the ring currents is 
also     . 

The phase shift between the currents of the two ring 
segments is equal to   .The bar consists of a single winding in 

a rotor phase, where the number of turns    
 

 
.The current 

flowing in a bar is the current of a rotor phase. Now, the RMS 
value of the induced current in one bar is      as seen in figure 
1 (b), we get the current in the ring as follows:  

      
     

      
  

  
 
                                                                (2) 

The expressions for the rotor resistance and leakage 
inductance of one rotor bar with the addition of the proportion 
of short-circuit rings are written as follows: 

        
     

       
  

  
 
                                                       (3) 

        
     

       
  

  
 
                                                        (4) 

Where:  

     and    : Resistance and leakage inductance of a one-bar 
(with the addition of the proportion of short-circuit rings), 
respectively. 

       and      : Resistance and leakage inductance of short-

circuit ring , respectively. 

 

Figure.2 Squirrel cage before and after adding the ring proportions to the rotor 

bars. 

 

B. Mathematical model of the Dual star induction machine 

In this section, we present the mathematical model of the 

machine under study in the natural system of coordinates 

(ABC), neglecting spatial harmonics. 

1) Electrical equations 

The double-star asynchronous machine under study consists of 

two stars, each with three stator phases and 38 rotor phases 

(rotor bars). The electrical equations of the machine, 

expressed in the natural coordinate system (ABC), are as 

follows: 

 

 
 
 

 
                   

      

  

                  
      

  
 

               
     

  
          

                                          (5) 
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2) Magnetic equations 

The expressions of the statoric and rotor flows are given by the 

following matrix form: 
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(8) 

 

Matrices of stator and rotor inductors respectively;    And    : 
Stator and rotor leakage inductors, respectively;     and    : 

Maximum stator and rotor magnetization inductors, 

respectively; 
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After the development of the two equations (5) and (6) we 

obtain the following system of equation: 

 

 
 
 
 
 

 
 
 
 
 

  
               

  

                        
 

  
        

 

   
           

 

  
               

  

                        
 

  
            

 

   
       

 

  
            

  

 
 

                     
 

  
            

 

  
     

        
 

   
              

 

   
       

 

 
       

  

 

The derivatives of the mutual inductance between the stator 

and the rotor are: 
 

   
        

 

   
       

 

      

 

 
 
 
 
 
 
        

 

  

        
  

  

        
  

  

 

       
 

  

 
  

 
        

  

  

 
  

 
        

  

  

 
  

 
 

       
 

  

 
  

 
        

  

  

 
  

 
        

  

  

 
  

 
 

      

                   
        

  

 

           
        

  

 
  

 
     

           
        

  

 
  

 
 

 

 
 
 
 
 
 
 

 

 

   
        

 

   
       

 

      

 

 
 
 
 
 
 
          

 

  

          
  

  

          
  

  

 

         
 

  

 
  

 
          

  

  

 
  

 
          

  

  

 
  

 
 

         
 

  

 
  

 
          

  

  

 
  

 
          

  

  

 
  

 
 

      

                     
        

  

 

             
        

  

 
  

 
 

             
        

  

 
  

 
 

 

 
 
 
 
 
 
 

      

 

3) Electromagnetic torque equation 

In general, the equation of the electromagnetic torque is 

written: 

Where p is the number of pair poles. Knowing that 

matrices s sL and r rL are independent of the position, the 

expression of the electromagnetic torque is reduced to: 

 

           
  

   
                 

  

   
                 (14) 

4) Mechanical equation 

The general equation of the speed rotation of the machine 

is written: 

 
   

  
                                                          (15)         

III. SIMULATION RESULTS 

In order to create a diagnostic procedure, a simulation is 

carried out in the MATLAB/Simulink environment. The aim 

of this simulation is to observe how the differential variables 

behave both under normal operating conditions and in the 

event of a fault. The object of study concerns faults linked to 

the breakage of bars in the cage of the double-star 

asynchronous machine. The simulation of this specific fault 

involves an artificial manipulation consisting in significantly 

increasing the resistance of the broken bar (incriminated by a 
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sufficient factor), so as to reduce the current flowing through 

it as much as possible (as close as possible to zero) in steady 

state. In this modeling approach, it should be noted that 

breaking a bar does not alter the rotor cage's self and mutual 

inductances. We have opted for a specific simulation 

configuration, choosing a simulation time of t=6 seconds, a 

sampling step of te=0.0001 seconds, and using the 'Runge 

Kutta 4' method to solve the differential equations. In this 

simulation, we considered several scenarios: Initially, we 

assumed that the machine was operating normally without any 

problems. At time t = 1.5 seconds, we introduced a load 

torque of 100 N.m, simulating a disturbance in the system. At 

time t = 3 s, we modeled the breakage of a rotor bar, which 

had a significant impact on the machine's behavior. Finally, at 

time t = 4.5s, we simulated the breakage of a second rotor bar, 

which further altered the machine's operating conditions. 

These parameters and specific events enable us to analyze the 

machine's behavior in a variety of situations and to understand 

how it reacts to these disturbances. From the results obtained, 

it is clear that the presence of two adjacent broken bars has a 

significant impact on various aspects of machine performance. 

Figs. 3 and 4 illustrate the evolution of speed and torque as a 

function of time. The transition from no-load to loaded 

operation at time t=1.5 seconds is almost instantaneous, with 

no significant oscillations and a slight overshoot. A slight 

fluctuation is observed when the first rotor bar breaks (at time 

t=3 s). This fluctuation, which intensifies when the second 

fault occurs (at time t=4.5 s), oscillates at a frequency of 2gfs. 

This speed variation is very small, as it depends mainly on the 

inertia of the machine-load assembly. The greater the inertia 

of this assembly, the less significant the speed variation. 

Analysis of the electromagnetic torque reveals a noticeable 

change in its shape when rotor faults occur. A slight 

modulation disturbs the evolution of torque when the first bar 

breaks. Moreover, this modulation becomes more pronounced 

with the appearance of the second fault. 
When analyzing stator current responses before and after bar 
breakage, stator current modulation increases significantly with 
the number of broken bars (Figs. 5 and 6). Fig. 7 shows the 
rotor currents in the first three rotor bars. It can be seen that the 
current in the first bar cancels out at t=3 s. Similarly, the 
second bar current cancels out at t=4.5 s. Figs. 10 to 12 show 
the distribution of currents through the rotor bars at time t for 
the three operating modes studied: healthy rotor, one broken 
bar and two broken bars. We can see that breaking the first bar 
induces a very slight increase in the current flowing through it. 
At the moment of the first fault, the current flowing through 
the broken bar is shared by the adjacent rotor bars. When the 
second bar is broken, the current in bar n°3 increases 
significantly. 

Figure3.  Speed of machine 

Figure4.  Machine torque 

 
Figure5.  Currents from the 1st star  

 

Figure 6.  Currents from the 2nd star 

Figure7.  Rotor-bar currents 1, 2 and 3 
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Figure8.  Rotor-bar currents 20, 21 and 22 

 

Figure9a.  Sound rotor 

 

Figure 9b.  First broken bar 

 

Figure 9c.  Second broken bar 

Figure9.  Current repartition in the rotor bars at time t 

IV. CONCLUSION 

The work presented here is part of a study of faults in 
double-star cage induction machine. In this study, we focused 
on the rotor bar breakage fault. We calculated the mathematical 
equations in the natural reference frame (ABC) that describes 
the machine. It should be noted that this methodology is used 

in the context of fault diagnosis. We then plotted the 
characteristics of the machine in the absence and presence of 
faults, highlighting the impact of rotor bar breakage, while 
neglecting spatial harmonics. The results obtained revealed that 
bar breaks lead to oscillations in the machine’s torque and 
speed, a slight increase in the amplitude of rotor bar currents, 
and the appearance of harmonics in stator currents. It is 
important to note that the detection of broken-bar faults in no-
load mode proves complex. A comparison of our results with 
other studies leads us to conclude that the modeling method we 
have employed is proving effective. 
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Abstract—Paper’s authors use lumped parameter thermal 

network technique and 2D finite element method to predict the 

machine temperature distribution in transient state at different 

operating conditions. The application has been done for a totally 

enclosed fan cooled (TEFC) induction motor 2.2 kW, 3 phases, 4 

poles, 380 V delta connection manufactured in Algeria by 

Electro-Industries [1]. Areas including the notion of thermal 

contact resistance have been introduced. It is observed that the 

computed transient temperatures of the machine parts at various 

modes of operations compare satisfactorily well with the 

measured transient temperature. 

 
Keywords: Thermal model, Finite element, Lumped parameter. 

I. INTRODUCTION  

The induction motor is a robust, economical industrial 

machine which requires little maintenance, but which is 

subject to stresses which may be harmful to the machine. 

Among these constraints, we distinguish the thermal effect on 

the electrical and magnetic performance of the motor on 

which the torque and the efficiency depend. 

In order to ensure a good design of electric machines, it is 

necessary to predict with accuracy the temperature distribution 

in the different sensitive parts of the machine to prevent faults 

that may occur during the rotation of the motor by breakdown 

of the stator winding insulation or by mechanical distortion 

and fatigue of the rotor structure. The prediction of the 

temperature distribution also allows tracking its influence on 

the machine performances [2-4]. 

Two main methods are usually used to model the thermal 

behavior of electrical machines: lumped parameter thermal 

network (LPTN) method [5],13] and finite element analysis 

(FEA) [12],[13],[14]. In this paper, lumped parameter thermal 

network and finite element model suitable for 2.2 kW totally 

enclosed fan-cooled (TEFC) induction motors, is used to 

predict machines temperatures in transient state  and obtained 

results are compared to measured one given by sensors placed 

in the test motor. The heat generated within a machine (losses) 

is computed by using 2D non linear coupled Electric- 

magnetic complex finite element method [12],[13],[14]. Some 

parameters of the thermal model, such as the contact 

resistance and the convection heat transfer coefficient of the 

environment are taken into account and calculated accurately 

as possible [8],[10],[11].  

II. ELECTROMAGNETIC- THERMAL COUPLED FORMULATION 

A.  electromagnetic field analysis 

The machine analyzed in this study, designed for use in 

machine industrial applications is the kind of three phase 

induction motor manufactured by Electro-Industrie Algeria 

[1]. The geometry and flux density distribution of the studied 

TEFC motor is represented in Fig.5 and its Motor 

Characteristics is depicted in table II. 

 

The vector potential formulation of electromagnetic equation 

in the stator winding and rotor bars of the machine is written 

respectively as follows 

 

                           ∇ × (ν∇ × �̅�𝑧) = 𝐽 =
𝑁𝐶

𝑆𝑐𝑢
∙ �⃗�                          (1)      

 

          ∇ × (ν∇ × �̅�𝑧) + 𝑗𝑠𝜎𝜔𝑠�̅� = 𝜎
𝑈𝑟

𝐿
∙ �⃗�              (2)    

  

In which 𝜈 is the complex reluctivity, 𝜎 the electrical 

conductivity,𝜔𝑠  the angular frequency of the time variation, 

and 𝑈𝑟  the electric scalar potential, s the slip, 𝑁𝑐 is the number 

conductor in the slot , 𝑆𝑐𝑢 the cooper cross sectional area in 

the slot, 𝐼𝑠 the phase current, L the length of the core region 

and �̅�𝑧 being the z component of magnetic vector potential. 

The underscore means that the quantities are complex 

variables. In practice, the electromagnetic devices are usually 

driven by external circuits, as shown in Fig. 1.  
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The finite formulation of (1) leads to the following matrix 

system. 

                           [𝑆𝑠][𝐴] − [𝐵𝑠][𝐼𝑠] = [0]                             (3) 

 

Equation (1) shows that 𝐼𝑠 is an unknown when the induction 

motor is supplied by a voltage source. In this case, an extra 

equation can be formulated using the connection between the 

supply and terminals of the induction motor. This can be 

expressed for star connection using Kirchoff current Law. 

 

                  𝑈𝑖 = 𝑅𝑝ℎ𝐼�̅� + 𝑗𝐿𝑒𝑛𝑑𝑤𝜔𝐼�̅� + �̅�𝑖                       (4) 

 

In witch   =
cuS

zs
cu

i dAj
S

L
E   is back electromotive 

force in each coil.𝑈𝑖 Being the voltage source, and  𝐿𝑒𝑛𝑑𝑤  , 

𝑅𝑝ℎ takes into account the end effects of the 2D magneto 

dynamic model. The per phase circuit corresponding to (4) is 

shown in Fig. 1. 

 
Fig. 1. Coupling between external voltage supplies and FEM 2D model. This 

loop represents one phase of the stator. 

 

The stator phase equations are expressed in following matrix 

form. 

           [𝑈𝑖] = [𝑅𝑝ℎ][𝐼𝑑3][𝐼�̅�] + 𝑗𝐿𝑒𝑛𝑑𝑤[𝐼𝑑3][𝐼�̅�] + [�̅�𝑖]        (5) 

 

With 𝐼𝑑3  being the (3 × 3)  identity matrix, and 𝑖 = 1,2,3 

being the phase location index. 

 

In the rotor bars domain, the equation (2) is valid. The finite 

element formulation of this equation leads to the following 

matrix system as follows. 
 
     [𝑆]𝑟 ∙ [𝐴] + 𝑗𝑠𝜔𝑠[𝑀] ∙ [𝐴] − [𝐵𝑟][𝑈𝑟] = 0                    (6) 

 

The term appearing in (2) takes into account the eddy currents 

induced in solid conductors. Last term in (2) takes into 

account the end effect of the rotor cage, represents the voltage 

difference between consecutive bars in the rotor. Thus, the 

term appearing in (2), is also another unknown variable that 

can be solved according to the circuit topology of the squirrel 

cage. By Kirchhoff’s current law, rotor bar current and 

endring current are coupled as follows.  

 

                              𝐼𝑟 = −[𝑀]𝑡 ∙ [𝐼]                                     (7) 

 

Where [𝑀] is the matrix which determines the relation 

between bars current [𝐼𝑟] and end ring[𝐼]. 
From Kirchhoff’s voltage law, 

 

2[𝑈] = [𝑀][𝑈𝑟] = [𝑅𝑠𝑐][𝐼] + [𝐿𝑠𝑐]𝑗𝑠𝜔𝑠[𝐼] = [𝑍𝑐𝑐][𝐼]        (8) 

 

With [𝑅𝑠𝑐] = 2𝑅𝑠𝑐 ∙ [𝐼𝑛𝑏×𝑛𝑏], [𝐿𝑠𝑐] = 2 ∙ 𝐿𝑠𝑐 ∙ [𝐼𝑛𝑏×𝑛𝑏] are the 

end ring impedance of rotor cage. 

 
[𝐼𝑛𝑏×𝑛𝑏] is the unit matrix having the number of  rotor bars as 

a dimension. 𝑈𝑟   is the potential difference between both ends 

of rotor bar and  𝑈 is .the voltage across a portion of endring. 

The potential difference is 

 

                                      𝑈𝑟 = 𝐿
𝜕𝜑

𝜕𝑧
                                       (9) 

 

Where L is core lamination length. The bar current is  
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                              (10) 

Where Sb is the cross sectional area of rotor bar .from (5) to 

(8), rotor circuit equation is. 
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Z

MM 
               ( 11) 

 

All the systems of matrix equations (3),(5),(6) and (11) are 

grouped together to form an equation which describes the 

entire behavior of the machine with A, Ur ,Is are the 

unknowns of the problem to be determined. . More details 

about this study can be found in [8- 13]. 
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              (12) 

 

The matrices[𝑆(𝐴)],[𝐵𝑟],[𝐵𝑠] and [𝐶𝑟] are defined in reference 

[13]. 

B. Transient thermal field analysis 

 

The merit of thermal models of electric machines is the ability 

to predict the temperature distribution during the design 

stages. Several approaches are used such as lumped parameter 

thermal network (LPTN), finite element analysis (FEA), and 

computational fluid dynamics (CFD)[10],[11],[14],[18]. A 2D 

lumped parameter thermal network (LPTN) is used in order to 

compute the motor temperature in transient state. The choice 

of this method lies for its ease of execution and its low 

calculation time. This method exploiting the analogy between 

electric and thermal phenomena, the networks include 

resistances, capacities for the transient analysis, and current 

sources that represent the internal losses of the motor. Many 
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researchers have used this method for solving heat transfer 

problems in electrical machines [3],[6] and 

[8],[9],[11],[12],[19]. The machine structure can be compared 

to a set of isothermal volume of coaxial cylinders whose 

center is represented by nodes as stator cooper, yoke, stator 

teeth, rotor core, rotor teeth, air gap and the environment. 

Each node of the 2D lumped parameter thermal network is 

then associated to a volume Vi, temperature 𝜃𝑖, heat capacity 

Ci , and a heat source Pi  as shown by the figure.2 and since 

the machine has symmetry; it is possible to divide the machine 

into elements that are concentric around the shaft. If the 

asymmetrical axial distribution of the temperature due to the 

presence of the external fan is neglected, then only half the 

machine needs to be considered [10].In developing a thermal 

model for heat transfer in a machine, it is assumed that heat 

flows in the axial and radial directions are independent, The 

heat generation is uniformly distributed, a single mean 

temperature defines the heat flow in the three directions, Only 

the axial heat transfer in the winding is considered and that 

flow in the circumferential direction is negligible 

[8],[10][15],16]. Based on the assumptions, the T-network 

[10] is adopted in this paper to represent the thermal resistance 

distribution in a certain direction. To consider the 

temperatures of six surfaces for a component, a 3-D T-

network of an arc-segment [19] is illustrated in Figure.2. 

There are three 1-D T-networks corresponding to radial, 

circumferential and axial directions respectively, and they are 

combined by connecting the points of mean temperature  𝜃𝑚 , 

where internal heat P is introduced. The formulas of thermal 

resistances in 3-D T-network are summarized in Table I , 

where λa, λc and λr are the corresponding thermal 

conductivities. Based on the above assumptions, the lumped 

parameter thermal networkt (LPTN) developed is shown in 

Fig.3.  

 

 
 

Fig.2 . Geometric and T-network representation of an arc-

segment 

 

 

Table I.  Thermal resistances in 3-D T-network of an arc-segment [19]. 

 
R Radial direction (subscript r) Axial direction 

(subscript a) 
Circumferential 

direction 

(subscript c) 

R1 
90

𝛼𝜋𝜆𝑟

[
2𝑟2

2𝐿𝑛 (
𝑟2
𝑟1

)

𝑟2
2 − 𝑟1

2 − 1] 

180𝐿𝑎

𝛼𝜋𝜆𝑎(𝑟2
2 − 𝑟1

2)
 

𝐿𝑐

2𝜋𝜆𝑐𝐿𝑎(𝑟2 − 𝑟1)
 

R2 
90

𝛼𝜋𝜆𝑟

[1 −
2𝑟2

2𝐿𝑛 (
𝑟2
𝑟1

)

𝑟2
2 − 𝑟1

2 ] 

 

180𝐿𝑎

𝛼𝜋𝜆𝑎(𝑟2
2 − 𝑟1

2)
 

𝐿𝑐

2𝜋𝜆𝑐𝐿𝑎(𝑟2 − 𝑟1)
 

R3 −45

𝛼𝜋𝜆𝑟𝐿𝑎(𝑟2
2 − 𝑟1

2)
[𝑟2

2 + 𝑟1
2

−
4𝑟1

2𝑟2
2𝐿𝑛 (

𝑟2
𝑟 1

)

𝑟2
2 − 𝑟1

2 ] 

−60𝐿𝑎

𝛼𝜋𝜆𝑎(𝑟2
2 − 𝑟1

2)
 

 

−𝐿𝐶

6𝜆𝐶𝐿𝑎(𝑟2 − 𝑟1)
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Lumped parameter transient thermal network of induction motor 
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III. FORMULATION OF THE THERMAL MODEL EQUATION 

The transient lumped parameter thermal network developed 

shown in the Fig.3 contains (17) nodes. The numbered nodes 

from 1 to 9 correspond to the conductive elements (solid 

elements of the machine) and comprise heat capacities. Whilst 

nodes 9 and 10 represent respectively a convective element 

(end cap air) of which we neglected his heat capacity.The 

remaining  (06) nodes represent the connections nodes. These 

equations are then rearranged and grouped to form the 

following system [3]. 

 

                 [𝑪]{𝜽𝒊
̇ } + [𝑮𝟏𝟏]{𝜽𝒊} + [𝑮𝟏𝟐]{𝜽𝟐} = {𝑷𝒊}          (13) 

                 [𝑮𝟐𝟏]{�̇�𝒊} + [𝑮𝟐𝟐]{𝜽𝟐} = {𝟎}                            (14) 

 

Where: [C] Is the diagonal matrix of the capacitances and 

[G11],[G12],[G21],[G22] are the matrices of the thermal 

conductance’s. {�̇�𝑖}And {𝜃2}  are the vector of the unknown 

temperatures and {𝑃𝑖} the column vector of power losses. The 

system (13) and (14) lead to the following differential system. 

 

                        {𝜃�̇�} + [𝐺𝑒𝑞]{𝜃𝑖} = {𝑃𝑖}                                (15) 

With{𝐹𝑖} =
1

[𝐶]
[𝑃𝑖]and[𝐺𝑒𝑞] =

1

[𝐶]
([𝐺11] − [𝐺12]

1

[𝐺22]
[𝐺21]) 

 

From (13) we calculate the vector of temperature {𝜃𝑖} and 

after substitution in (14) we obtain the vector of temperature 

{𝜃2} .A computer program written in Matlab software was 

developed in which these systems are solve using Range-Kutta 

method. In order to predict dynamic temperature distribution 

of the induction motor, an analysis procedure is developed and 

shown in Fig. 4.  

 

TableII. Motor characteristics 

 
Parameters Values 

Rated output power,kW 2.2  

Frequency, Hz 50 z 

Rated speed, Rpm 1416  
Cos φ 0.87 

Rated line voltage, V 380  

Rated line current, A 5.2  
Rated Torque, N.m 15 Nm 

Stator winding connection ∆ 

Insulation class F 

Protection  IP 55 

Number of poles 4 

Number of stator slots  36 
Number of rotor slots  28 

Frame external diameter, mm  153  

Frame axial length, mm 192  
Stator back iron external 

diameter, mm 

145  

Stator back iron internal 
diameter, mm 

119.53  

Stator internal diameter, mm 88.5  

Air gap length, mm 0.25  
Rotor external diameter, mm 88  

Rotor back iron external 

diameter, mm 

57.75  

Shaft diameter ,mm 37  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4. Diagram of computation procedure 

IV. EXPERIMENTAL WORK 

 

The test rig consists of a 2.2 KW, 3 phase, 4 pole, 380V, 

squirrel cage induction motor mechanically coupled to a 

separately excited DC machine which represents the load. The 

temperature measurements at different points within the motor 

were obtained using thermocouples placed at strategic 

locations of the motor. The thermocouples outputs were 

monitoring using a 12 channels microprocessor based data 

logger unit. More details about the experimental procedure 

can be found in [8]. 

V. RESULTS AND DISCUSSSION 

 

The electromagnetic model computes the flux density and the 

different losses inside the machine, which are the thermal 

sources in the thermal model. Stator and rotor currents 

computation is based on 2-D coupled nonlinear complex finite 

element method [8]. Figure.5 and figure.6 shows the 

distribution of magnetic flux density and losses densities 

distribution in the different parts of the analyzed motor 

respectively In order to validate the results obtained by the 

model, the experimental tests are carried out on the studied 

machine.  We carried out a test with variable load.  The 

comparison of the experimental results under various modes 

of operation (𝟏𝟎𝟎%𝑰𝒏 , 𝟗𝟎%𝑰𝒏, 𝟖𝟎%𝑰𝒏, 𝟏𝟎𝟎%𝑰𝒏), where 𝑰𝒏  

is the rated current,  with those obtained by the thermal model 

developed in the various parts of the machine is illustrated by 

figure.7. We compared for three different modes, the 

simulated and measured temperatures.  The simulation results 

obtained compared with the experimental results are with a 

good agreemt. 

Electromagnetic field Analysis 

 by 2D finite elements Analysis 

method 

The solve of the voltage –field 
system (equation 12) 

Evaluation of loss (heat sources) 

LPTN Thermal analysis  

(Equation 15) 

Start 

Results (Temperature 

distribution) 
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Fig.5. Magnetic flux density (Tesla) at rated load (s=0.05) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.6. Losses densities distribution in the induction motor at rated load 

(s=0.05). 
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Fig.7.Evolution of temperature distribution in different parts of the machine at 

several load conditions (100%𝐈𝐧 , 90%𝑰𝒏, 80%𝑰𝒏, 100%𝑰𝒏).  

VI. CONCLUSION 

In  this paper, a lumped parameter thermal network of an 

induction motor of 2.2 kW is developed. The validity of the 

cylindrical lumped components approach has been tested 

through the comparaison between the experimental data and 

the simulation results. The transient thermal measurements 

carried out on the test machine show that the proposed thermal 

network model is able to predict the mean temperature in the 

test machine with reasonable accuracy during various modes 

of operations. The errors observed between the measured and 

calculated may be due to the fact that the developed thermal 

model calculates the average temperatures inside the stator , 

whereas the installed thermoelements mesure only the outside 

temperature of the stator. Probable error may be due to the 

errors emanating from the calculation of the model’s thermal 

resistances and capacitances which are dependent on the 

material properties of the machine which accurate information 

from the manufacturer on same is highly necessary. These 

errors are, however, within acceptable limits for practical 

purposes. 
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Abstract—The aim of this study is to describe a mathematical 

approach allowing a direct coupling between analytical solution 

by separation of variables method and the method of permeance 

network. This hybrid analytical modeling will allow the 

resolution of the problem of modeling air gap in electrical 

machines. First step, we calculated the magnetic potential in 

each node of the network of a permanent magnet synchronous 

motor by applying Kirchhoff’s law in this network of 

permeances. Once the matrix system is defined, we move on to 

algebraic resolution to calculate the flux crossing each branch. 

The analytical resolution of Laplace equation in a ring by 

separation of variables method makes it possible to obtain the 

analytical expression of the vector potential at the air gap, and 

from the conditions of passage between two locations, we 

calculate the expression of the current at the edge of the stator 

which then makes it possible to obtain the electromagnetic 

torque of the motor from Maxwell tensor. The results obtained 

by previous experiments are adopted to verify the accuracy of 

this study. The goal of this work is to optimize the power and 

speed by changing turns number in the machine and find 

precise results in a short calculation time.  

Keywords: Permeance Network Method, Outer Rotor 

Permanent Magnet Synchronous Motor, Separation of 

Variables Method, Air Gap, Hybrid Model. 

I. INTRODUCTION 

In this paper, we are interested in the development of 
hybrid model based on permeance network method (PNM) 
and an analytical one. The model was applied to an outer-rotor 
permanent magnet synchronous motor (OR-PMSM) which is 
one of the machines adopted by the automotive industry of its 
high mass performance and good efficiency. This 
development is mainly due to determinate the magnetic field 
and also due to find the main electromagnetic parameters at 
the air gap. 

The permeance network method is very interesting, in 
particular, in the dynamic simulations of an electrical 
machine. In order to increase the accuracy of the equivalent 
permeance network modeling of studied motor, the separation 
of variables method is used to calculate the current at the edge 
of the stator, power and speed with good accuracy.                         

                               

The prototype of the parametric analysis tool is developed 
entirely on Matlab, it offers a high-level programming 
environment oriented towards the development of 
mathematical algorithms and offers very powerful capacities 
for the treatment of matrices, which represents a whole major 
for the rapid development of algorithms specific to electrical 
networks often represented in matrix form as in [1]. In the 
end, some simulation results are shown to validate the 
proposed model. 

II. STUDIED MACHINE 

The studied machine is a permanent magnet synchronous 

motor as in [2]. It is an outer-rotor motor with 6 poles, 36 

teeth and 3 phases full bridge circuit. This machine is 

available at the L2ES-UTBM laboratory and it is integrated 

in a bicycle wheel. For reasons of symmetry and by 

neglecting the extremity effects, one pole pair of the 

geometry is sufficient to model the entire machine. “Fig. 1” 

shows the considered machine. 

 

 

Figure 1.  Two dimentional transverse cross section of the studied motor.  
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III. PERMEANCE NETWORK MODELING 

The values of the permeances have been calculated from 
simple mathematical formulations for every leakage flux path 
which are taken into account as separate and independent flux 
path. Two categories of permeances exist depending on the 
fact that they are constant or variable with respect to the rotor 
position as in [3]. Table 1 shows the constant permeances 
values in the studied OR-PMSM. Only the air gap permeances 
depend on the rotor angle position. 

The equations of the stator permeances and the rotor ones 

 and the permanent magnet permeances  are 

expressed as follows: 

 

 
 

 

 
 

 

TABLE I.  CONSTANT PERMEANCES OF THE STUDIED MACHINE. 

Permeance index Location in the motor Value (H) 

     
Rotor steel permenace    

     
Permanent magnet (PM) 

permeance 
   

     
Leakage permeance 

between PM pole 
   

     
Leakage permeance 

between stator teeth 
   

     
Permeance of one stator 

teeth 
   

     
Stator steel permeance    

 

A. Air Gap Permeance Calculation 

 The air-gap region is subdivided of air-gap elements each 
of them is modeled by a permeance which depend on the rotor 
position. Ostovic method gives a possible air gap element 
permeance expression relating “the stator tooth, i” to “the 

rotor pole, j” versus “the rotor relative position, ” as in [4]. 

So, the permeances of the air gap region have been defined as 
a function of the angular position of the rotor, see “Fig. 2”. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Aair gap permeance variation with the rotor position. 

B. Method of Solving  Permeance Network  

In order to solve the problem which aims to calculate the 
flux crossing in each branch of the machine we use the law of 
nodes which can be automated in order to obtain the matrix 
system to be solved. From an elementary system, see “Fig. 3” 
the equation of the first node can be established.    

Node one is connected with three nodes and a node 

exceptionally introduced for a first iteration which plays the 

role of the reference potential in order to be able to solve this 

system. Between two consecutive nodes, we admit the 

existence of a “magnetomotive force, F” and having for each 

node a “magnetic potential, U” as in [5,6]. 

 

 

 
 

Figure 3.  Elementary permeance network.  
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By applying the law of Kirchhoff in this case, we obtain 

the equation 

 
     Wich give 

 

 
The generalization of the equation for a network 

comprising “n” nodes leads to 

 

 
 

By applying the law of Kirchhoff in the equivalent 

permeance network given in “Fig. 4” as in [2], we notice that 

the studied magnetic circuit has 16 nodes and 34 branches. 

Thus, the dimension of the matrix is equal to . 

 

 

Figure 4.  Equivalent permeance network to an OR-PMSM. 

 

So, the matrix system is defined by 

 

 

While the elements of the matrix are equal to: 

 

,  , ,  

, , ,  

, , . 
Once the matrix system is defined, we pass to the 

algebraic solution in order to calculate the flux crossing each 
branch based on the equation 

 

 

 

 Therefore, the flux is expressed in the form 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Electromotive force waveform according to the rotor position. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Magnetic potential vector at the air gap. 
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Figure 7.  Initial model and optimal model comparison of the cogging 

torque. 

IV. HYBRID MODEL 

The hybrid model is obtained by the direct coupling of the 

permeance network method and the analytical model in what 

follows the flowchart allowing this coupling in figure below. 

 

 

 

 

 

 

 

 

 

 

Figure 8.  Flowchart of hybrid model of the analytical solution with the 

permeance network method. 

 

It is shown that the stator windings placed in the slots can 

be represented by an equivalent linear current density placed 

on the bore of the stator  as shown in the following 

figure. If we consider only the “fundamental of the current 

sheet, K”, its equation as in [7]:  

 

 
 

Where  is the number of pole pairs and the external 

radius is . 

 

 

 

 

 

 

 

 

 

Figure 9.  Simplified representation of the stator winding by a current sheet. 
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Figure 10.  Simplified representation of the stator winding by a current at the 

edge of the stator. 

 

 

 

 

 

 

 

 

 

 

Figure 11.  Electromagnetic torque result using hybrid model. 
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Figure 12.  Continuous straight line variation between power and speed. 

 

 

 

 

 

 

 

 

 

 

 

Figure 13.  The linear function for doubling speed and power by doubling the 

turns number. 

 

 

 

 

 

 

 

 

Figure14. The linear function for speed and power by calculating half of  

number of turns.  

 

V. SIMULATION RESULTS AND DISCUSSION  

In order to validate the proposed approach, the air gap 

permeance is modeled using the Ostovic method and the 

finite element method (FEM). These two techniques are 

generally adopted to achieve the calculation of the air gap 

permeance. The “Fig. 2” shows an acceptable concordance 

between the two methods. Due to the matrix system we 

obtain the results of the magnetic potential in all the nodes of 

permeance network.  

The “Fig. 5” represents the result of the electromotive 

force (EMF) of the studied motor. The permeance network 

method gives acceptable values and we validate this 

agreement with finite element method. 

By a simple inversion in the magnetic branch equation we 

can compute the magnetic flux then also makes it possible to 

obtain the distribution of radial flux density at the air gap. It 

is therefore the possibility of calculating the magnetic 

potential vector in “Fig. (6)”. 

A general analytical expression for cogging torque is 

derived by the energy method and the Fourier series analysis 

as in [8], the goal of this calculation is to obtain the optimal 

values for minimum cogging torque in order to minimize 

audible noises, vibration and speed ripples in permanent 

magnet machines. Cogging torque waveform in “Fig. 7” has 

confirmed the correctness of the results obtained by 

permeance network method by previous results in [2], and for 

the minimization of the cogging torque we take the half of the 

least common multiple of the number of permanent magnet 

poles and the number of stator slots. 

By using the separation of variables method and by 

applying the boundary conditions, the current at the edge of 

the stator in the machine is defined in “Fig. (10)”.  

The electromagnetic torque obtained by hybrid model in 

“Fig. 11” is compared by the experimental results in [2]. We 

can remark that the maximal value of the electromagnetic 

torque in the machine is , so, we have improved 

the correctness of this study. 

Regarding “Fig. 12”, “Fig. 13” and “Fig. 14”, these 

results confirmed the linear function between power and 

speed in studied motor. So the base of this hybrid model is to 

increase the performance analysis of the electrical machines. 

 

VI. CONCLUSION  

In this paper a permeance network method of an outer 

rotor permanent magnet synchronous motor has been 

developed to compute the magnetic potential in all the nodes 

and flux values in all the branch of the machine. The 

modeling of air gap is the most delicate part, it can be 

calculated by finite element method with good precision 

results but it has a drawback which is significant time, 
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contrary to analytical calculation which is described using a 

well-known mathematical function, and it specifies a low 

calculation time. In general, for solving Laplace equation in 

the air gap by separation of variables method, it is necessary 

to define the boundary conditions using permeance network 

method, with this hybridization we calculate the expression 

of the potential vector in the air gap which then makes it 

possible to compute the current density at the edge of the 

stator, Laplace force and electromagnetic torque to achieve a 

desired power or speed in the studied motor. These values 

have illustrated the advantage of the proposed model and give 

acceptable results to describe a main of electromagnetic 

parameters with good accuracy and make it possible for 

solving the demagnetization problem and eddy current losses 

in electrical machines. 
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Abstract—In order to enhance the efficiency of wind power 

conversion systems, a DC conversion system that combines a 

wind turbine with a battery is introduced in this paper. The 

Vernier Doubly Salient Permanent Magnet (V-DSPM) generator 

at the center of this system, designed for low speeds and high 

torque, eliminates the need for troublesome gearboxes. The 

proposed control employs MPPT based on tip speed ratio with 

output as reference current of boost converter and a sliding mode 

control-based Gao’s constant plus proportional rate reaching law 

to track the reference current. Three tests were performed to 

determine the efficiency of the proposed strategy. Moreover, a 

comparison with a conventional PI controller was carried out. 

The simulations were performed using MATLAB and Simulink. 

The obtained results show that the system with SMC has better 

performance than the system with PI. 

Keywords: Direct driven, Low speed, DSPM, Wind turbine, 

Sliding mode control. 

I. INTRODUCTION  

In recent years, wind power turbines have gained increasing 
popularity as an alternative to fossil fuels. Additionally, the 
growing demand for generators tailored to wind energy 
conversion, featuring higher power and torque densities has 
gradually increased [1]. Conventional wind turbine generators 
are often equipped with gearboxes to achieve the required 
speed. However, these gearbox systems have many drawbacks, 
including being large, expensive, and requiring regular 
maintenance [2, 3]. To overcome these problems, a special 
structure machine that operates at low speed, known as slow 
machine or direct attack machine is proposed in [4]. This 
innovative structure is called a Doubly Salient Permanent 
Magnet Machine (DSPM). Unlike traditional designs, its stator 
has a large number of teeth, and the rotor also has a large 
number of teeth and it doesn’t contain windings or permanent 
magnets (PMs). The statoric tooth step, τs, is identical to that of 

the rotor, τr.  Instead, it is excited by non-rotating PMs, inset in 

the stator yoke [4]. Nevertheless, the primary disadvantage of 
this machine is its tendency to produce a non-sinusoidal 
electromotive force (e.m.f.) and high electromagnetic torque 
ripples, leading to generation of vibrations, noise [4-5].  To 
mitigate the electromagnetic torque ripples and enhance 
performance of the DSPM the paper [6] proposes a Vernier 
Doubly Salient Permanent Magnet machine (V-DSPM). The 
Vernier effect in this new machine, as employed in the present 
study, is achieved by setting the statoric tooth step, τs, to be 
different from that of the rotor, τr. 

Furthermore, maximizing the output power of wind 
turbines presents a significant challenge in wind power control. 
Various methods have been presented in the literature. In [7] a 
sensorless maximum power point tracking discrete-time 
integral terminal sliding mode controller (DITSMC) is 
developed to increase the energy efficiency of a WECS by 
reducing convergence-time and error-bounds. An integral 
sliding mode voltage regulator-based tip speed ratio (TSR) is 
proposed in [8] to maximize turbine output power. The 
suggested method provides robust tracking capabilities. Paper 
[9] presents a comparative study between tip speed ratio-based 
PI (TSR-PI) MPPT and perturbation & observation (P&O) 
MPPT. A Novel Hybrid MPPT is proposed in [10]. The 
suggested strategy uses a fuzzy controller to optimize the 
sliding mode controller. The main objective of the hybrid 
MPPT is to overcome certain problems of sliding mode 
control, such as the chattering phenomenon. A new maximum 
power point tracking controller based on voltage-mode 
Second-Order Fast Terminal Sliding Mode Control (SO-
FTSMC) is proposed in [11]. The main purpose of the 
proposed control is to ensure that the system operates at the 
maximum power reference with enhanced effectiveness. 

In this paper, a DC conversion system based on wind 
power turbine and a battery is proposed. Our system utilizes a 
Vernier Doubly Salient Permanent Magnet generator, a non-
conventional direct-drive machine. To extract the maximum 
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power from wind turbine, a proposed tip speed ratio based 
sliding mode control is employed to regulate the inner loop of 
the DC-DC boost converter. To assess the efficiency of the 
proposed control, three tests were conducted. The first test is 
performed with a constant load and constant wind speed, the 
second one involved varying the wind speed while maintaining 
a constant load, and the last one is carried out with variation in 
both parameters wind speed and load. Additionally, we provide 
a comparative analysis of our suggested technique with the 
conventional PI control method. 

II. ENERGY CONVERSION SYSTEM CONFIGURATION 

     The system contains a wind turbine to capture wind power, 

a three-phase V-DSPM generator, a three-phase uncontrolled 

rectifier, a DC/DC boost converter to extract maximum power 
from wind turbine, a battery with bidirectional DC/DC 

converter to regulate the DC bus, and variable load. The 

global scheme is presented in Fig. 1. 

 

 
                                Figure 1: Proposed DC hybrid system 

A.  Wind turbine modeling  

       The following is an expression for aerodynamic power 
derived from wind kinetic energy:  

𝑃𝑡 = 0.5 𝜌 𝜋 𝑅
2 𝐶𝑃(𝜆) 𝑉𝑤

3                                                       (1)            

The power coefficient Cp depends on tip speed ratio, tip speed 
ratio λ is given by:       
        

𝜆 =
Ω𝑡 𝑅

𝑉𝑤
                                                                                    (2)                                                                    

                                          
 
                                                                                          

Where ρ, R, Cp, Vw and Ωt are, respectively, the air density, 
turbine radius, power coefficient, wind speed, and mechanical 
shaft speed. 

B. V-DSPM modeling  

The machine used in this study is a V-DSPM, a three-phase 

double-salient toothed-slot machine with a large number of 

rotor teeth and permanent magnets housed in the stator yoke 

(see Fig. 2). The stator slots carry the windings of the three 

phases, while the rotor is passive, without any electrical 

windings. 

In the stator of the V-DSPM machine, there are Ns = 48 teeth 
distributed across the 12 slots. We have maintained Nps=12 

slots and Ndp=4 teeth per slot. The number of teeth on the 

rotor, Nr = 64, is fixed in order to achieve a typical electrical 

frequency of 50 Hz at the nominal speed of 50 rpm [6]. The 

rotation speed of the DSPM is inversely proportional to the 

number of rotor teeth.  

The V-DSPM is a conventional DSPM [4] that exploits the 

Vernier effect, achieved by having a rotor tooth pitch τr 

different from the stator tooth pitch τs. 

{
𝜏𝑠 =

2𝜋

𝑁𝑠𝑒𝑞

𝜏𝑟 =
2𝜋

𝑁𝑟

                                                                            (3) 

                                               

Nseq, different from Ns, represents the number of stator teeth 

the machine would have if the stator armature were 

distributed-toothed and not slotted. 
To ensure energy conversion and torque production, the 

studied structure must satisfy the following conditions [6]: 

{

±𝑁𝑠𝑒𝑞 ± 𝑁𝑟 = ±𝑃 ± 𝑃𝑒
𝑁𝑠𝑒𝑞 ≠ 2𝑃 ≠ 2𝑃𝑒
𝑁𝑟 ≠ 2𝑃 ≠ 2𝑃𝑒

                                                       (4) 

 

Pe and P denote the number of magnet pairs and slot pairs per 

phase, respectively. 

These conditions are met, for machine, when considering 

Nseq=68 and Nseq=60. The machine with Nseq=68 demonstrates 
better performances according to [6], which is why it was 

chosen for this study. 

 
Figure 2:  Cross- section of the studied Vernier Doubly Salient Permanent 

Magnet machine 

 
The dynamic model of the V-DSPM is simplified using the 
Fourier transform. Terms of harmonics of order greater than 1 
have been ignored. As a result, the V-DSPM's self-inductances, 
mutual inductances, and magnetic phase flux linkage with 
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respect to rotor position, obtained through the finite element 
method (FEM), can be respectively expressed as:  

{
 

 
𝐿𝑎 = 𝐿0 + 𝐿1 cos 𝜃𝑒

𝐿𝑏 = 𝐿0 + 𝐿1 cos (𝜃𝑒 −
2

3
𝜋)

𝐿𝑐 = 𝐿0 + 𝐿1 cos (𝜃𝑒 −
4

3
𝜋)

                                                (5) 

{
 

 𝑀𝑎𝑏 = 𝑀𝑏𝑎 = 𝑀0 +𝑀1 cos (𝜃𝑒 −
4

3
𝜋)

𝑀𝑎𝑐 = 𝑀𝑐𝑎 = 𝑀0 +𝑀1 cos (𝜃𝑒 −
2

3
𝜋)

𝑀𝑏𝑐 = 𝑀𝑐𝑏 = 𝑀0 +𝑀1 cos𝜃𝑒

                               (6) 

{
 

 
𝜑𝑚𝑎 = 𝜑0 +𝜑1 cos𝜃𝑒

𝜑𝑚𝑏 = 𝜑0 + 𝜑1 cos (𝜃𝑒 −
2

3
𝜋)

𝜑𝑚𝑐 = 𝜑0 + 𝜑1 cos (𝜃𝑒 −
4

3
𝜋)

                                           (7) 

 

Park transformation is applied for generator equations in stator 
reference frame and the direct and quadrature voltages 
expressions of the V-DSPM in the d-q reference frame are 
given by: 

{
  
 

  
 
𝑉𝑑 = −(𝑅𝑠 + 2𝑤𝑒𝑀𝑑𝑞)𝑖𝑑 +

𝑤𝑒

2
(3𝐿𝑑 − 𝐿𝑞)𝑖𝑞

−𝐿𝑑
𝑑𝑖𝑑

𝑑𝑡
−𝑀𝑑𝑞

𝑑𝑖𝑞

𝑑𝑡
                     

𝑉𝑞 = −(𝑅𝑠 − 2𝑤𝑒𝑀𝑑𝑞)𝑖𝑞 +
𝑤𝑒

2
(3𝐿𝑑 − 𝐿𝑞)𝑖𝑑

−𝐿𝑞
𝑑𝑖𝑞

𝑑𝑡
−𝑀𝑑𝑞

𝑑𝑖𝑑

𝑑𝑡
−√

3

2
𝜑1𝑤𝑒

                     (8) 

 

Rs represents the stator resistance, id and iq denote the direct 
and quadrature currents, Ld and Lq signify the direct and 
quadrature inductances, Mdq stands for mutual inductance, we 
represents the electrical velocity and φ1 represents the first 
harmonic of permanent magnet flux. 

With:                                                       

{
 

 𝐿𝑑𝑞 = 𝐿0 −𝑀0 ±
1

2
(𝐿1 + 2𝑀1) 𝑐𝑜𝑠(3𝜃𝑒)

𝑀𝑑𝑞 = −
1

2
(𝐿1 + 2𝑀1) sin(3𝜃𝑒)                 

𝜃𝑒 = ∫𝑤𝑒  𝑑𝑡                                                  

                          (9)                                  

θe   represents the electrical position.          

                   

The direct and quadratic magnetic flux equations are: 

{
𝜑𝑑 = 𝐿𝑑𝑖𝑑 +𝑀𝑑𝑞𝑖𝑞 +√

3

2
𝜑1

𝜑𝑞 = 𝐿𝑞𝑖𝑞 +𝑀𝑑𝑞𝑖𝑑                 
                                             (10) 

 

The electromagnetic torque Tem is written in Equation (11):  

{
Tem = -√

3

2
Nrφ1iq +

1

2
Nr(Ld-Lq)idiq

-
1

2
NrMdq(id

2-iq
2)

                              (11) 

 

Mechanical equation is expressed as: 

𝐽
𝑑Ω𝑡

𝑑𝑡
= 𝑇𝑒𝑚 − 𝑇𝑚 − 𝑓Ω𝑡                                                       (12)    

  

Active and reactive machine powers are expressed by the 
following equations: 

 

{
𝑃 = 𝑣𝑑𝑖𝑑 + 𝑣𝑞𝑖𝑞
𝑄 = 𝑣𝑑𝑖𝑞 − 𝑣𝑞𝑖𝑑

                                                                  (13)                                 

On the other hand, Joule and iron losses are given by the 
following formulas: 

{
 
 

 
 𝑃𝑐𝑢 = 𝑅𝑠𝑖𝑑

2 +𝑅𝑠𝑖𝑞
2

𝑃𝑖𝑟 =
3

2
𝑁𝑟𝛺𝑡[𝑀𝑑𝑞(𝑖𝑑

2 − 𝑖𝑞
2) − (𝐿𝑑 − 𝐿𝑞)𝑖𝑑𝑖𝑞] +

1

2
(𝐿𝑑

𝑑𝑖𝑑
2

𝑑𝑡
+ 𝐿𝑞

𝑑𝑖𝑞
2

𝑑𝑡
) + 𝑀𝑑𝑞

𝑑(𝑖𝑑𝑖𝑞)

𝑑𝑡

              (14)  

The power factor can be evaluated with the help of the mean 
values of active and reactive powers as: 

   cos𝜓 = |
𝑃𝑚𝑒𝑎𝑛

√𝑃𝑚𝑒𝑎𝑛
2 +𝑄𝑚𝑒𝑎𝑛

2
|                                                     (15)                                      

III. CONTROLLER DESIGN  

A. MPPT based Tip speed  ration  

The MPPT strategy is used to determinate the optimal 
operating point of the wind turbine. Several algorithms have 
been presented in literature, such as Optimal Torque (OT) 
control, Tip Speed Ratio (TSR) control, Power Signal 
Feedback (PSF) control, and Perturbation and Observation 
(P&O) control.  

In this paper, TSR control is chosen due its several 
advantages, including simplicity of implementation, fast 
convergence speed, and high performance under varying wind 
speeds. Fig. 3 illustrates the TSR based MPPT algorithm. 

 

                   Figure 3: TSR based MPPT algorithm 
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The wind turbine's Cp (λ) curve is presented in Fig. 4. The 

angle γ is set to zero due to the assumption of a fixed pitch 
rotor. It can be observed that the Cp has single maximum point, 
Cpmax = 0.428 at λopt = 2.25. 

 

               Figure 4: Wind turbine power coefficient Cp 

B. Proposed silidng mode control current 

      Sliding mode control is a nonlinear control technique that 

can be applied to both linear and nonlinear systems. It is a 

robust control technique known for its excellent disturbance 

resistance and rapid dynamics response [12]. 

The first step involves defining the sliding surface. In this 

study the sliding surface is defined as follows: 

 

𝑆 = 𝑖𝐿
∗ − 𝑖𝐿                                                                           (16)                                                                                          

 

The sliding mode control signal is the sum of the equivalent 

and discontinuous control signals, and is given as follow:                

                           
𝑢 = 𝑢𝑒𝑞 + 𝑢𝑑𝑖𝑠                                                                     (17) 

 

 The equation of the current inductor is given as follow:  

 
𝑑𝑖𝐿

𝑑𝑡
=

𝑣𝑖𝑛

𝐿
− (1 − 𝑢)

𝑣𝐷𝐶

𝐿
                                                        (18) 

 

The Gao’s low is given as follow [13]:  

 
�̇� = −𝛼 𝑆 − 𝛽 𝑠𝑖𝑔𝑛(𝑆)                                                        (19) 

                                                    

From equations (16), (18), and (19), the sliding mode control 

signal-based Goa’s law is obtained in (20):  

 

u =
vDC-vin

vDC
+

L(α S+ β sign(S))

vDC
                                              (20)                                      

 

Where, 𝛼, β > 0 are parameters to be tuned. 
 
      The control signal block diagram is shown in Fig. 5. 

 

 
                   Figure 5: The proposed control method diagram 

IV. SIMULATION RESULTS 

     To verify robustness of the proposed control method, three 

tests were carried out. Test (1) was performed with a constant 

load and constant wind speed, test (2) consisted of varying the 

wind speed while maintaining a constant load, and test (3) was 

carried out with variations in both wind speed and load. 

Fig. 6, shows wind speed profile, with speed 

variations ranging from 5.5 m/s to 9.2 m/s. From 0 s to 5s the 

speed remains constant at 8m/s. From 5 s to 15 s, the speed 

varies. Fig. 7a presents the V-DSPM speed, demonstrating 

that the generator speed follows the variation of the wind 
speed. Fig. 7b shows the generator’s high electromagnetic 

torque which is a result of the low rotation speed of this 

generator. Fig. 8 displays the phase voltage and phase current 

of the V-DSPM. Fig. 9 presents the direct and the quadratic 

current of the V-DSPM generator. 

 

 
                                                                                     Figure 6: Wind speed profile Vw      
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                                                    (a)                                                                                                                           (b) 

                                                           Figure 7: Simulation results of (a) Generator speed Ωm, (b) Electromagnetic torque generator Tem 

 

             
             
                                                                                               Figure 8: Generator phase voltage and phase current Va & Ia.  

 

 
Figure 9: V-DSPM direct Id and quadratic Iq current. 

 

Fig. 10, Fig. 11 and Fig. 12 display the simulation 

results of DC/DC booster inductor current and wind turbine 

output power, and battery power under three different tests 
using the proposed control and conventional PI control. 

During the three tests the proposed sliding mode control 

(SMC) converges to the maximum power point with a fast 

response compared to PI control. It can be observed that the 

SMC control exhibits higher efficiency in extracting the 

maximum power from wind turbine under varying wind 

conditions and load fluctuations. Table 1 summarizes the 

performance of the different techniques.  
From Fig. 13, it is evident that the DC-bus voltage remains 

balanced even during disturbances and is maintained at the 

desired operating value of 500 V. 
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                                                                                      Figure 10: Inductor current IL      
 

         
                                  Figure 11:  Wind turbine output power Pwind                                                                  Figure 12: Battery power Pbat                                                          
 

 
Figure 13: DC-bus voltage VDC.

 

TABLE I. PERFORMANCE OF THE DIFFERENT TECHNI QUES 

 

 Test (1) Test (2) Test (3) 

Mean PI SMC PI SMC PI SMC 

Pwind   (w) 6486.4 6586.6 5395.8 5403.8 6675.1 6756.83 

Iindcutor (A) 37.87 38.52 32.28 32.83 37.78 38.46 
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V. CONCLUSION 

     
To enhance the efficiency of wind power system, this paper 

proposes a non-conventional generator with low rotation 

speed and high electromagnetic torque. The purpose of using 

this type of generator is to eliminate the gearbox from the 

conversion system and address the associated issues such as 

large size, coast, power losses, and maintenance. Furthermore, 

a sliding mode control is suggested to optimize the output 

power of the wind turbine under different scenarios, including 

wind speed variations and load fluctuations. The simulation 

results demonstrate that the proposed control enhances the 

performance of the wind power system by maximizing power 

extraction. 
 

 

 

APPENDIX 

TABLE A1. V-DSPM parameters 

Parameters 
Rs: Stator resistance (87.37 mΩ) 
L0: Continuous self-inductance (30.5 mH) 
L1: First harmonic self-inductance (1.4 mH) 
M0: Continuous mutual-inductance (-15.5 mH) 
M1: First harmonic mutual-inductance (6.7 mH) 
φ1: First harmonic permanent magnet flux (0.4147 Wb) 
Nr: Number of teeth in the rotor (64) 
Ns: Number of teeth in the stator (48) 

Nseq: Number of equivalent teeth in the stator (68) 

Nps: Stator pole (12) 

P: Number of magnet pairs (2) 

Pe: Number of slot pairs per phase (4) 

τr, τs: Rotor and stator tooth pitch 

J: Rotor inertia (Nm s-1) 

f: Viscous friction coefficient 

Pn: Rated power (10 kW) 

Ωn: Rated rotor speed (50 rpm) 

 
TABLE A2. Wind turbine parameters 

Parameters 
Vw: Wind speed (9.2 m/s) 
Cpmax: maximum power coefficient (0.428) 
λopt:  Optimal tip speed ratio (2.25)  
ρ: Air density (1.225 Kg/m3) 
R: Wind turbine radius (3.951 m) 
Pn: Rated wind turbine power (10 kW) 

Number of blade: 3 

 

 
TABLE A3. Variables 

Variables 
vd, vq: Direct and quadratic voltages (V) 
id, iq: Direct and quadratic currents (A) 

φd, φq: Direct and quadratic flux (Wb) 

we: Electrical velocity (rad/s) 

θe: Electrical position (rad) 

Ld, Lq: Direct and quadratic inductance (H) 

Mdq: Mutual inductance (H) 

Tm: Mechanical torque (Nm) 

Tem: Electromagnetic Torque (Nm) 

P: Active power (W) 

Q: Reactive power (VAR) 

Pcu: Joule losses (W) 

Pir: Iron losses (W) 

Pmean: Mean active power (W) 

Qmean: Mean reactive power (W) 

Cos ψ: Power factor 

iL: Inductance current of the DC/DC converter (A)  

vin: Input voltage (V) 

vDC: DC bus voltage (V) 

ueq, udis: Equivalent and discontinuous control signals 

S: Sliding surface  

𝛼, β: Sliding mode control parameters 
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Abstract— Induction machines are widely used in industry 

because they are more rugged, reliable, compact, efficient and less 

expensive compared to other machines used in similar 

applications. They however, represent highly nonlinear, coupled, 

multivariable, complex control plant with unknown disturbances 

and time varying parameters requiring complex control 

algorithms. This paper deals with the development of a high 

performance nonlinear predictive control induction motor drive. 

The research work is directed towards improving trajectory 

tracking capability, stability guarantee, robustness to parameters 

variations and disturbance rejection. The main part of nonlinear 

predictive control is the system behavior prediction model.A 

multivariable controller is used for the system control, with the 

rotor speed and the rotor flux norm as outputs. Simulation studies 

show the performance of the proposed control algorithm. 

Keywords: model predictive control, asynchronous machine, 

optimal control. 

I. INTRODUCTION  

Asynchronous motors, also known as induction motors, are 
widely used in various industrial applications. These motors 
exhibit nonlinear characteristics and complex dynamic 
behaviors, the control of this process is complicated due to its 
nonlinear nature, its dynamics, and the variation of its 
parameters during operation [1,2]. The development of different 
asynchronous motor control methods is justified by the need to 
take into account its nonlinear structure. Different controls have 
been developed to vary the speed of the asynchronous machine, 
namely vector control by flow orientation, direct torque control 
and nonlinear predictive control [3,4]. Predictive control is 
among the most used advanced controls in the industrial 
environment, so demanding in terms of performance and 
simplicity of implementation. Many industrial applications 
exist, especially for systems for which the trajectory to follow is 
known in advance, such as robots, machine tools, applications 
in the petroleum, biochemical or chemical industry, aeronautics 
and thermal [5]. 

In this article, nonlinear predictive control is applied for an 
asynchronous machine for speed variation, disturbance rejection 
and robustness to parametric variations. 

The research work is directed towards improving the 
trajectory tracking capability, stability guarantee, robustness to 
parameter variations, and disturbance rejection. Simulation 
results and the concluding remarks on the advantages and 
perspectives are also presented. 

II. INDUCTION MOTOR MODEL 

The analysis of the operation of the induction motor associated 

with an inverter with a view to its control is not simple because 

of the non-linear behavior of these two elements. Starting from 

the induction motor equations written in a frame linked to the 

rotating field, we obtain the following equations [6,7]: 

A. Electrical equations  

{
  
 

  
 Vds = Rsids +  

dΦds

dt
−

  dθs

dt
Φqs                

Vqs = Rsiqs +  
dΦqs

dt
+

  dθs

dt
Φds                 

0 = Rridr +  
dΦdr

dt
− (

  dθs

dt
− PΩ)Φqr    

0 = Rriqr +  
dΦqr

dt
+ (

  dθs

dt
− PΩ)Φdr    

                        (1) 

 

B. Magnetic equations 

{
 

 
Φds = Lss  ids +M  idr                
Φqs = Lss  iqs +M  iqr               

Φdr = Lrr  idr +M  ids               
Φqr = Lrr  iqr +M  iqs               

                                          (2) 

 

C. The expression of the electromagnetic torque 

Cem  = P
Lm

Lr
 (∅drIqs-∅qrIds )                                      (3) 

                                             

Therefore, the model of an asynchronous motor is defined in 
the following form [1,2]: 

x =̇ f(x) + g(x). V(t)                                                             (4) 

Where    ẋ = [Ids Iqs ∅dr∅qrΩ]
T ; V(t)=[Vds  Vqs]

T             

The state x belongs to the set Ω ={x ƐR5 : ∅dr
2 + ∅qr

2 ≠ 0 
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Vector function f and matrix g are defined as follows  

 

f(x)=

[
 
 
 
 
 
 
 
 −γIds +ωsIqs +

K

Tr
∅dr +PKΩ∅qr

−ωs Ids −γIqs −PKΩ∅dr +
K

Tr
∅qr

Lm

Tr
Ids

Lm

Tr
Iqs

pLm

JLr
(∅drIqs − ∅qrIds)

−

−
1

Tr
∅dr

(ωs − PΩ)∅dr 

−
fr

J
  

 

 +(ωs − PΩ)∅qr

−
1

Tr
∅qr

−
Cr

J

   

]
 
 
 
 
 
 
 
 

 

g(x)= 

[
 
 
 
 
 
1

δLs
0

0
1

δLs

0
0
0

0
0
0 ]
 
 
 
 
 

 

σ = 1 −
Lm
2

LsLr
; K =

Lm

σLsLr
 ;   γ =

1

σLs
 (Rs + Rr  

Lm
2

Lr
2  ). 

 
Ids , Iqs denote the stator currents , ∅𝑑𝑟 , ∅𝑞𝑟 the rotor fluxes, 

Ω the rotor speed, 𝑉𝑑𝑠 , 𝑉𝑞𝑠 the stator voltages and 𝐶𝑟 the resistant 

torque, J moment of inertia of the rotating masses,  
𝐿𝑠, 𝐿𝑟  stator inductance and rotor inductance, 𝐿𝑚 inductance 
mutual ,  P the number of rotor pole pairs, RS,Rr stator and rotor 

resistances. 

III. NONLINEAR MODEL PREDICTIVE CONTROL 

To solve the problem of tracking trajectories, in what follows 
we present the nonlinear predictive control (NPC) strategy, the 
prediction model is carried out using starting from a 
mathematical development on the machine model. The variable 
to be controlled in the motor are the motor speed and the squared 
rotor flux amplitude[8,9]. 

{
y1 = h1(x) = Ω

y2 = h1(x) = ∅dr
2 + ∅qr

2                                                        (5)                

Nonlinear model predictive control (NMPC) algorithm 
belongs to the family of optimal control strategies, where the 
cost function is defined over a future horizon [3] 

𝔍(x, u) =
1

2
∫ [y(t + τ) − yr(t + τ)]

T

Tp

0

[y(t + τ) − yr(t + τ)]dτ 

                                                                                                  (6) 

Where      𝜏𝑟 is the prediction time, y(t+𝜏) a step ahead prediction 
of the system  output and 𝑦1(t+𝜏) the future reference trajectory. 
The control weighting term is not included in the cost function 
[10]. However, the control effort can be achieved by adjusting 
prediction time. The objective of model predictive control is to 
compute the control u(t) in such a way the future plant output  
y(t+𝜏) is driven close to 𝑦1(t+𝜏).This is accomplished by 
minimizing ℑ. 

The relative degree of the output, defined to be the number of 
times of output  differentiation until the control input appears, is 
r1=2 for speed output and r2=2 for flux  output. Taylor series 
expansion [4] can be used for the prediction of the machine 

outputs in  the moving time frame. The differentiation of the 
outputs according to time is repeated r  times.[5] 

yi(t + τ) = hi(x) + τ Lfhi(x) +⋯ .+
τ2

2!
Lf
2hi(x) +

τri

ri!
LgLf

(ri−1)hi(x)u(t) 

                                                                                                  (7) 

The predicted output y (t+𝜏) is carried out from 

y(t + τ) = T̅(τ). Y(t)                                                             (8)                                                       

Where     T̅(τ) = [I2∗2 τI2∗2 
τ2

2
  I2∗2] , I2∗2 : Identity matrix 

 

The outputs differentiations are given in matrix form as 

Y(t)=[

y(t)
ẏ(t)

ÿ(t)
] = [

h(x)

Lfh(x)

L2fh(x)
] + [

0
0

G(x)u(t)
]                                 (9) 

                     

Where     Lf
ih(x)=[Lf

ih1(x) Lf
ih2(x)]T  , (i=0 ,1 ,2) 

 

   G1(x)=[
Lg11Lfh1(x) Lg12Lfh1(x)

Lg11Lfh2(x) Lg12Lfh2(x)
]                                    (10) 

 

A similar computation is used to find the predicted reference 
𝑦1(t+𝜏) [2,8]. 

yr(t + τ) = T̅(τ). Yr(t)                                                          (11) 

Where   
Yr(t) = [yr(t) yr

. (t) yr
..(t)]T  

yr(t) = [ωrefΦref
2 ]T    

 

                        

Using (10) and (11), the cost function (6) can be simplified as 

𝔍(x, u) =
1

2
[Y(t) −  Yr(t)]

TΠ̅  [Y(t) − Yr (t)]                    (12) 

Where  [2]: 

Π̅(τ) = ∫ T(τ)TT(τ)dτ
τr

0

=

[
 
 
 
 
 
 τrI2∗2

τr
2

2
I2∗2

τr
3

6
I2∗2

τr
2

2
I2∗2

τr
3

3
I2∗2

τr
4

8
I2∗2

τr
3

6
I2∗2

τr
4

8
I2∗2

τr
5

20
I2∗2]

 
 
 
 
 
 

 

 

The optimal control is carried out by making    
𝜕ℑ

𝜕𝑢
=0 

u(t)=−G1(x)
−1⌊Π̅3

−1Π̅2
T      I2∗2  ⌋M                                       (13) 

                             

Where                M = [

h(x)

Lfh(x)

L2fh(x)
] − [

yr(𝑡)

yr
.  (t)

yr
..(t)

] 

det [G1(x)]= - 2pLm
2 /JσLs

2Lr
2Tr (Φdr

2 +Φqs
2 ) 
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The conditions {∅𝑑𝑟(0) , ∅𝑞𝑟 (0)} ≠0 and the set                   

Ω{∅𝑑𝑟
2 + ∅𝑞𝑟

2 ≠ 0}  allow  𝐺1  to be invertible. The optimal 

control is developed as  

u(t) = −G(x)[k0(h(x) − yr(t)) + k1(Lfh(x) − ẏr(t))

+ k2(L
2
fh(x) − ÿr(t))] 

                                                                                               (14) 

Where   k0 =
10

3Tr
2, k1 =

5

2Tr
, k2 = 1 

The general structure of generalized predictive nonlinear 

control for induction motor is shown by figure.1[11.12]. 

 

 

Figure.1. The general structure of generalized predictive 

nonlinear control NPC for induction motor. 

IV. RESULTS OF SIMULATION 

 

    The simulation have been carried out in Simulink/Matlab to 

verify the performance of the proposed controller which is 

nonlinear predictive for induction motor.The details about the 

motor are given in appendix. The performance of our command 

was tested based on the simulation for a variation of load torque 

and rotor resistance 15Nm at time (3 seconds). 

 

     These figures shows the results of simulation of nonlinear 

predictive control for induction motor. 

 

 

 
Figure. 2. Rotor speed. 

 
Figure.3. Zoom of rotor speed. 

 

  Figure. 4. Electromagnetic torque of the three-phase induction                  
motor with a full-load torque step change at t=3 sec. 
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Figure.5. Stator currents. 

 

 

 

Figure.6. Zoom stator currents. 

                            

We notice in figure 2 that the speed is established at its value 
without static errors, at the instant t=3 where the load torque is 
applied, the speed reduces slightly but it restores again with a 
little error.  

The figure 4 represents the torque at transient regime, we 
note that it reaches 144 N.m (starting torque) then it starts to go 
down, at t=3s we have applied a resisting torque, the 
electromagnetic torque tends towards 15 (N.m).  

      The figure 5 shows the evolution of the stator current as a 
function of time. When we apply a load torque at the instant (t=3 
seconds), we notice more current consumption. 

The simulation results show that the performance of the 
nonlinear predictive controller is satisfactory and strategy 
regarding trajectory tracking, sensitivity to the induction motor 
parameters variations and disturbance rejection. 

V. CONCLUSION 

    Nonlinear predictive controller is a powerful control strategy 

that offers several advantages for induction motors. It can 

provide precise control, adaptability to nonlinearities, 

robustness to disturbances, and the ability to handle various 

control objectives. However, its implementation complexity 

and computational demands should be carefully considered in 

practical applications. Additionally, selecting an appropriate 

predictive model and tuning the cost function and constraints 

are crucial for achieving the desired control performance. 

 

VI. APPENDIX 

 

The process to control is an induction machine used by 

whose parameters are 𝑅𝑟 =1.8 Ω; J=0.07kg𝑚2; f=0; p=2 

𝑅𝑠=1.8 Ω; Lm=0.15H; Ls=0.1554H; Lr=0.1568H. 
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Abstract—The fault tolerance of multiphase induction machines 

makes them increasingly used in the field of traction and electric 

propulsion. The use of polyphase drives is mainly justified on 

their fault-tolerant abilities; the most common failure in the 

polyphase induction machine is the Open Phase Fault (OPF). 

However, machine performance deteriorates during OPF. This 

work concerns the study of behavior of DSIM under stator open 

phase fault, the model of the DSIM is proposed, and simulation 

results are analyzed and discussed.) 

Keywords: Double Stator, Induction Motor, Open Phase Fault.  

I. INTRODUCTION  

The electrification of the traction and propulsion actuators 
is made possible thanks to technological advances in the field 
of semiconductors and power electronics topologies; this has 
allowed the use of these machines at variable speeds. After the 
study of the three-phase machine, scientific research focuses on 
machines with a phase number greater than three, such as 
polyphase machines and/or multi-star machines. The quality of 
energy delivered by these machines and their tolerance to 
defects make them more interesting than their three-phase 
counterparts in applications or comfort and discretion and 
mandatory [1-4]. Fault tolerance of the multiphase machine 
was first undertaken in [5]. In recent research, DSIM is one of 
the most widely used multi-phase machines due to their ability 
to reuse conventional three-phase converters [3, 4]. They 
ensure degraded operation without additional external 
equipment after one or more failures (as long as the number of 
healthy phases remains greater than or equal to three), also 
improve the reliability of the system at the expense of a 
reduction in power supplied after a fault. Several control 
strategies have been studied when a fault appears at the power 
converter or machine level, including the control [4-6], to build 
a robust control of the DSIM in degraded mode it necessary to 
study this last. 

II.   ASYMMETRICAL DUAL STAR INDUCTION 

MOTOR MODELING 

The analyzed multiphase drive is shown in Fig.1. It is 
composed by a dual three-phase voltage source and a dual star 
induction machine, with two independent three-phase windings 
shifted an electrical angle of π/6 rad. 

 

Figure1. Diagram of the DSIM drive. 
  

The modeling approach introduces a high resistance in 
series with the faulty phase, which cancels the current and 
allows the simulation of faults. Note that, in order to simplify 
the modeling, usual as assumptions are made (the machine is 
not saturated, the non-load back electromotive force waveform 
is sinusoidal, the rotor is non-salient, the winding space 
harmonics are negligible and hysteresis and eddy current 
effects are negligible). Considering the distribution of the 
phases, the general expression of the stator voltages is: 
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By introducing magnetic flux equations becomes 

{
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being the different inductance matrixes: 
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    The electromagnetic torque and mechanic expression 
complete the system: 

     {[   ]
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      (10) 

 

With:  

    number of pairs of poles; 

   
  

 
       is the rotating speed; 

    total inertia of mechanical movement; 

     machine's viscous friction coefficient; 

    is the load torque;  

     electromagnetic torque developed by machine. 

 

   The joule losses of the machine are expressed by the 

following formula: 

 

       (     +     +     )+   (     +     +     ) (11) 

 

III. RESULTS ANALYSIS AND DISCUSSION  

To show the validity of the proposed theory, some 
simulations were done for stator open phase fault with 
MATLAB/Simulink. 

The 4.5 kW DSIM is supplied by two symmetrical three-
phase voltage sources which are offset by 30°. 

After the machine is started under normal operating 
conditions, a nominal load with a torque Cr = 15 N.m is 
applied.    At t = 1.9 s a stator phase open fault is caused after 
this time. 
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Figure 2.  Electromagnetic Torque before and during the fault 

 

 

Figure 2 shows the behavior of the electromagnetic torque 
before and during the fault. The introduced fault generates 
exaggerated ripples, which exceed 13% of the nominal torque. 

 

 

Figure 3. stator currents of the first phase of the two stars before and  during 
the fault  

 

The stator currents follow a symmetrical path from start-up 
at time t= 0 s until t=1.9 s, when the fault is introduced; 
consequently, the current of one star becomes zero.  

In order to maintain the electromagnetic torque developed, 
the machine draws a larger current from the second star. 

 

 

Figure 4. stator currents of the first star before and  during the fault  

 

Figure 4 shows that the current in one phase of a star is 
cancelled as soon as the fault is applied. As a result, the 
currents in the other two phases increase to make up the 
shortfall caused by the lack of current in the third phase. 

 

 

Figure 5. stator currents of the second star before and  during the fault  

  

The stator currents of the second star become more 
significant from the moment the fault is introduced at t=1.9 s. 
This is justified by the disturbance and non-equilibrium of the 
currents in the first star due to the absence of current in one 
phase. 

 

 

Figure 6. Rotor currents before and  during the fault 

 

Figure 6 shows the time evolution of the rotor currents 
from start-up in the transient regime and the subsequent 
application of the load, which causes an increase in these 
currents in the steady state. After the fault has been 
introduced, a chattering effect has been view in the currents 
rotor witch is cosed by the methode of introdussing the fault 
of open phase. 

i.e: inserting of the serial higher value resistance with fault 
phase. 

Table :  FFT analysis.   

 Machine in healthy 

mode 

Machine in fault 

mode 

   Amp 
fund (A) 

THD(%)   Amp 
fund (A) 

THD(%) 

ira 11,39 1,30 11,25 20 

irb 11,39 1,30 11,84 15,9 

irc 11,39 1,30 11,72 16,59 
 

 

The table above shows the amplitudes of the fundamental 
wave of the three rotor phases of the machine in healthy and 
fault modes. 
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These currents remain in equilibrium and are almost equal 

in amplitude in healthy and faulted modes. However, the 
harmonic distortion rates increase considerably with the 
application of phase opening faults. 

 

Figure 7. Stator joules losses before and  during the fault 

 

In the steady state of the machine, the stator joule losses are 
constant. As soon as the Open Phase Fault (OPF) is applied, 
these losses increase significantly, leading to a reduction in the 
machine's useful power and, consequently, its useful torque. 

 

 

Figure 8. Mechanical power before and  during the fault 

 

Figure 8 shows the evolution of the mechanical power as a 
function of time from start-up at time t = 0 s to t = 1.9 s, when 
the steady state operation of the machine is disturbed by the 
application of the fault.  The OPF has caused ripples in the 
mechanical power, which is directly related to the machine 
torque. 

 

 

Figure 9. Electrical speed before and  during the fault 

 

The speed of the machine increases progressively from the 
start until it reaches almost synchronous speed. As soon as a 
resisting torque cr=15 N.m is applied to the machine, the speed 
decreases and reaches a steady-state speed wr=286 rad /s. After 
the moment t=1.9s when the fault is applied, the speed drops 
sharply and ripples are generated. 

IV. CONCLUSION 

AC induction machines, like all electrical machines, are subject 

to a very complex phenomenon: the open phase fault. This 

paper presents MATLAB/Simulink simulation results of a 

DSIM subjected to an open phase fault. After the instantaneous 

fault is applied, the currents in the two stator stars increase and 

become unbalanced due to the cancellation of a current in one 

phase (the faulted phase). This inrush current causes an 

increase in Joule losses, which are directly linked to the stator 

current, leading to overheating of the machine and even loss of 

the rated load. The electromagnetic torque reached by the OPF 

in turn justifies the appearance of ripples on the latter, which is 

directly linked to the speed of the machine, which in turn 

undergoes a sudden drop and the appearance of ripples. The 

chattering effect is visible in the rotor currents and is due to the 

way of opening phase. In fact, the open phase fault leads to 

deterioration in all the characteristics of the DSIM and a 

reduction in its service life. 
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Abstract— This paper suggests a 200 km/h semi-high-speed 

Maglev train that is under development in Korea. For translation 

thrust and electromagnetic sustentation, it makes use of a linear 

induction motor (LIM) [1]. This system’s levitation force 

characteristic is examined through the use of two-dimensional 

(2D) numerical electromagnetic field emission microscopy 

calculations. The Maxwell stress tensor and Lorenz, block 

integral which based on the deference of the co energy, and, 

finally, the analytical method as a function of levitation coil 

currents and air gap distance can all be used to calculate the 

attractive levitation force. The study presents a comparison of 

the levitation force calculations made using various finite 

elements method formulations on a studied geometric model. 

Keywords: semi-high-speed Maglev, Finite element method, 

Levitation force, field flux, Maxwell stress tensor.co-energy 

I. INTRODUCTION  

While the quality and speed of practical transportation have 

evolved over time, the wheel-rail system has till now satisfied 

today's standards. The latter necessitates a sturdy, dependable, 

and long-lasting structure, but it suffers mechanical issues 

owing to friction and irregular collisions between wheel and 

rail, as well as irritating vibrations and noise. The magnetic 

levitation vehicle enables contactless, wheel less mobility, 

which overcomes all of these issues simultaneously; it 

therefore provides an excellent quality of travel without the 

negative, disruptive consequences of wheels. Like 

conventional rail uses, maglev vehicles are vulnerable to air 

resistance and lateral disturbance.  The latter, on the other 

hand, may be adjusted by the control system, resulting in a 

smoother ride [1]. Maglev trains excel at hill climbing Smaller 

radius for curved lane performance and requirements.  This 

results in more flexibility in route selection criteria, lowering 

construction costs. For starters, it is less susceptible to weather 

conditions. Second, due to their construction, maglev trains 

have minimal risk of derailment and demonstrate great 

stability even when the levitation system fails, as emergency 

wheels may be deployed. 

 

  There are high-speed and medium-speed trains, depending on 

their operating speed. The former is similar to Germany's trains 

fast, while the latter, like Korea's Urban Maglev, is driven by a 

linear induction motor (LIM) and levitates by an 

electromagnet. This paper is concerned with electromagnetic 

formulation and finite element modeling of the latter, followed 

by a parametric examination and analysis of the magnetic 

levitation phenomena. The force of levitation is estimated 

using all three methods (block integral, Maxwell tensor, and 

analytic form). The parametric finite element research and 

analytical findings indicate levitation force behavior [3] [1]. 

  The first section is devoted to the mathematical model of 

levitation, the second to the technique of calculating this force, 

and the third to the geometric description of the model utilized, 

taking into consideration its geometrical dimensions and the 

interpretation of the results produced. Finally, a resolution is 

reached. 

II. LEVITATION MODELING  

The electromagnetic phenomenon governing translation 
and levitation is driven by Maxwell's four equations, the laws 
of medium behavior and the conditions of passage between 
two media of different properties.  Using simplifying 
assumptions and considering linear and isotropic media, we 
obtain the following formulation in terms of the vector 

magnetic potential    : 

      
 

 
               (1) 

Where J is the electric current density. 

Various methods can be used to solve the partial derivation 
equation system (1); analytical [7] digital [7] or semi-analytical 
methods are recommended. 
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For the study of magnetic levitation, we have chosen the 

finite element method in matlab, which allows us to calculate 
the magnetic vector potential A at all location points of the 
mesh studied after discretizing the domain. Furthermore, 
derived quantities such as magnetic induction (B) and magnetic 
field (H) are obtained from the magnetic vector potential (A). 

 

           (2) 

          (3) 

The components Bx and By are calculated as follows: 

 

   
  

  


(4) 

    
  

  


(5) 

 

Where     stands for magnetic induction,   is the magnetic 

potential and        represents the magnetic field,    and    are 

the induction along the x and y axis. 

 

III. LEVITATION FORCE 

Levitation forces are calculated using various methods 
such as Lorenz method, which is based on induced currents 
and the magnetic field created by another current source, 
Maxwell’s tensor, co- energy and the analytical form. Lorenz 
method can't be used in our study because of the in magneto 
static regime. 

 

Maxwell’s tensor method 

 
Calculation of the levitation force was carried out using 

Maxwell tensor subroutine in Matlab. The Maxwell tensor 
components are defined by: 

            
 

 
     

  

 

(6) 

   

where     is the maxwell tensor    is the field along x and 

   is the field along y s is the chronekerx function and    is 

the magnetic field modulus 

The overall force acting on the material of volume dΩ is 
given by: 

        
  

          
  

 

 

(7) 

The force in a direction   is written as follow: 

          

   stands for Maxwell tensor and   for surface 
norm vector and    for surface element 

(
8) 

 

 

                                                               (9) 

                                                                (10) 

Where    is the element length. 

 

Analytic form 

the analytical form used to calculate the levitating force is 
given by the following 
relationship: 

                            

                              (11) 

  

    is the length of the part to be lifted and    is the 
magnetic circuit thickness     is vacuum permeability 
and     is the value of the current injected into the coils and 
   is the air gap 

 

block integral form (weighted stress tensor): 

Stress weighted by the tensorial integral requires that the 
areas over which the force is calculated be completely 
surrounded by air and/or contiguous to a boundary. When the 
target region adjoins an air-free zone, force results can be 

calculate
d using 

co-
energetic 
differenti
ation: 

            (12)                                      

where p represents the starting position, p+ δ 
represents the disturbed location, and is the magnitude of 
the perturbation. The force component calculated in this 
way acts in the direction of the disturbance, two such 
processes are required to obtain the horizontal and vertical 
force components [8]. 

Lorenz method 

 

Lorentz's electromagnetic force results from the 
coexistence of a magnetic induction resulting from an 
excitation source and an induced current density in a 
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conducting medium. The expression of this force is given 
by: 

 

         
 

                                                            (13) 

  : Current density [A/m2]. 

The term (      ) represents magnetic force density. 

IV. RESULTS AND DISCUSSION 

Structure of the levitation electromagnet 

The device configurations system of electromagnet medium 
speed maglev is used as shown in Figures 1 and 2. The first 
(Fig. 1) is composed of air, the levitation part and 
electromagnets of an iron core and 4 coils.  

 

*  

Figure 1.  Geometry of levitation model 

The DC excitation current feeds two levitation coils on the 
two lateral bares of the iron core Perpendicular to the rail in the 
first device configuration and only one levitation coil on the 
central bares of the iron core parallel to the rail in the second 
configuration.  

The coils were made of copper sheet material to save 
weight and improve heat dissipation sheet coil outperforms 
circular coils. Insulation materials are not suited for heat 
release in the case of circular coils, and heat will quickly build 
[1].  

TABLE 1. GEOMETRIC DEMENSIONS OF THE LEVITATION MODEL 

Item  value 

magnetic circuit width 

         
magnetic circuit height 

 
coil width 

 
coil height 

 
width of part to be lifted 

220 mm 

 
134mm 

 
42.9mm 

 
59.9mm 

 
410mm 

 
lifting part height 

 
air gap  

 

 
55mm 

 
4mm 

The field flux produced by coils used to achieve levitation 

by   contact with the core pure iron material put along the guide 

path [6]. 

Discuss result 

To examine the field flux and levitation force, the modeling 
FEM analysis is shown in “Fig 2”. Assessments of levitation 
electromagnets with one or two coils are conducted for 
comparison [5]. 

  

 Field Flux Analysis 

The field flux for a two-coil levitating electromagnet is shown 

in "Fig. 2," the flux is well channeled, the end effect is reduced 

in the iron of the input and output cores, and the magnetic field 

lines are ordered in the pure iron of the core for current values 

ranging from 0(A) to 42(A) and a permeability of the 

ferromagnetic material fixed equal Ur =1000, and the air gap is 

constant 

 e =4 (mm) [3]. 

 

 

 

 

Figure 2.  distribution of field lines. 

TABLE 2. SPECIFICATION OF STATIC LEVITATION FORCE FOR MEDIUN 

SPEED-TRAIN 

Item  value 

Levitation force 

         
Indicator coil resistance 

 
Indicator coil inductance 

 
Number of turns 

31.17N (e = 4mm) 

 
10 mΩ 

 
0.065 mH 

 
50 turns 

fer

fer

bob
[I+:1]

bob
[I-:1]

bob
[I-:1]

bob
[I+:1]

air
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Core material 

 
core magnetic permeability 

 

 

 
Pure iron 

 
1000 

 

Lifting force along the air gap for a constant height 

 

 

Figure 3.  uniformity of lifting force. 

 

 

The lifting force created by the interaction between the 

indicator's magnetic field and the ferromagnetic part to be 

raised is constant at F=30.46 (kN) for a constant air gap height 

along the air gap d=2 (mm), demonstrating the lifting force's 

uniformity. 

 

Forces levitation analysis 

 

 
Figure 4.  Levitation force. 

  The bulk of electromagnetic levitation systems rely on an 
attractive normal force between the motor and the guideway's 
iron core [2]. 

 "Fig. 3" of the picture depicts an examination of the 
levitation force as a function of current input to levitation coils 
with a constant air gap of 4 (mm). All three approaches 
compute the levitation forces. The levitation forces have the 
same values and behavior for varied DC excitation current 
values ranging from 0 (A) to 42 (A), attaining high values as 
the current value in the levitation coils increases, and the 
maximum levitation force value is F=31.17 (kN) for I = 42 
(A). 

 

       V. CONCLUSION 

Several methods are used to calculate force. Using the 
finite element approach to calculate magnetic potential in the 
train's geometrical model allowed us to demonstrate that the 
force's behavior is identical. The geometrical dimensions of the 
levitation device, the length of the air gap, and the variation of 
the current injected into the coils all play an important role in 
achieving high values, reducing the final effect, and channeling 
the magnetic field throughout the magnetic circuit and orderly 
field lines. Because it lowers vibrations and interruptions, force 
is a crucial element for train control. 
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Abstract— In this paper, a new nature-based meta-heuristic 

technique, named cheetah optimizer (CO) algorithm is suggested 

to solve six well-known Optimal Power Flow (OPF) problem in 

electric power system. The optimization method is inspired from 

the hunting behavior of cheetahs in the wild. The investigation 

process for optimal global solution is based on three principal 

prey-hunting strategies, namely search, sit-and-wait, and attack. 

The presented technique is applied to minimise the objective 

functions, such as total fuel cost, total gas emission, total active 

power losses, voltage stability index and voltage deviation. 

The proposed approach has been employed for the IEEE 30-bus 

test system. The effectiveness of CO method is justified based a 

comparison report of its simulation results with those of other 

optimization algorithms recently developed in the literature. 

Keywords— Cheetah optimizer algorithm, Fuel cost, Valve-

point effects, Gas emission, Active losses, Voltage deviation, 
Electric power system, Optimal power flow. 

I. INTRODUCTION  

The optimal power flow (OPF) is considered the most 
important problem for energy system managers. This is used in 
many applications as an indispensable and efficient tool for 
optimal network planning and operation by tuning certain 
control parameters. The principal objective of solving the OPF 
problem is satisfying at the same time all the network 
constraints (equality and inequality)[1], with the reduction in a 
specified non-linear objective function, such as the total cost of 
electricity generation, the total emission of pollutant gases by 
the thermal power plant ,total active power losses, voltage 
deviation and voltage stability index[2, 3] .The OPF problem 
was first proposed by Carpentier in 1962 and further elaborated 
by Dommel and Tinny[4, 5] . 

Several classical methods have been applied to solve the 
OPF problem, such as Nonlinear and Quadratic Programming 
(NLP, QP)[6], Newton, Linear Programming and Interior 
Point Methods (NM, LP, IPM)[7] . However, most of these 
methods cannot guarantee convergence towards the global 
optimum and are often blocked at the local optimum. To avoid 
the disadvantages of traditional techniques, several meta- 

heuristic optimization algorithms have been effectively used 
to solve the OPF problem in recent years, such as Dragonfly 
Algorithm (DA)[8], Grasshopper Optimization Algorithm 
(GOA)[9] , Slap Swarm Optimization (SSO)[10], Harris 
Hawks Optimization (HHO)[11] , Teaching Learning Based 
Optimization (TLBO)[12], Slime Mould Algorithm(SMA) 
[13] , and so on. In this paper, we present a new population-
based meta-heuristic algorithm for solving OPF problems, 
called the Cheetah Optimizer (CO) algorithm, proposed in 
2022 by Mohammad Amin Akbari et  al[14], inspired by the 
hunting behavior of cheetahs in nature. This algorithm (CO) is 
based on three principal prey- hunting strategies, searching, 
sitting-and-waiting, and attacking. The possibility of leaving 
the prey and returning home during the chase is included in 
the hunting    process. The performance of the CO algorithm 
avoids any local optima in the OPF solution and ensures a 
balance between the exploration and exploitation phases. 
Based on the results obtained from simulations using the IEEE 
30-bus test system, demonstrate the efficiency of the CO 
algorithm compared to other optimization techniques 
described in the literature. The rest of this work is arranged as 
follows: Section II describes the mathematical formulation of 
the OPF problem, while Section III explains the CO method. In 
Section IV, the simulation results are discussed and compared 
with other existing techniques in the literature. Finally, 
Section V ends with a conclusion.  

II. OPTIMAL POWER FLOW PROBLEM 

A. Formulation Problem  

The goal of solving the OPF problem is to obtain the 
optimal values of decision parameters that provide the 
minimum value objective function while satisfying all 
operating constraints. The basic formulation of the OPF 
problem is given as follows[2, 12]:  
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B. State and Control Variables 

The vectors of the state and control variables (x, u) of the 
electrical system can be defined as follows[1, 11]: 

 

C. Optimal power flow constraints 

1)  Equality Constraints: represent the balance between  
generation and load powers as given belo[8]: 

 

2) Inequality Constraints: these are the operating limits of 
power system equipment, such as generators, transformers, 
VAR sources, and security, as shown below respectively [11]: 

 

D.    Objective Function 

1) Quadratic total fuel cost function: The total fuel cost 

(FC) for each power plan can be expressed as follows[1, 3]: 

 

2) Total fuel cost function with valve point effects: Valve 

point load effects (VPLE) can be taken into account by adding 

a sinusoidal term to the fuel cost function (FCval), as shown 

below[9]: 

 

3) Total gas emission function: The greenhouse gas 

emission reduction function (Em) is given as follows[2, 9] : 

 

4) Total Active power losses function: Active power 

losses on transmission lines(TPL) are expressed by the 

following formula[8, 12]: 

 

5) Voltage deviation function: The reduction of all load 

bus voltage deviations (VD) from a specified value of 1.0 pu , 

is defined by the following function[10, 13]:  

 

6) Voltage stability index function : The decrease in the 

maximum value of the system voltage stability indicator (VSI) 
is given as follows [10, 13]:  

 

III. CHEETAH OPTIMIZER ALGORITHM     

This section presents the principles of the CO optimization 
technique for solving complex optimization problems, 
described in the following subsections: 

A. Source of inspiration 

The cheetah is one of the most recognizable cats in the 
world. It is known for its speed (120 km per hour). It  starts  
its  hunt from  a high  place , it  moves   slowly  towards  its  
prey ( gazelles, zebras,  impalas, etc.). The  hunt  takes  about  
half  a  minute   with  an  average  distance  of  173  m. The 
cheetah stumbles its prey and bites it in the throat. But if the 
hunt takes too long,   it gives up.  Thus, biological   studies 
show that the cheetah’s flexibility allows it to turn 
immediately from one side to the other, its long tail serves as a 
balance and the flexibility of its spine allows it to "fly" 
between two jumps during the pursuit of a prey [14] .The 
Cheetah hunting behavior is shown in Fig.1. 

 

Figure 1.Cheetah hunting behavior.  

B. Mathematical model of  CO  

The CO algorithm is based on an intelligent exploitation of 
hunting strategies, as shown in Fig.2, during the hunting phases 
(iterations). Each prey is a place of a decision variable 
corresponding to the best solution, and the cheetah situations 
constitute a population. The pseudo-code[14] of the CO 
algorithm for solving the OPF problem is given in Fig.3. 

In this section, we present the mathematical model for 
each hunting strategy as below: 

1) Search strategy: The cheetah must scan its territory to 

find its prey; one of two modes: scanning (sitting or standing) 

or active mode. This strategy is illustrated in Fig.2a, and 

expressed by the following search equation: 
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2) Waiting strategy (sit and wait): After detecting a prey 

in an unsuitable situation, the cheetah sits and waits for the 

prey to approach its side; if not, it will choose a better 

situation.   This strategy is illustrated in Fig. 2b. This is 

expressed mathematically as follows:  

 

3) Attack strategy: The two fundamental steps of this 

strategy, and its mathematical equations are described below: 

a) Rushing: The cheetah, which decided to attack, 

accelerates its speed to catch its prey, as shown in Fig. 2c. 

b) Capturing: The Cheetah attack and capture their prey 

quickly using both their speed and agility, as shown in Fig.2d. 

 

4) Abandoning the prey and returning home: This 

strategy comprises the following two stages:  

a) Impossibility of hunting prey :If the cheetah is unable 

to hunt its prey for a certain period of time, it will move on to 

the last available prey. 

b) Unsuccessful hunt for prey: If the hunt for prey is 

unsuccessful, the cheetah must change location or return 

home. 

 

Figure 2.Schematic representation of CO hunting   strategies. 

IV. RESULTS AND SIMULATION 

In this study, the novel CO algorithm is implemented in 
power system optimization. Six different cases of OPF 
problems are solved and tested on the standard IEEE 30 bus 
power system as shown in Fig. 4. The bus and line data are 
given in [15] with a total power demand of 2834 MW + j 1262 
MVAR. Table 1 describes the parameters of the CO 
algorithm, while the gas emission coefficients for each 
generator and the quadratic fuel cost coefficients are taken as 
in [9] and[1] respectively. The convergence curves of the CO 
algorithm are shown in Figure 5, while the voltage levels for 
each bus are shown in Figure 6. Table 2 shows the simulation 
results for the six objective functions with the optimal control 
values obtained by the CO method. The superiority and 
robustness of the proposed CO technique is shown in Table 3, 
which provides a better solution than the other techniques 
reported in the literature, as detailed below: 

TABLE I.  CHARACTERISTICS OF CO ALGORITHM  

Algorithms 
IEEE 30-Bus Power 

Systems 
 

Population Size (n) n = 180 

Number of search agents in a group(N) N = 60 

Optimization problem dimension(D) D=25 

Number of iterations(MaxIt) MaxIt = 200 

Random numbers r1 ; r2 and r 3 [0 1] 

Random number r4  [0 3] 

Random value H   

A. Case 1: Fuel cost reduction 

The first case aims to reduce the total cost of the quadratic 
fuel function for power generation, expressed by equation 
(15). The CO method in Table 2 has the lowest fuel cost 
(799.25 $/hr) compared to the other approaches in Table 3.  

B.  Case 2: Fuel cost with VPLE reduction 

The objective function in equation (16) is used for 
reducing the total fuel cost with VPLE. The CO algorithm had 
the best total fuel cost of 809.29 ($/h) as compared to other 
techniques (see Table 3). 

C. Case 3: Gas emission level reduction 

In this case, the objective function defined by equation 
(17) is used to reduce the gas emission level. The use of CO 
algorithm led to a reduction in gas emissions (0.204 Ton/h) in 
Table 2 compared to other methods, as shown in Table 3. 

D. Case 4: Active power losses reduction 

 According to the simulation results in Table 2 based on 
the CO method, the optimal values of active power losses 
defined by equation (18), equal to 2.956 MW, are smaller than 
those obtained by other approaches in Table 3. 

E. Case 5: Fuel cost with Voltage deviation reduction 

The goal of this case is to minimize both fuel cost and 
voltage deviation using equations (15) and (19). The CO 
method yields lower optimum values of 815.10 ($/h) and 
0.105 (p.u.) compared to other techniques in Table 3.  

F. Case 6: Fuel cost with voltage stability index reduction 

Equations (15) and (21) simultaneously reduce the fuel 
cost and improve the voltage stability index. According to 
Table 3, the CO method proves to be superior to other 
approaches, with simulation results of 810.82 ($/h) and 0.115. 

 

Figure 4. Single-line diagram of the IEEE 30-bus system 
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1: Define the problem data, dimension (D),and the initial population size(n)  
2: Generate the initial population of cheetahs Xi (i =1,2,…,n) and evaluate the fitness of each cheetah 
3: Initialize the population’s home, leader, and prey solutions 
4: t  ←0 
5: it ←1 
6: MaxIter ←desired maximum number of iterations 
7: T← 60 x [D/10] 
8: while  it ≤  MaxIter do 
9:     Select  m (2 ≤ m ≤ n)members of cheetahs randomly 

10:     for each member i ∈ m do 
11:     Define the neighbor agent of member i  

12:          for each arbitrary arrangement j ∈ { 1,2,…, D } do  

13:               Calculate  ȓ , ř , α, β , and H  

14:                r 2 ,r 3  ←  random number is chosen uniformly from 0 to 1  
15:                if   r 2  ≤ r 3  then                                                       

16:                     r 4  ←  a random number is chosen uniformly from 0 to 3 

17:                    if H ≥  r 4 then   

18:                        Calculate the new position of member i  in arrangement j using Equation (22) // Search 

19:                    Else 
20:                        Calculate the new position of member i  in arrangement j using Equation (24) // Attack 

21:                    End 
22:               Else 
23:                    Calculate the new position of member i  in arrangement  using Equation (23) // Sit-and-wait 

24:               End 
25:          End 
26:          Update the solutions of member  and the leader 

27:      End 
28:     t  ← t +1 
29:     if t > rand  x T and the leader position doesn't change for a time, then // Leave the prey and go back home 
30:         Implement the leave the prey and go back home strategy and change the leader position 
31:         Substitute the position of member  by the prey position 

32:        t  ← 0 
33:     End 
34:    it ← it +1 
35:     Update the prey (global best) solution 
36: End 

Figure 3. Pseudo-code of CO algorithm  

  

a. Convergence curve of case 1 b. Convergence curve of case 2 

  

c. Convergence curve of case 3 c. Convergence curve of case 4 

Figure 5. Convergence curves for the objective function optimal power flow (IEEE 30-bus power system) 
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TABLE II: RESULTS OF OPF PROBLEM USING CO ALGORITHM FOR IEEE 30-BUS POWER SYSTEM  

 

TABLE III.  COMPARING CO WITH OTHER METHODS FOR SIX CASES  

Cases Methods 
FC 

($/h) 
Em 

(Ton/h) 
TPL 
(MW) 

VD 

(p.u) 
VSI 

Case 1 

DA   [8]    802.12 0.364 9.427 - - 

HHO[11]  801.82 1.263 9.387 - - 

PSO  [10]    801.23 0.369 9.260 1.060 0.156 

GOA [9]   800.97 0.361 9.014 0.887 - 

TLBO[12]  800.67 0.366 9.019 0.912 - 

SSO   [10]     799.41 0.368 8.776 0.910 0.139 

CO 799.25 0.368 8.736 1.393 0.121 

Case 2 

GOA[9] 836.21 0.419 10.602 0.457 - 

TLBO[12]  832.53 0.438 10.687 0.865 - 

CO 809.29 0.300 7.800 0.232 0.140 

Case 3 

HHO [11] 950.98 0.285 3.570 - - 

SMA [13] 936.11 0.217 3.593 0.475 0.148 

SSO  [10] 944.72 0.205 3.220 1.340 0.135 

PSO  [10] 948.47 0.205 4.530 0.890 0.129 

CO 944.77 0.204 3.217 1.077 0.125 

Case 4 

HHO [11] 966.12 0.296 3.490 - - 

PSO   [10] 968.08 0.207 3.278 0.800 0.141 

DA     [8]    967.89 0.207 3.198 - - 

TLBO[12] 967.71 0.207 3.110 0.882 - 

SMA [13] 964.57 0.221 2.993 1.467 0.122 

CO 965.10 0.207 2.956  1.773 0.117 

Case 5 

SSO  [10] 830.33 0.442 10.260 1.540 0.131 

PSO  [10] 830.37 0.443 10.410 1.610 0.130 

SMA [13] 868.05 0.256 6.209 0.109 0.137 

CO 815.10 0.357 9.844  0.105  0.137 

Case 6 

PSO [10] 859.71 0.310 10.620 1.780 0.125 

SSO [10] 818.83 0.340 8.300 1.910 0.124 

CO 810.82 0.367 8.729  1.739 0.115 

 

 

 

Main advantages of CO method 

• The strategies of the hunting process create a good 

balance between the exploration and exploitation phases and 

prevent premature convergence or avoidance of local solutions 

in the different optimization problems. 

• The control and state variables of the CO method have 
been verified and constrained by equality and inequality 
bounds, including safety constraints, within their acceptable 
range, as shown in Table 2. 

• The comparison report presented in Tables 3, confirms 
the CO algorithm's ability to reach the best possible solutions 
through its smooth convergence curves, as illustrated in Fig. 5. 

 

Figure 6. Voltage profile values of the IEEE30-bus test system  

The voltage profile of six OPF optimization cases in the 
30-bus system is presented in Figure 6. The voltage 
amplitudes for the load buses are within permissible ranges. 

 

Variables Min Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Max 

PG1    (MW) 50  178.0793 149.7507 63.7276 52.2776 174.2740 177.3620 200 

PG2    (MW) 20    48.3974   51.9888 67.9677 79.4892    48.5704    49.2206 200 

PG5   (MW)  15    21.2856   23.3656 49.9815 49.9444    22.4919    20.9048 80 

PG8   (MW)  10    20.0822   30.2051 34.9897 34.9390    20.4547    21.2306 35 

PG11 (MW) 10    12.2660   19.0750 29.9852 29.9797    13.9446    11.1129 35 

PG13 (MW) 12    12.0264   16.8154 39.9661 39.7262    13.5086    12.2985 40 

VG1  (p.u) 0.95 1.0996 1.0509 1.0717 1.0897 1.0383 1.0996 1.1 

VG2   (p.u) 0.95 1.0859     1.0289 1.0650 1.0841     1.0244     1.0857 1.1 

VG5  (p.u) 0.95 1.0604     1.0010 1.0427 1.0640     1.0202     1.0560 1.1 

VG8   (p.u) 0.95 1.0685     0.9998 1.0547 1.0706     1.0068     1.0627 1.1 

VG11 (p.u) 0.95 1.0985     1.0412 1.0679 1.0967     1.0202     1.0987 1.1 

VG13 (p.u) 0.95 1.0977     1.0586 1.0936 1.0990     0.9986     1.0992 1.1 

T11 (6-9) 0.90 0.9983 1.0178   1.0513 1.0021 1.0227 1.0448 1.1 

T12 (6-10) 0.90 1.0065     0.9870   0.9229 0.9414     0.9002     0.9188 1.1 

T15 (4-12) 0.90 1.0361     1.0260  1.0034 0.9889     0.9590     0.9939 1.1 

T36 (28-27) 0.90 0.9810     0.9837  0.9919 0.9691     0.9623     0.9506 1.1 

QC10 (Mvar)   0 2.8030 4.2491  3.7358 4.4691 3.4524 4.9408 5 

QC12 (Mvar) 0 3.6956     3.1405  0.4191 4.5957     2.7200     4.9198 5 

QC15 (Mvar) 0 4.3801     3.1065  1.1912 4.3531     4.4617     4.7867 5 

QC17 (Mvar) 0 4.6096     2.1573  3.9948 4.0590     0.2268     3.8658 5 

QC20 (Mvar)  0 3.0708     2.3468  3.0672 4.7039     4.2538     4.8061 5 

QC21(Mvar)   0 4.6254     4.0631  3.9376 4.7850     4.3933     4.3449 5 

QC23(Mvar)    0 2.0134     2.6013  3.0393 3.7095     4.5662     3.5754 5 

QC24(Mvar)    0 4.7441     4.6717  4.8298 4.5367     4.5584     4.7766 5 

QC29(Mvar)     0 3.4895     2.4736  4.9514 3.3497     2.4291     4.4795 5 

FC ($/h) - 799.2530 809.2989 944.7781 965.1057 815.1045 810.8296 - 

FE (Ton/h)  - 0.3687 0.3002 0.2048 0.2071 0.3572 0.3672 - 

TPL(MW) - 8.7368 7.8005 3.2177 2.9561 9.8442 8.7294 - 

VD (p.u) - 1.3935 0.2322 1.0774 1.7735 0.1052 1.7397 - 

VSI - 0.1217 0.1405 0.1259 0.1177 0.1371 0.1153 - 
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CONCLUSION 

This paper proposes a new nature-inspired optimization 
algorithm, Cheetah Optimizer (CO), to solve the OPF 
problem, considering different cases of OPF objective 
function. The performance of the CO algorithm is verified via 
the IEEE30-bus test system.  The simulation results under the 
MATLAB environment prove the robustness and effectiveness 
of the proposed CO method in solving the OPF problem more 
than other well-known meta-heuristic techniques mentioned in 
the recent literature. It can be clearly stated that the new CO 
method reduces in six cases the objective function more 
efficiently than the other methods used in the comparison. 

ABBREVIATION AND ACRONYMS 

PG1 Generated active power of slack bus (MW) 

PDi  Active power of load demand at bus i (MW) 
QDi  Reactive power of load demand at bus i   (MVar) 

Pi Active power injection at bus  (MW) 

QGi Reactive power output of generator i  (MVar) 
PGi Active power output of generator i (MW) 

QCi Injected reactive power of shunt VAR compensator i 
Qi Reactive power injection at bus i  (MVar) 

VLi Voltage magnitude of load bus i  (kV) 

Sli Apparent power flow in transmission line i (kVA) 

VGi Voltage magnitude of generator connected to bus i 

Ti Regulating of transformer  i  
NG Number of generator buses (PV buses) 

NC Number of shunt compensator  

nl Number of the transmission lines 

NT Number of transformer 
r,z Number of equality and inequality constraints. 
NB Number of buses 

Vi , Vj Voltage magnitudes at node i and node j, respectively. 

NT Number of regulating transformers  

NPQ Number of load buses  

Max Denotes the maximum value 

Min Denotes minimum value 

f(x,u) Objective function to be minimized 

gj(x,u) Equality constraints 

hj(x,u) Inequality constraints 

Bi j Susceptance of transmission line between buses i  and  j   
(imaginary part of admittance)  

Gi j / Gb Conductance of transmission line between buses i and j   
(real part of admittance) 

δi j Difference angle between voltage angles and δ j   

of buses i and j, respectively (rad). 

ai , bi , ci 

di , ei   
Cost coefficients of i-th power plant respectively ($/hr), 

($/MW.hr)  and ($/MW².hr), ($/hr) and ( rad/ MW ) 

αi , βi , 
λi ,θi , ξi 

Emission coefficients of i-th power plant respectively 

(ton/h), (ton/MW.hr) , (ton/MW².hr), (ton/h) and 

(rad/MW)  

Y1 Admittance sub-matrix (vector of injected currents and 
load bus voltages). 

Y2 Admittance sub-matrix (vector of injected load bus 

currents and PV bus voltages). 

D Dimension of the optimization problem 

t Actual hunting time  

T Maximum period of hunting time. 

X Current position of the prey in arrangement j 
ŕ-1i,j Random number used for each cheetah during different 

hunting periods   

αti,j Step length of cheetah i in layout j 
ři,j Random number used  in the rotation factors of cheetah 

i in arrangement j 
   H Random value chosen for one of the two strategies 

(search or attack). 

βt
i,j Random number used in the interaction factors of 

cheetah   i in arrangement j 
    Xti,j Present positions of cheetah i in arrangement j  

Xt+1
i,j Next positions of cheetah i in arrangement j 

n Number of cheetahs i in the population(i =1.2…n) 
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Abstract— This paper presents a new metaheuristic algorithm 

used to solve the optimal power flow (OPF) problem, called 

Bonobo optimizer (BO). The proposed algorithm is evaluated and 

tested on the standard IEEE 30-bus system to solve single – and 

multi-objective OPF problems. The selected objectives to be 

improved are fuel cost, active power loss and voltage deviation. 

The results obtained are compared with another method called 

jellyfish (JS) and other methods in the literature are presented to 

establish the validity and efficiency of the proposed algorithm. The 

results of this study demonstrate the superior performance of the 

BO technique to solve the OPF problem in comparison to these 

recent metaheuristic methods. 

Keywords: Optimal power flow, optimization, metaheuristic 

algorithm, Bonobo optimizer (BO), jellyfish (JS). 

I. INTRODUCTION  

     OPF is the primary tool for providing high-quality electric 

power at the lowest cost to achieve secure, efficient, and 

economical operation of the power grid [1], [2]. It was first 

proposed in the early 1960s by French scholar Carpentier[2]. Its 

main aim is to optimize a specified objective function while 

satisfying a set of equality and inequality constraints[3] among 

which the production limits of the generating stations, 

transmission capacities of power lines, Shunt VAR 

compensator limits of Transformer tap settings and other 

boundaries. Recently, a multi-objective OPF (MOOPF) was 

developed to address multiple objective functions, namely the 

fuel cost, emissions, voltage deviation and active power loss, In 

essence, the MOOPF problem is a minimum optimization with 

multiple contradictory objectives and strict [4],[5]. 
 The OPF problem has been extensively studied in the past 

decades, and many optimization methods have been utilized to 
solve this problem. In this context, several mathematical 
optimization techniques have been adopted to find the solution 

to the OPF problem. These techniques are based on conventional 
and advanced intelligence optimization methods. Among the 

most common and widely used traditional optimization 
techniques are: gradient-based methods, Newton-based 
methods, Linear programming (LP), quadratic programming 
(QP), and interior point (IP) [6]. The last method is the most 
effective, it gives very good performance in terms of 
convergence speed for large-scale problems. The disadvantage 
of conventional methods is the lack of flexibility to integrate 
various constraints specific [7]. According to the latest research, 
advanced artificial intelligence optimization methods have 
advantages over conventional methods to solve the OPF 
problem.  

       Research result in recent years, which is based on advanced 
intelligence optimization methods we found have advantages 
compared to traditional methods of solving OPF problem [4]. 
With the significant development of computers in the modern 
era in terms of speed, improved characteristics and 
performance[8], we find that many researchers have used 
metaheuristic algorithms to solve the OPF problem. Generally, 
metaheuristics algorithms are inspired by physics (simulated 
recruitment), biology (evolutionary algorithms) or even 
ethology (colonies of ants, special tests) [7], where it was tested 
on IEEE 30-bus systems e.g. In [6] a black-hole-based 
optimization approach was proposed to solve the optimal power 
flow problem in a power system, the AMTPG-Jaya algorithm 
[9], Honey Badger Algorithm [10], backtracking search 
optimization algorithm[11]. equilibrium optimization 
algorithm[3], the Salp swarm algorithm [12], and the Beetle 
Swarm Method [13]. Hybridization is a trend observed in many 
works carried out on metaheuristics over the last ten years e.g. 
in [7] the combined optimization exploitation based on BBO 
biogeography to the exploration of differential evolution DE 
was proposed to solve the optimal power flow problem. 

In this paper, the BO algorithm has been used to solve OPF 
problems. The proposed algorithm is evaluated on the standard 
IEEE 30-bus system, to minimize single and multi-objective 
functions based on fuel cost, active power loss and voltage 
deviation. Based on the quality of the solutions, a comparison of 

134



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 
the proposed algorithm with the jellyfish algorithm and other 
methods in the literature has been presented in this study. 

The main contributions of this work can be summarized 
below:  

• Used the new algorithm BO to solve the OPF problem. 

• Comparison of the BO algorithm with a modern 
algorithm JS for three cases studied based on single 
objective and multi-objective functions. 

II. FORMULATION OF THE OPTIMAL POWER FLOW 

A. Problem formulation 

The main goal of OPF is to optimize selected objective 

functions while satisfying both equality and inequality 

constraints of the electrical network. The mathematical 

expression can be represented as shown in Eq.(1) and Eq.(2) 

[14]. 

 

 ( , )Minimize F x u  (1) 

 
( , ) 0

( , ) 0

g x u
Subject to

h x u

=



 (2) 

where ( ),F x u is an objective function to be optimized, ( , )g x u

is the set of equality constraints, ℎ(𝑥, 𝑢) is the set of inequality 

constraints, x and u are the vector of control (independent) and 

state (dependent) variables. These vectors can be represented in 

Eq.(3) and Eq.(4), respectively: 

 
2 1 1 1... , ... , ... , ...

NG NG NCG G G G c c NTx = P P V V Q Q T T 
   (3) 

where NG, NT and NC are the number of generators, the 

number of regulating transformers and the number of VAR 

compensators, respectively. 𝑃𝐺𝑖   is the i-th generator active 

power at the PV buses excluding the slack bus,𝑉𝐺 is the i-th 

generator voltage magnitude at PV buses, T is tap setting of 

transformer and 𝑄𝑐 is injected reactive power of i-th shunt VAR 

compensation. 

 
1 1 1
, ... , ... , ...

NL NC nlG L L G G l lu P V V Q Q S S =    (4) 

where, NL and nl are the numbers of load buses and 

transmission lines, respectively. 𝑃𝐺1 is the active power output 

at slack bus 𝑉𝐿𝑖  voltage magnitude of i-th load buses, 𝑄𝐺𝑖  is the 

reactive power generation of all generator units, indices S𝑙 is 

the apparent power flow. 

B. Objective function  

The objective functions of the OPF problem are composed 

generally of:  

• Total fuel cost (FC) 

The equation represents the objective function of the total 
production fuel cost [15]. 

 ( ) ( )2

Cos

1

,
i i

NG

t i i G i G

i

F x u a b P c P
=

 
= + + 
 
    $/h (5) 

where
ia , 

ib  and 
ic are the cost coefficients of i-th thermal 

generators, NG is the number of generators and represents the 
active power output of the generator. 

• Active power loss (Ploss) 

Active power transmission lines play a very important role in 

transmitting energy to the loads. Transmission of energy causes 

loss of energy. Eq. (6) represents the objective function of the 

active power loss [15]. 

 ( )
1 1

,
i i

NB NB

loss G D

i i

P x u P P
= =

= −     MW (6) 

Where 𝑃𝐷𝑖
 is active power load demand and NB denotes the 

total number of buses. 

• Voltage Deviation (DV) 

Voltage deviation is a measure of voltage quality in the 

network. The voltage deviation indicator is formulated as the 

cumulative deviation of voltages of all PQ buses in the network 

from the nominal value of 1.0 p.u. This objective function can 

be formulated as shown in Eq. (7) [15]. 

 ( )
1

, 1.0
NL

i

i

VD x u V
=

= −       p.u (7) 

Where NL is the number of load buses. 

C. Equality constraint  

Equation  (8) and (9) represents equality constraints in OPF 

problem [14] :  

  

 ( ) ( )
1

cos sin 0
i i

NB

G D i j ij i j ij i j

i

P P V V G B NB   
=

 − = − + − = 
   (8) 

 ( ) ( )
1

sin cos 0
i i

NB

G D i j ij i j ij i j

i

Q Q V V G B NB   
=

 − = − − − = 
   (9) 

   

where 𝑃𝐷𝑖
and 𝑄𝐷𝑖

 are active power and reactive power demand 

at i -th bus, 𝑉𝑖 is voltage magnitude at i-th bus, NB is a number 

of buses, 𝐺𝑖𝑗  and 𝐵𝑖𝑗  are transfer conductance and transfer 

susceptance between i and j, respectively. 

D. Inequality constraint  

These inequality constraints can be classified as follows [14] 

• Generator constraints: 

 

...

...

...

i i i

i i i

i i i

min max

G G G

min max

G G G

min max

G G G

V V V i NG

P P P i NG

Q Q Q i NG

   

   

   

 (10) 

• Shunt VAR compensator constraints: 

 
...

i i i

min max

c c cQ Q Q i NC   
 (11) 

• Transformer tap settings constraints:  
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...min max

NTi NTi NTiT T T i NT   
 (12) 

• Voltage magnitude of load buses: 

  

 
...

i i i

min max

L L LV V V i NL   
 (13) 

• Apparent power flow in transmission lines:  

 
max ...li liS S i nl    (14) 

  

     To maintain the state variables, under constraints 

(inequalities), we can add the penalty function which is found 

at [13] 

III. BONOBO OPTIMIZER ALGORITHM 

Amit Kumar Das and Dilip Kumar Pratihar proposed a new 

algorithm in 2022, that first simulates the social behavior and 

reproductive strategy of bonobos, called bonobo optimizer 

(BO) [16]. The best solution is the alpha bonobo ( )bonobo , he is 

considered the most rank in his super hierarchy in a class of 

bonobos.  The mathematical model for the BO technique is 

discussed in detail in the following section: 

A. Initialization  

We can express  the non-user-defined parameters of BO as 

follows: 

 
_ _0, 0, ,

0.5, 0.5

xgm xgm initial factor factor initial

p d

ppc npc P P tsgs tsgs

P P

= = = =

= =
 

Where, ppc  is positive phase count, 
xgmP and tsgs factor are the 

probability of extra group mating and temporary sub-group size 

factor, respectively. Pp and Pd are probability of phase and 

directional probability, finally npc  represent negative phase 

count, N is the total population size. In the first phase PP 

(positive phase), which expresses calm and good living 

conditions i.e. access in the best-obtained solution, is alpha 

bonobo, And contrary to the aforementioned circumstances  the 

phase called negative phase NP [16]. 

B. Selection of a bonobo using fission-fusion social strategy  

Depending upon the phase (PP or NP), different updating 

mechanisms are used, At first [16] 

 ( )( )max max 2, factortsgs imum tsgs N=   (15) 

Where ( )factortsgs N is not obtained as an integer value, then 

the next integer is to be taken. 

We can see that the minimum value of factortsgs could be equal 

to 2.  

C. Creation of new bonobo using different mating strategies 

• Promiscuous and restrictive mating strategies 

 

    If a random number ( r ) in the range [0.0, 1.0]≤Pp , a new 

bonobo is generated by either promiscuous mating or restrictive 

mating depending on [16]: 

 ( )
( )

( )

1

_

1

i

j

j i

bonobo j

i P

j j

new bonobo bonobo

r scab bonobo

r scsb flag

bonobo bonobo



= +

  − +

−  

 −

 (16) 

Where 
j

bonobo  and _ jnew bonobo  are varthj iables− of the 

alpha bonobo and offspring, respectively. j varies from 1 to L 

(where L is the total number of variables of a given optimization 

problem). 
i

jbonobo And 
p

jbonobo  are the varthj iables−  of the 

thi  ,respectively. 
1r is a random number created in the range of 

[0.0 1.0], scab and scsb are the other two parameters denoted as 

sharing coefficient for 
bonobo   and thP bonobo− , respectively. 

The flag only gets a value of either 1 or -1.  

 

• Consortship and extra-group mating strategies 

 
( )2

4 4 42/

1

r r r
e

+ −
=  (17) 

 
( )2

4 4 42 2/

2

r r r
e

− +  −
=  (18) 

 
( )

( )
1

3

_ _ max ,

,

i i

j j j j

j i

bonobo j L

new bonobo bonobo Var bonobo

if bonobo r P





= +  −

 
 (19) 

 
( )

( )
2

3

_ _ min ,

,

i i

j j j j

j i

bonobo j L

new bonobo bonobo Var bonobo

if bonobo r P





= −  − +


 (20) 

 
( )

( )
1

3

_ _ min ,

,

i i

j j j j

j i

bonobo j L

new bonobo bonobo Var bonobo

if bonobo r P





= −  − +


 (21) 

 
( )

( )
2

3

_ _ max ,

,

i i

j j j j

j i

bonobo j L

new bonobo bonobo Var bonobo

if bonobo r P





= +  −
 (22) 

 

Where, 1 2and  are two intermediate measured values utilized 

to determine the value _ jnew bonobo . 4r is a random number 

generated [0.0,1.0] and 4 0r  . 

_ min _ maxj jVar and Var are the lower and upper boundary 

values corresponding to the varthj iables− , respectively. 

If 2r > xgmP , a new bonobo is generated by applying the 

consortship mating strategy and it is given as follows [16]: 

 

( ) ( )
( )

5

6

,

_ 1 , ,

ri i p

j j j

P

j L j

bonobo flag e bonobo bonobo

new bonobo if flag r P bonobo

otherwise

− +   −



= = 



  (23) 
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Figure 1.  The pseudo-code of the proposed BO algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. RESULTS AND DISCUSSION 

    The proposed BO algorithm was applied to the IEEE 30 bus 

test system, and different cases were studied to evaluate the 

performance and efficiency of the algorithm. The main 

characteristics of the IEEE 30-bus test system are given in 

TABLE I. Whereas the limits of control variables are shown in 

Table II. The fuel cost coefficients used in this paper are given 

in [3]. 

TABLE I.  THE MAIN CHARACTERISTICS OF THE STUDIED SYSTEM  

IEEE 30   

Characteristics Value details 

Buses 

Branches 
Generators 

Load voltage limits  

Shunt compensators  
 

Tap setting 

Control variable  

30 

41 
6 

24 

9 
 

4 

24 

[17] 

[17] 
Buses:1,2,5,8,11 and 13 

[0.95, 1.05] 

Buses: 10, 12, 15, 17, 20, 21, 
23, 24 and 29. 

Branches:11,12,15and 36 

- 

I used it for this work MATLAB software, and simulations 

were carried out on a computer with an Intel Core i5 CPU @ 

1.6 GHz, and 8 GB of RAM, under the Windows 10 64-bit 

operating system. The load flow is obtained using 

MATPOWER software. The population size and the iteration 

number of the BO and JS algorithms are 50 and 500, 

respectively. The results are obtained after 20 times run for 

better validation. 

In this study, three different cases have been considered, 

including both single-objective and multi-objective functions, 

as detailed below: 

1) Case 1: Minimization of fuel cost (single objective) 

In the first case, the single objective based on the fuel cost 

is selected to be optimized:     

           ( )1 cos ,tF F x u penality= +  (24) 

2) Case 2: Minimization of fuel cost and active power loss  

Both the fuel cost and the active power loss are optimized 

simultaneously in the second case. This objective function is 

expressed as follows: 

   ( ) ( )( )2 cos , ,t loss lossF F x u P x u penality= +  +   (25) 

where loss  is a weight factor selected to balance between the 

two fitness functions.  we take  40loss = [1]. 

3) Case 3: Minimization of fuel cost and deviation voltage 

In the last case, both the fuel cost and the voltage deviation 

are optimized simultaneously as expressed in the following 

equation: 

 ( )( )3 Cos ,t DVF F DV x u penality= +  +  (26) 

where  100VD = [1] 

The optimal control variables obtained by BO are displayed 

in TABLE II. From this table, it can be seen that all optimal 

values of control variables are within their acceptable limits.   

        

    

         

1
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TABLE II.  THE BEST SOLUTION FOR THREE CASES 

Control variables Min Max Case1 Case2 Case3 

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

1

2

5

8

11

13

1

2

5

8

11

13

11

12

15

36

10

12

15

17

20

21

23

24

29

.

.

.

.

.

.

.

.

.

.

c

c

c

c

c

c

c

c

c

P MW

P MW

P MW

P MW

P MW

P MW

V p u

V p u

V p u

V p u

V p u

V p u

T p u

T p u

T p u

T p u

Q MVAR

Q MVAR

Q MVAR

Q MVAR

Q MVAR

Q MVAR

Q MVAR

Q MVAR

Q MVAR

 

50

20

15

10

10

12

0.95

0.95

0.95

0.95

0.95

0.95

0.9

0.9

0.9

0.9

0

0

0

0

0

0

0

0

0

 

200

80

50

30

30

40

1.1

1.1

1.1

1.1

1.1

1.1

1.1

1.1

1.1

1.1

5

5

5

5

5

5

5

5

5

 

177.1003

48.7168

21.3778

21.2857

11.9185

12.0000

1.0834

1.0644

1.0333

1.0380

1.0839

1.0452

1.0749

0.9000

0.9638

0.9732

2.1432

0.0000

4.1826

5.0000

3.9357

5.0000

2.8812

5.0000

2.3478

 

102.5126

55.6165

38.1210

35.0000

30.0000

26.6751

1.0682

1.0575

1.0341

1.0424

1.0629

1.0557

1.0669

0.9002

0.9866

0.9732

4.9139

0.0623

3.8960

5.0000

3.8758

5.0000

2.8604

5.0000

2.2770

 

21.6199

22.3141

12.1620

12.0000

1.0412

1.0235

1.0129

1.0047

1.0556

0.9875

1.0780

0.9000

0.9379

0.9706

5.0000

0.0011

5.0000

0.0000

5.0000

4.9995

4.9959

5.0000

2.6316

176.3554

48.7706

 

Fuel cost  ($/h)    

Power loss(MW) 

Deviation voltage 

(p.u) 

−

−

−

 

−

−

−

 

800.3925

8.9991

0.9072

 

859.0717

4.5252

0.9217

 

803.5853

9.8221

0.0952

 

In the first case, the fuel cost is 800.3925 $/h. In the second 

case, the fuel cost and active power loss are 859.0717 $/h and 

4.5252 MW, respectively. In the last case, the fuel cost value is 

803.5853$/h and the value of voltage deviation is 0.0952 p.u. 

From these values, it can be seen that the total cost is higher in 

the 2nd case, also that we have a greater loss of active power in 

the 1st and 3rd cases compared to the 2nd case. Moreover, it can 

be seen in the last case that the value of the voltage deviation is 

reduced compared to that obtained in cases 1 and 2. 

Table III summarizes the comparative results of BO with JS 

and other algorithms in the literature for three cases studied. 

The results in the first case indicate that the fuel cost applying 

BO led to 800.3925 $/h which is less compared to the JS 

algorithm. In case 2, the combination of fuel cost and the active 

power losses applying BO led to 859.0717 $/h and 4.5252 MW, 

respectively, which is less for fuel cost and superior for active 

power loss compared to the JS algorithm. In the last case, the 

fuel cost and voltage deviation obtained by the proposed 

algorithm are 803.5853 $/h and 0.0952 p.u, which is less than 

the JS algorithm for both values. In addition, it can be seen that 

the JS gives the best results for active power losses compared 

to the BO in case 2, whereas the BO is still more effective for 

OPF solution compared to JS and other existing techniques 

mentioned in the literature in Table III. 

TABLE III.  COMPARISON OF THE RESULTS FOR CASES 1-3 IN THE IEEE 30 

BUS SYSTEM 

Case Algorithm fitness FC($/h) Ploss(MW) VD(p.u) 

Case1 BO 

JS 

EO[3] 
MPA[3] 

MSA [18] 

TLBO[9] 

SP-DE[19] 

800.3925 

800.4128 

800.4235 
800.4273 

800.5099 

800.4604 

800.4293 

800.3925 

800.4128 

800.4235 
800.4273 

800.5099 

800.4604 

800.4293 

8.9991 

8.9968 

8.9871 
9.0000 

9.0345 

9.0723 

9.0583 

0.9072 

0.9086 

0.9245 
0.9103 

0.9036 

     - 

0.9101 

Case2 BO 

JS 

EO[3] 
MPA[3] 

MSA [18] 

1040.0825 

1040.1793 

1040.168 
1040.222 

1040.808 

859.0717 

859.5742 

859.5815 
859.0757 

859.1915 

4.5252 

4.5151 

4.5139 
4.5287 

4.5404 

0.9217 

0.9112 

0.9321 
0.9251 

0.9285 

Case 3 BO 
JS 

BSOA[13] 

EO [3] 
AEO[3] 

BSA[11] 

MSA[1] 

813.1044 

814.2645 

813.9984 

813.1898 
813.8005 

- 

814.1545 

803.5853 

804.4542 

803.1457 

803.5848 
804.0766 

803.4294 

803.3125 

9.8221 
9.8476 

9.8493 

9.8237 
9.9557 

9.3751 

9.7206 

0.0952 

0.1081 

0.1045 

0.0960 
0.0972 

0.1147 

0.1084 

 

As shown in Fig 2, the optimal solutions are obtained without 

any violation of the bus voltage amplitude limit. 

 

Figure 2.  PV and PQ buses voltage profiles using BO algorithm (cases 1,2 

and 3 ) 

Fig.3, Fig.4 and Fig.5 show the convergence speed of the 

two algorithms for the three cases, the BO algorithm 

outperforms the JS algorithm in terms of speed and results for 

the three cases. Therefore, the result obtained by the BO 

algorithm is more robust compared to the JS to obtain the best 

solution to solve the OPF problem. 

 

Figure 3.  Convergence characteristics of BO and JS for the IEEE 30-bus 

system: Case 1 
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Figure 4.  Convergence characteristics of BO and JS for the IEEE 30-bus 

system: Case 2 

  

Figure 5.  Convergence characteristics of BO and JS for the IEEE 30-bus 

system: Case 3 

V. CONCLUSION 

In this paper, the OPF problem has been solved using a new 

metaheuristic optimization technique, called bonobo optimizer 

(BO) algorithm. The efficiency and performance of the 

proposed algorithm have been tested on the standard IEEE 30-

bus test system with different cases based on both single and 

multi-objective functions. These functions include the fuel cost, 

active power loss as well and voltage deviation. According to 

the results shown above, we find that the proposed algorithm 

significantly outperformed JS and other existing optimization 

techniques in the literature to solve the OPF problem 

considering single and multi-objective functions for the IEEE 

30-bus system. 
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Abstract— The main contribution of this work is the application of 

the new metaheuristic optimization algorithm called Self-adaptive 

Bonobo Optimizer (SaBO) to solve the optimal power flow (OPF) 

problem incorporating the static synchronous compensator 

(STATCOM) device. In this context, the objective function is to 

find the optimal placements and sizing of STATCOM in the power 

system based on the minimum value of the total generation fuel 

cost (TGFC). The proposed algorithm has been tested on the IEEE 

30-bus and the IEEE 57-bus systems with different cases based on 

the number of STATCOMs. The results obtained by the proposed 

algorithm demonstrate a significant enhancement in the voltage 

profile through the optimal integration of the STATCOM devices. 

Moreover, this integration has led to a notable reduction in 

generation fuel cost and active power loss. 

Keywords: Metaheuristic optimization algorithm, Optimal power 

flow, Self-adaptive Bonobo Optimizer, static synchronous 

compensator. 

I. INTRODUCTION  

Nowadays, the modern power network confronts numerous 
daily challenges.  These challenges include ensuring a high-
quality electricity supply, enhancing the operation of a 
transmission system, improving the voltage profile, as well as 
guaranteeing continuity of customer service. To achieve these 
objectives, one promising option is the incorporation of 
Flexible AC Transmission System (FACTS) devices in the 
power system. FACTS devices are based on power electronics, 
and capable of controlling the voltage, current, impedance and 
phase angle in order to regulate the most critical applications 
related to the power system network such as voltage stability 
improvement, increased transmission line capacity, improved 
power flow control, as well as enhanced renewable energy 
integration [1]. The classification of FACTS devices involves 
three primary types: series controllers, shunt controllers, and 
combined series-shunt controllers. Shunt FACTS controllers 
such as static synchronous compensators (STATCOM) can 
provide or absorb reactive current in power systems to improve 
voltage profile and increase power transfer capability [2]. 

As FACTS devices continue to gain traction in power 
systems, the implementation of Optimal Power Flow (OPF) 
becomes essential to ensure the economic integration of 
STATCOM devices and enhance the overall system 
performance. The OPF poses a significant challenge as a large-
scale, nonlinear, and non-convex optimization problem with 
numerous constraints. Since its introduction by Carpentier in 
1962 [3], the OPF has been extensively studied and is now 
regarded as a pivotal tool in the operation and planning of 
power systems. The OPF aims to determine optimal values for 
the system's control variables to minimize or maximize the 
desired objective function [4]. This process must be achieved 
while adhering to a set of physical and operational constraints, 
which include both equality and inequality constraints. 

In the literature, numerous mathematical optimization 
methods have been proposed and applied to solve the OPF 
problem. These techniques can be categorized into 
conventional and advanced intelligence optimization methods. 
Ref [5] classifies intelligence optimization methods into several 
categories, including evolutionary methods, metaheuristic 
methods, artificial neural networks, fuzzy logic approaches, and 
combinations of these methods. Among the different 
techniques that are employed to solve OPF, we are interested in 
this study using the metaheuristic-based advanced intelligence 
optimization methods, which were introduced by Glover in 
1986 [6]. Metaheuristic optimization methods have the 
advantage of rapid convergence to the optimal solution, finding 
one or many solutions to complicated optimization problems, 
as well as being applicable in small and large-scale systems. 

In recent years, there has been a growing interest among 
researchers in exploring the OPF problem to determine where 
STATCOM devices should be placed in the power networks. 
Different metaheuristic methods have been employed within 
this context to address and solve this issue. For instance,  the 
authors in [7] have applied the particle swarm optimization 
(PSO) and firefly algorithm (FA) to find the optimal sizing and 
placement of STATCOM in the IEEE 14-bus system. In this 
work, two single objective functions have been considered to 
minimize, which are the active power losses and voltage 
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deviations. In attempting the same problem, the particle swarm 
optimization (PSO) technique is suggested in [2] to identify the 
location of STATCOM based on the minimum active power 
losses, all while ensuring that the voltage remains within 
acceptable limits. Reference [8] used an improved Harmony 
Search Algorithm (IHAS) to minimize multi-objective OPF in 
order to locate the STATCOMs devices in the IEEE 30-bus 
power system. The numerical results demonstrate the superior 
performance of the proposed algorithm in comparison to the 
standard harmony search algorithm (HAS) when addressing 
this specific problem. TAO ZHANG et al. in [9] introduced an 
enhanced algorithm called the improved differential evolution 
harmony search (DEHS) to determine the optimal placement 
and sizing of multiple STATCOMs in the IEEE 30-bus power 
system. Furthermore, various interesting applications of diverse 
metaheuristic methods to determine the best placement of 
STATCOM devices include the Gravitational search algorithm 
(GSA) [10], Particles Swarm Optimization (PSO) [11],  and 
Whale Optimization Algorithm (WOA) [12].  

This paper aims to optimize the capacity and placement of 
the STATCOMs within the IEEE 30-bus and IEEE 57-bus 
power systems. In this context, a new flexible and efficient 
optimization algorithm called Self-adaptive Bonobo Optimizer 
(SaBO) has been proposed to address this issue with the 
objective function is to minimize the total generation cost. 

This paper is organized as follows: Section 2 presents the 
structure and mathematical model of STATCOM followed by 
the formulation of the OPF problem incorporating STATCOMs 
in Section 3. The implementation of the proposed algorithm 
SaBO is explained in section 4. Section 5 presents the 
numerical results and explanations. Finally, section 6 presents 
the conclusion of this study. 

II. STATCOM MODELLING 

A. The STATCOM structure 

The STATCOM is a power electronics device that is used 
to improve power factor stability and power quality in power 
networks by adjusting the reactive power in the lines [13]. The 
STATCOM is mainly composed of a voltage source converter 
(VSC) which employs high-speed thyristors like GTOs and 
IGBTs, a controller to control the (VSC) with reference inputs 
like voltage, active and reactive power, a coupling transformer, 
and finally an energy storage system which mainly composes 
of batteries, capacitors and inductances as seen in the following 
figure: 

 
Figure 1.  Circuit diagram of a STATCOM  

B. STATCOM mathematical model   

The mathematical model of the STATCOM can be derived 
from Fig. 2, which shows a single-line model with a 
synchronous voltage source representing the STATCOM 
voltage source which has maximum and minimum boundaries. 

 
Figure 2.  STATCOM model [14] 

1) STATCOM power flow equation: From Fig. 2, we can 

assume the voltage source and the current absorbed by the 

STATCOM. Thus, the STATCOM power flow equation is 

given as follows: 

( ) ( )( )cos sinVR VR VR VRE V j = +                                     (1) 

 ( )VR VR VR KI Y V V= −                                                                (2)                                               

( )* * * *

VR VR VR VR VR VR VRS E I V Y V V= = −                                                   (3) 

where SVR is the apparent power of STATCOM, IVR is the branch 
current and EVR is the STATCOM AC voltage. 

Using (1), (2) and (3) we can obtain the following power 
equations: 
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       (5) 

Where PVR, Pk and QVR, Qk are the STATCOM active and 
reactive powers and the bus k active and reactive powers 
respectively. 

2) Implementation of STATCOM into the Newton-

Raphson PF: The original load flow Jacobian matrix dubbed 

as J of the NR power flow contains four essential elements the 

partial derivation of active power over the angle and the voltage 

and the partial derivation of reactive power over the angle and 

voltage of the bus k as shown in (6): 

 

P P

V

J

Q Q

v





  
  
 

=  
  
 
  

                                                      (6)                                               

After using (4) & (5) and the implantation the equation of load 
flow for NR becomes as follows:   
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where ΔPk,  ΔQk, ΔPVR and ΔQVR  are the active and reactive 
powers mismatch for both the bus k and the VSC respectively 
[14]. The elements in the first two rows of the system Jacobian 
matrix relate to the power mismatch equations, while the latter 
two rows belong to the STATCOM control. 

III. FORMULATION OF THE OPF PROBLEM 

A. Objective function 

The objective function is minimizing the total generation 

fuel cost which is given by: 

( ) 2

1
i i

N

i i i i G i G

i

F P a b P c P
=

= + +
 
 
 
                                         (8) 

where PGi represents the active power generated by the 

generators, and a, b and c are the cost coefficients of the 

generator. The function is subjected to equality and inequality 

constraints which are demonstrated in the following points. 

B. Constraints OPF 

a) Equality constraints: The following are the equality 

constraints that reflect the load balance equation for active and 

reactive powers.  

 ( )
1
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− = +                              (9) 
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1

sin cos
i i

N

G d i j ij ij ij ij

j

Q Q V V g z 
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− = +                           (10) 

b) Inequality constraints: When it comes to incorporating 

FACTS devices, the inequality constraints that indicate the 

limitations of power system operation while incorporating 

STATCOM are as follows: 
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C. Control variables  

The vector of OPF control variables incorporating 

STATCOM in the power system can be expressed by (12): 

 2 1 1, ,nSTATCOM nSTATCOMG GnG STATCOM STATCOMu P P N N Q Q=     (12) 

where PG is the generated active power of the nth generator and 
QSTATCOM is the reactive power injected by the STATCOM. nG is 
the number of generators, nC is the number of shunt capacitors, 
nT is the number of tap-change transformers and nSTATCOM is the 
number of STATCOM devices. 

D. State variables 

This vector represents the set of state variables of the power 

system and it’s represented as follows: 

1 1 11, , ... , ,  
slack NG NL nlG G G STATCOM nSTATCOM L L l lx P Q Q V V V V S S =    

 (13) 

where PGslack is the active power generated by the slack bus, QG 

is the reactive power of the generators, VL is the voltage of load 
buses or PQ buses, Sl represents the apparent power of the 
transmission lines, nG is the number of generators, NL is the 
number of load buses and nl is the number of transmission lines, 
and VSTATCOM is the voltage of the STATCOM devices. 

IV. SELF-ADAPTIVE BONOBO OPTIMIZER (SABO) 

Self-adaptive bonobo optimizer (SaBO) is a new 
improvement of the original metaheuristic optimization 
technique the bonobo optimizer (BO) proposed by Amit Kumar 
Das  et al. in 2023  [15], which was inspired by the mating 
strategies and social behavior of the bonobo community [15]. 
Bonobos, unlike their cousins the chimpanzees, bonobos tend to 
be more social and peaceful, and more cooperative, and establish 
strong family bonds. Bonobos live in groups, and the leader of 
this group is an alpha bonobo. The alpha bonobo is the best 
bonobo in the group, it coordinates the group’s movements, and 
directs the group towards food sources, and protects the group 
from aggressors and predators insuring well‐being. Bonobos 
adopt the fission-fusion technique to perform their daily 
activities where they split into several groups during the day to 
look for food and safe places this phase is called fission and the 
regroup to sleep together or fight this is called fusion. 

The details of the different steps of the SaBO optimization 
strategies are explained below: 

A. Memory and its updating  

The SaBO has a memory of three populations called oldpop, 
worsepop and badpop. These are the initial population of the 
SaBO, afterwards they are updated in each iteration. These 
populations are comparable in size to the current population. 
The updating procedures are detailed here.  

• Oldpop: when the fitness value of the ith new bonobo is 
observed to be better than the ith parent bonobo then the 
new bonobo is accepted in the current population. The 
parent bonobo is then moved to oldpop in the ith position. 

• Worsepop: when the new ith bonobo is found to be worse 
than the parent ith bonobo in the fitness value then the new 
bonobo is unaccepted into the current population and 
instead it is sent to the worsepop in the ith position. 

Identify the applicable funding agency here. If none, delete this text box. 
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• Badpop: this population is of N size, and it is picked from 

a mixture of both worsepop & badpop of the size 2N. The 
selection procedure is as follows. The unique solutions 
based on their fitness value in the mixed population are 
identified and are called l.  

➢ Case 1: if l<N: Then (N-l) the number of solutions 
are randomly chosen and copied to badpop.  

➢ Case 2: if l>N: Then a number l1 is randomly 
selected where l1 >N this number is the minimum 
between l , N2 , where N2 is calculated as follows: 

               
2 ( )N ceil df N=                                    (14)           

Where df is the diversity factor. It initially varies from

min max[ , ] [1.2,1.8]df df = , and during the iteration is varies 

according to the MATLAB function ceil. 

B. Repulsion-based learning  

In the SaBO, the controlling parameters PP & SC (sharing 
parameter) are updated during each iteration through repulsion-
based learning thus they become self-adaptive. This learning 
process is dependent on the input collected from the search 
process. Both these numbers vary in the range from [0, 1] and 
are expected to be different, the number N of PP or SC is chosen 
at the start. N number of these parameters is generated from the 
normal distribution of mean and standard deviation equal to 0.5 
and σ, respectively [15]. Initially, we create N number of these 
parameters each from the normal distribution of mean and 
standard deviation equal to 0.5 and σ, respectively. the normal 
distribution [15]. At the start, the parameter σ starts at its 
maximum value and then it varies in the range 

min max[ , ]   in 

accordance with the search process. The process to update PP is 
as follows. 

Firstly, we identify the solutions which are modified 
according to the controlling parameters. For PP all the solutions 
of the population are considered [15]. However, only solutions 
that would partake in either promiscuous or restrictive mating 
processes are selected for SC updating. Among these solutions, 
we select the ones whose fitness values are improved. 
Furthermore, the controlling variables and the changes in fitness 
values are identified and if the number of such good solutions is 
seen to be greater than the pre-determined number N, then N1 is 
a number of solutions with higher fitness values are selected and 
N1 is calculated using (15). 

1 max (5, ( 0.08))N of ceil N=                                   (15) 

Then a PPbetter is the best PP is obtained as follows, all of the 
individual changes in fitness values are divided by the sum of 
the changes in fitness values of these selected good solutions. 
Assume that the matrix holding the associated controlling 
parameter values and containing these adjusted changes in 
fitness values is termed as [F]m×1 & [P]m×1 where 0<m≤N1 then 
we transpose [F] and multiply it by [P]m×1. Following this 
procedure, we obtain a single worst phase probability PPworst. 
Now the repulsion effects between PPworse & PPbetter, we observe 
that PPbetter changes in the different direction of PPworse and the 
modified values are calculated using (16). 

2

mod

( )Pbetter Pworse

ified Pbetter Pworse
Pbetter Pbetter P P

P P
P P

e


−

 
=                          (16) 

C. Mating strategies 

Similar to the BO, the SaBO has PP and NP to create a new 
bonobo. The solutions are updated with a phase probability PP 
at each iteration via PP or NP. Moreover, with a probability of 
0.5, new bonobos are formed in PP by using either a 
promiscuous or restrictive mating strategy presented in (17) and 
(18). During NP, however, either an extra-group mating strategy 
((19) and (20)) or a consortship strategy ((21), (22) and (23)) is 
used to generate a new bonobo. Pxgm is the probability of extra-
group mating occurrence, where the values of this parameter are 

variable and range from 
min max[ , ]xgm xgmP P . 
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V. RESULTS AND DISCUSSIONS 

This part of the study aims to use the proposed algorithm to 
find the optimal placement and sizing of the STATCOM device 
on the standard IEEE 30-Bus and IEEE 57-Bus power systems 
based on the determination of the lowest voltage in the load 
buses (PQ). The STATCOM has a capacity of ±50 MVar. In this 
test, three different cases are considered based on the number of 
STATCOM devices installed as follows.  

• Case 01: OPF without the incorporation of STATCOM; 

• Case 02: OPF with the incorporation of one STATCOM; 

• Case 03: OPF with the incorporation of two STATCOMs; 

A. Application on the standard IEEE 30-Bus system 

This part aims to solve the OPF problem to find the optimal 

placement of STATCOM devices on the standard IEEE 30-bus 

system under contingency conditions. In this context, the loads 

are increased by 45% from the base case. The test is run several 

times for better validation of the results obtained by the SaBO. 

The simulation results obtained by the proposed algorithm are 

presented in the following table. 
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TABLE I.  COMPARISON OF THE RESULTS IN THE IEEE 30-BUS SYSTEM  

Control 

Variables 

Limits Active power loading 410.93 MW 

Min Max Case 1 Case 2 Case 3 

𝑃𝐺1 50 200 200.0000    200.0000    200.0000    

𝑃𝐺2 20 80 80.0000    80.0000    80.0000    

𝑃𝐺5 15 50 41.1902    40.7778    40.7048    

𝑃𝐺8 10 35 35.0000    35.0000    35.0000    

𝑃𝐺11 10 30 30.0000    30.0000    30.0000    

𝑃𝐺13 12 40 40.0000 40.0000 40.0000 

OPSTATCOM-1 1 30 - 24 24 

OPSTATCOM-2 1 29 - - 30 

VSTATCOM 1 0.9 1.1 - 1.0207 1.0171 

VSTATCOM 2 0.9 1.1 - - 1.0072 

QSTATCOM 1 -50 50 - -20.70 -17.08 

QSTATCOM 2 -50 50 - -    -7.20 

𝑉𝑚𝑖𝑛 (p.u) 0.9 1.1 0.9249 0.9541 0.9786 

Total generation cost ($/h) 1345.6474 1343.1219 1342.6772 

Power losses (MW) 15.2602 14.8478 14.7748 

Voltage deviation (p.u.) 0.6411 0.3477 0.2858 

From Table I, the optimal location to install one STATCOM 
in the Case 02 is determined at bus 24. However, for the 
installation of two STATCOMs in the Case 03, the proposed 
algorithm selected buses 24 and 30 as optimal locations within 
the IEEE 30-bus system. These optimal selections were made by 
considering the dual criteria of minimizing fuel cost and 
improving the voltage profile. Furthermore, the result obtained 
from Case 3 has the lowest fuel cost at 1342.6772 $/h, minimal 
power losses of 14.7748 MW, and the lowest TVD value of 
0.2858. The results are superior to Case 02's, which achieved 
values for fuel cost, power losses, and TVD of 1343.1219 $/h, 
14.8478 MW, and 0.3477, respectively. Additionally, compared 
to Case 01, which has no STATCOM, the incorporation of 
STATCOMs in Cases 02 and 03 gives significant advantages to 
the power system by reducing fuel costs and improving the 
voltage profile. Therefore, the SaBO has been successful in 
solving OPF for the IEEE 30-Bus considering STATCOMs.  

Fig. 3 shows the TGC convergence curves for all the cases 
in IEEE 30-bus. This figure demonstrates that Case 03 
converges with greater speed and at an optimal TGC value than 
Cases 01 and 02.  

 

Figure 3.  Convergence curves of TGC in IEEE 30-bus system for all the 
cases 

The voltage profiles of the three cases are shown in Fig. 4. 
The voltage profile for Case 03 is better compared to Cases 01 
and 02 where there is a lot of buses experiencing voltage drop. 
Moreover, it can be seen that the buses where the STATCOMs 
are placed, bus 24 for Case 02 and buses 24 & 30 for Case 03 
the voltages are 1 p.u and the buses closer to the STATCOM are 
improved as well. 

 

Figure 4.  Voltage profile comparison of IEEE 30-bus system 

B. Application on the IEEE 57-Bus system 

In the second test, the OPF problem with incorporate the 
STATCOM devices in the IEEE 57-bus system has been 
proposed. This test system involves the following 
characteristics, 7 generators, 80 transmission lines, 15 branches 
under load tap setting transformer branches and 3 reactive 
compensators. The total load demand of this system is 1250.8 
MW + j 336.4 MVAR. Table II shows the detail results of the 
simulation obtained by the proposed algorithm. 

TABLE II.  COMPARISON OF THE RESULTS IN THE IEEE 57-BUS SYSTEM 

Control 

Variables 

Limits Active power loading 1250.8 MW 

Min Max Case 1 Case 2 Case 3 

𝑃𝐺1 100 575.9 143.8387   143.9189    143.9131    

𝑃𝐺2 10 100 100.0000    97.9060    97.8668    

𝑃𝐺5 14 140 45.4802    45.3854    45.3845    

𝑃𝐺8 10 100 70.2099   69.1651   69.0547   

𝑃𝐺11 200 550 455.7460    456.0782    456.0894    

𝑃𝐺13 10 100 92.6872   94.8848   94.8339   

OPSTATCOM-1 1 57 - 31 31 

OPSTATCOM-2 1 56 - - 53 

VSTATCOM 1 0.9 1.1 - 1.0069 1.0067 

VSTATCOM 2 0.9 1.1 - - 1.0078 

QSTATCOM 1 -50 50 - -6.88 -6.69 

QSTATCOM 2 -50 50 - - -7.97 

𝑉𝑚𝑖𝑛 (p.u) 0.9 1.1 0.9373 0.9809 0.9786 

Total generation cost ($/h) 41805.749 41776.265 41767.589 

Power losses (MW) 17.9681 17.2734 17.0659 

Voltage deviation (p.u.) 1.3498 1.1252 1.1417 
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Table II shows a comparison of the results obtained for the 

IEEE 57-Bus for the three cases studied. From the results, it can 
be seen that the total fuel cost with two STATCOMs installed 
on buses 31 and 53 is lower than Case 02 (one STATCOM at 
bus 31) and Case 01 (Without STATCOMs), where the costs 
are 41767.5899 $/h, 41776.2653 $/h and 41805.74914 $/h, 
respectively. Moreover, the active power loss is also lower in 
Case 03 compared to Case 02 and Case 01 where the results are 
17.0659 MW, 17.2734 MW and 17.9681 MW, respectively. As 
for the TVD, it appears that Case 02 yielded a better result than 
Case 03 and Case 01 where the results are 1.1252, 1.1417 and 
1.3498. This indicated that SaBO proved its performance in 
order to solve OPF with incorporating of STATCOM devices 
in the mid-scale power system. 

Fig. 5 shows a comparison of the TGC convergence curves 
obtained by the proposed algorithm for all cases. From this 
figure, it can be seen that the convergence curve of Case 03, 
which incorporates the presence of two STATCOMs, is better 
than both cases 01 and 02, where it converges faster towards 
the lowest generation fuel cost. 

 

Figure 5.  Convergence curves of TGC in IEEE 30-bus system for all the 

cases 

The comparison of voltage profile with and without 
STATCOMs devices is shown in Fig. 6. From this Figure, it can 
be seen that after installing the STATCOMs in the optimal 
locations for cases 02 and 03, the voltage profile improved 
greatly. As a result, the STATCOM can improve the bus 
voltage where it's connected as well as the voltages of nearby 
buses. 

 
Figure 6.  Voltage profile comparison of IEEE 57-bus system 

CONCLUSION 

In this paper, the application of the proposed algorithm 
SaBO for solving the OPF problem with the integration of 
STATCOM devices has been addressed. The objective function 
was to minimize the generation of fuel cost according to the 
optimal power dispatch. The proposed algorithm has been 
tested on the standard IEEE 30-bus and IEEE 57-bus systems. 
Three different cases were studied depending on the number of 
integrated STATCOM devices. The results obtained through 
the simulation indicate that the optimal location of the 
STATCOM device lowers the overall generation fuel cost and 
reduces the active power losses as well as improves the voltage 
profile. Furthermore, the proposed algorithm has successfully 
solved the OPF problem considering STATCOM devices. 
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Abstract—The rapid integration of renewable distributed 

generation (DGs) units led to a major reduction of inertia of 

power system, which resulted in serious challenges of system 

stability, rapid rate of change of frequency (RoCoF) and large 

frequency nadir/overshoot. Hence, a virtual inertia control loop 

comes as an effective solution. This paper proposes a deep 

reinforcement learning with Soft Actor-Critic (SAC) 

optimization algorithm based on virtual inertia control. The 

performance of the proposed method is verified under different 

disturbances, which show a robust frequency support in low 

inertia system and high renewable energy sources (RESs). 

Index Terms: virtual inertia control (VIC), deep reinforcement 

learning (DRL), microgrids (MGs), renewable energy sources 

(RESs). 

I. INTRODUCTION  

The traditional power system has been gradually 
transforming from a conventional structure, where the 
synchronous machines have been mainly used as power 
sources and provide natural inertia for the power system, to 
microgrids (MGs) with high level sharing of renewable energy 
sources (RESs) such as photovoltaic (PV) and wind turbine 
(WT) interfaced through power electronic converters [1]. 
Consequently, numerous challenges have emerged in terms of 
frequency and voltage stability due to the lack of the inertia 
support and damping of the power system. The low inertia of 
the power system may lead to a rapid rate of change of 
frequency (RoCoF) and large frequency deviation (nadir 
frequency) results in, triggering the under-frequency load 
shedding relays (UFLS) and may lead to cascading outages [2].  

In order to stabilize the power system and achieve high 
reliability and resiliency, a virtual inertia (VIC) control loop is 
incorporated to mimic the synchronous machine behavior 
virtually [3], [4]. So far, numerous approaches to virtual inertia 
control have been proposed in the literature [5-12]. In [5], a 
proportional integral PI controller is proposed for VIC. In [6], 
Fuzzy-logic method-based VIC is proposed to enhance the 
frequency deviation in islanded MG with high penetration of 
RESs under different scenarios. In [7], model predictive 
control is proposed and compared with the Fuzzy-logic 
approach, it shows improving performance of the RoCoF 
during sudden load change. proportional-integral (PI) is 
proposed for virtual inertia control [8], In [9] VIC based on PI 
is proposed for wind power to regulate the frequency stability. 
In [10], the robust Hꝏ controller-based VIC is designed for 
frequency stability for interconnected microgrids, the proposed 
method outperforms the conventional VIC and optimal tuned 
PI controller under different scenarios of inertia system values. 
In [11] the derivative control-based VIC is proposed to support 
the frequency deviation in multi-area interconnected. Deep 
reinforcement learning (DRL) methods are successfulin 
solving complex nonlinear dynamics systems. In [12] proposed 
reinforcement learning approach for VIC, the proposed method 
has shown advantages over the Hꝏ and PI controller under 
disturbances/uncertainties of load and RESs. In [13] 
Reinforcement Learning based MIMO Controller for Virtual 
Inertia Control in Isolated Microgrids is proposed. In this 
paper, Soft Actor-Critic (SAC), an off-policy maximum 
entropy DRL algorithm, is developed for virtual inertia 
control. The SAC algorithm provides sample efficient learning 
and stability. The remainder of this paper is organized as 
follow: Section II discusses the dynamic model of the 
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microgrid regarding for frequency supporting, and the 
proposed DRL-based VIC design is discussed. In Section III, 
the frequency response of islanded microgrid is investigated 
under challenging cases. Finally, the conclusion is outlined in 
Section VI.   

II. DYNAMIC MODELLING OF THE STUDIED MICROGRID 

A. Frequency control model  

The dynamic model of the studied islanded microgrid 
shown in Fig. 1 is Kerdpol’s real AC-DC system with high 
RESs which has been adopted in several studies [10]. The 
studied microgrid contains different sources of power 
generation (thermal power plant, PV plant, wind farm, and 
energy storage system). In order to obtain a precise dynamic 
model, physical constraints have been considered in the 
linearized model of the thermal power plant. The governor is 
characterized by the generation rate constraint (GRC) and 
turbine with frequency limiter of opening/closing the valve 
(VU, VL) and time delay for the secondary control. The 
renewable energy sources and load demand are considered as 
random signals with first-order holders, which represent the 
disturbances/uncertainties to the islanded microgrid, the power 
converters are modeled as low-pass filters which is sufficient 
for frequency control. The hierarchical architecture control 
loops contain three main states: the first state is inertia control 
loop-based ESS, the second state is the primary control loop 
with droop coefficient  (1/R), the third state is the secondary 
control loop has an area.  
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Figure. 1 Dynamic model of the studied microgrid with virtual inertia control 

for frequency response analysis 

 
control error (ACE) with the bias factor B, frequency controller 
Ki and first-order integrator. The microgrid dynamic system is 
modeled as a transfer function with damping factor D and 
inertia system H. The frequency deviation of the studied 
islanded microgrid, including the hierarchical control loops, 
can be developed as: 

       (1) 

where, 

 
                                                                 (2) 

 

                          )                  (3) 

  

                                                  (4) 

  

                                                     (5) 

 

                                                  (6)  

 

                                                     (7) 

 

TABLE I.  PARAMETERS OF ISLANDED MICROGRID. 

Variable  Variable Physical meaning Nominal 

Value 

Unit 

∆Pm  power changes of the thermal plant - p.u. 

Tt  time constant of the turbine 0.4 s 
∆Pg  governor valve-position change - p.u. 

Tg  time constant of the governor                0.1 s 

∆PACE  control signal for secondary 
control 

- - 

KI  integral control variable gain 0.05 s 

R Droop coefficient 2.4 Hz/p.u.MW 
H System inertia  0.083 p.u. s 

D Damping coefficient 0.015 p.u./Hz 

∆PW  Wind power change  0.1-0.125 p.u. 
TWT  time constant of wind turbines 1.85 s 

∆PPV  PV power change  0.08-0.13 p.u. 

TPV  time constant of the solar system 1.5 s 
VU  Maximum governor valve limit 0.5 - 

VL Minimum governor valve limit 0 - 

GRC Generated rate constraint ±12% p.u. Mw/min 
∆PL1  Industrial load change  0.22-0.3 p.u. 

∆PL2  Domestic load change 0.15-0.24 p.u. 

 

B. The proposed virtual inertia control design  

Primarily, virtual inertia (VI) based inverters are part of the 

virtual synchronous machine (VSM) or synchronous generator 

(VSG). Which designed to reduce the frequency fluctuation 

and frequency nadir driven by the lack of inertia system.  
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Figure. 2 Dynamic structure of virtual inertia block 
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Fig. 2 presents the dynamic structure of virtual inertia, which 

consists of the derivative part to determine the rate of change 

of frequency (RoCoF), which is used to determine the power 

added to the set point (equation (7)). The inertia power in this 

work is emulated through ESS. 

1) Soft Actor-Critic Algorithm:  

Generally, in deep reinforcement Learning (DRL), the agent 

interacts with the environment as described in Fig.3 by 

making an observation of the current state of the environment 

(MG) st (i.e., Δft, d(Δf)/dt, f/s, ΔPe, ΔPvi) then take action at  
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Figure. 3 scheme of the proposed DRL control structure-based VIC 

 

(Kvi) the action is selected based on the policy π, the agent 

receives a reward rt (st, at) when the right action is taken 

otherwise, a punishment - rt will be received. The Soft Actor-

Critic (SAC) is an off-policy DRL algorithm that aims to 

optimize the stochastic policy that maximizes the long-term 

expected reward and the entropy term; unlike the deep 

deterministic policy gradient DDPG, the SAC algorithm adds 

the entropy term in the optimal policy resulted in better 

exploration. The architecture of the agent is a combination of 

two artificial neural networks: the critic network Qk (S,A;Φk) 

that estimates the expected cumulative long-term reward, 

which is modeled as a feed-forward Deep Neural Network 

(DNN) with parameter vector k to increase the learning 

stability. The stochastic critic network π (S|;θ) that selects an 

action at stochastically based on a given observation state st. 

The policy π is perceived as an  -dimensional multivariate 

Gaussian distribution featuring a diagonal covariance matrix. 

Its actions undergo processing through a tanh squashing 

function to guarantee their definition within finite boundaries. 

The pseudo-code of the SAC algorithm, is summarized in 

Algorithm 1 [14]. 

2) RL rewarding system 

The RL rewarding/punishment mechanism proposed in [12] is 

adjusted in order to establish a more precise 

reward/punishment system for DRL agent-based virtual inertia 

control as follows: 

             

                                   (8) 

 

The regulation system can be outlined as follow: the initial 

signal undergoes a transformation into it absolute value, 

denoted as {|Δf |, |ΔPvi|, |ΔPe|}. If Δf is less than 0.05, ΔPvi is 

less than 0.075, and ΔPe is less than 0.01, the DRL agent 

receives a reward ±r. To ensure the equitable allocation of 

rewards for each action, the reward is bounded within the 

range of ∆f ∈ [0.05, 2]. However, the punishment action 

remains unrestricted and is magnified by a constant factor of 

2. For the inertia control, the reward control is magnified by 

constant 0.1 and punishment action by 0.5. 

 
Algorithm 1: SAC Algorithm [14] 

1: Initialize  , k1, k2 parameters for policy    and double Q-  

    function  k1,2; 

2: Set target parameters k`1   k1 and k`2   k2; 

3: Initialize empty memory buffer D, minibatch β, learning  

    rate   and smoothing factor  ; 
4: Observe initial state s0; 

5: for each time step   do 

6:       Sample action a  ∼    (· | s  ); 
7:       Observe next state and reward s +1 =  (s , a  ),  ˜(s , at); 

8:       Store transition sample (s , a ,  ˜(s , a ), s +1) in D ; 

9:       Sample a minibatch of transition samples β ={(s , a ,  ˜(s , a ), s +1)} 
          from D; 

11:     Update Q-function parameters: k    k  - ∇k  (1/β) Σ    (k , β) for   =  
          1, 2; 

13:     Update policy parameter:       ‚  ∇  (1/β) Σ    ( , β) 

14:     Update the temperature hyperparameter:      -  ∇    ( )  

15:     Update target Q-function parameters: k`i   (1 –  ) k  +  k`i for   = 1, 2; 

     end 

 

III. SIMULATION AND RESULTS  

In this section, we investigate the performance of the 
proposed DRL based virtual inertia control. The simulations 
were conducted in MATLAB/Simulink environment. The 
details of the studied islanded MG parameters are given in 
Table I. Simulations were carried out under the comprehensive 
operation of both primary and secondary controls within the 
system. The performance of the proposed control architecture 
is tested under varying inertia system and 
uncertainties/disturbances, connection of variable load and 
(dis)connection of renewable energy sources. Two different 
scenarios are considered in this study with different system 
inertia values High (100%, H=0.083) , Low (30%, H=0.0249).  

Scenario 1 (Nominal case): in this scenario, the operation 
system is performed without any change (dis)connection 
during the time (T=500). Fig. 5 and 6 show the performance 
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results without and with the proposed DRL-based VIC with 
high system inertia (i.e., H=100%). It can be seen from Fig. 
5(a) that the proposed DRL control structure improves the 
frequency performance by reducing the frequency excursion 
and frequency nadir compared to the results without the virtual 
inertia control. Where the proposed DRL control maintained 
the frequency deviation within ±0.05 Hz. In the opposite,  

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Fig. 4 Simulated dynamics (a) industrial load, (b) residential load, (c) solar 
energy, (d) wind energy. 

 

(a) 

 

(b) 

Fig. 5 Frequency deviation with different inertia system, (a) scenario 1 
with normal operation, (b) scenario 2 with disturbances.  

 

 

(a) 

 

(b) 

Fig. 6 power flow in ESS with different inertia system, (a) scenario 1 
normal operation, (b) scenario 2 with disturbances.  

 

higher frequency oscillation ±0.12 Hz has been shown in the 
case without virtual control. 

Scenario 2 (Load and RES (dis)connection): In this 
challenging scenario, multiple disturbances have been 
conducted through the period time (T=500 s) to test the 
robustness of the proposed DRL-based VIC, where industrial 
load connection at time step 70 s followed by a disconnection 
of PV power plant at time step 250 s and a connection of wind 
power plant at time step 350 s. Furthermore, the critical 
condition of the reduced inertia system (i.e., H=30%) is 
performed. It is clear from Fig. 5(b) that the proposed DRL 
control structure outperforms the case without virtual inertia 
control which maintained the frequency deviation within the 
acceptable range ±0.45 Hz and showed better damping of 
frequency oscillation in the steady state. The results see Fig. 
5(b) demonstrate the effectiveness of the proposed virtual 
inertia control, where in the case of disconnection of PV power 
plant at time step 250s led to high frequency oscillation ±2 Hz 
in the absence of virtual inertia control.    
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Fig. 6(a) and Fig. 6 (b) illustrate the power flow through 

the energy storage system (ESS) in scenario 1 and scenario 2, 
respectively. It can be seen that the proposed DRL virtual 
inertia control influence at the usage of energy accumulated in 
ESS by minimizing the power flow through ESS to balance the 
power of the system compared to the system without virtual 
inertia control. Consequently, reducing the ESS capacity 
installed. It’s clear from the results of Fig. 6(a, b) that the level 
of the inertia system affects the power flow through ESS, 
where a lower inertia system leads to lower energy stored.  

To verify the system performance with and without DRL 
based VIC in both scenarios 1 and 2, two metrics have been 
used. The integral absolute error (IAE) and root mean square 
error (RMSE) defined as: 

 
                                                              (9) 

 

                                           (10) 

TABLE II.  PARAMPERFORMANCE COMPARISON USING IAE METRIC  

Approach  Proposed DRL Without VIC 

Scenario 1 9.75 10.97 

Scenario 2 10.34 39.9 

 

TABLE III.  PARAMPERFORMANCE COMPARISON USING RMSE METRIC  

Approach  Proposed DRL Without VIC 

Scenario 1 0.00942 0.01047 

Scenario 2 0.00975 0.01052 

 

where, 

T is the simulation time period and N is the number of 
samples. The transient response (i.e., T= [0-50] s) of the 
system is eliminated to avoid the high oscillations. The metrics 
results are summarized in Tables I and II. The results confirm 
the superiority of the proposed DRL-based VIC against the 
system without VIC.     

IV. CONCLUSION 

This paper proposes the deep reinforcement learning with 
Soft Actor-Critic (SAC) optimization algorithm based on 
virtual inertia control to support the frequency stability of the 
islanding microgrid with high penetration of RESs. The 
proposed DRL-based VIC is evaluated under different 
disturbances of (dis)connection of load and RESs considering 
the reduction of the inertia system. The results confirm the 

superiority of the proposed DRL against the system without 
VIC to suppress the frequency deviation during the 
uncertainties/disturbances of the isolated MG. In addition, 
reducing the ESS capacity installed resulted in minimizing the 
installation cost. In conclusion, the proposed DRL DRL-based 
VIC could be generalized for more complex systems with 
multi-area interconnected MGs for future work.     
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Abstract— In the present paper, a recently developed 

optimization algorithm called bald eagle search (BES) will be 

used to solve the optimal power flow (OPF) problem. The main 

goal is to minimize the active power generation cost of thermal 

generators. To evaluate the efficiency of the BES algorithm in the 

OPF problem, the IEEE 30-bus test system will be used. A 

comparative study will be done to show the efficiency of the BES 

algorithm compared to other recently developed metaheuristic 

algorithms such as equilibrium optimization algorithm (EO), 

marine predator algorithm (MPA), optimization algorithm based 

on artificial ecosystem (AEO), and slime mold algorithm (SMA), 

as well as with other well-known algorithms. Based on the results 

obtained, the BES algorithm gives the best results. 

Keywords: Power Systems, BES Algorithm, Economic Dispatch. 

I. INTRODUCTION 

Optimal power flow (OPF) has remained a widely debated 

topic in the power systems research community since its 

inception about half a century ago. The main objective of OPF 

is to minimize the cost of power generation by optimally 

setting some control variables. While optimizing power 

generation costs, system constraints on generator capacity, 

line capacity, bus voltage, and power flow balance must be 

satisfied. OPF with thermoelectric generator has been widely 

studied by researchers around the world.  

In recent years, many metaheuristic optimization algorithms 

such as Genetic Algorithms (GA) [1], Evolutionary 

Programming (EP) [2], Differential Evolution (DE) [3], 

Particle Swarm Optimization (PSO) [4], biogeography-based 

optimization (BBO) [5], gravity search algorithm (GSA) [6], 

etc. were proposed to solve the OPF problem. The results 

reported are promising and encouraging for future research in 

this direction. Most recent literature [7] applied equilibrium 

optimization algorithm (EO), marine predator algorithm 

(MPA), artificial ecosystem optimizer (AEO), and slime mold 

algorithm (SMA) on numerous objectives of OPF for various 

test systems to show the effectiveness of the algorithms in 

terms of quality solution. The comparison results proved the 

superiority of the EO algorithm.  

The bald eagle search (BES) algorithm is one of the powerful 

nature-inspired meta-heuristic optimization algorithms. The 

main idea of this algorithm is mimicry of the hunting strategy 

or intelligent social behavior of bald eagles, in nature, as they 

search for fish [8]. In this paper, the BES algorithm is 

proposed to solve the OPF problem. The main goal is to 

optimize the active power generation cost of thermal 

generators in the power system. To evaluate the effectiveness of 

the BES algorithm in the OPF problem, the standard IEEE 30-bus 

network is used as a test system.   

II. PROBLEM FORMULATION 

A. Objective function 

The fuel cost of a thermal generating unit is typically 

expressed as a quadratic function as shown in Equation (1). 

 2

1

1

( )   ($/h)
GN

i i i i i

i

a b P c Pf
=

+ +=   () 

where ai, bi, and ci represent the quadratic cost coefficients of 

the ith thermal generator, Pi represents the thermal generator's 

power output, and NG represents the number of thermal 

generators. 

B. Constraints 

To solve the OPF problem, a set of equality and inequality 

constraints must be satisfied. 

Equality constraints are power balance equations designed to 

maintain an equal power balance between active and reactive 

powers. 

152



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 

 
1

cos( ) B sin( ) 0
NB

gi di i j ij ij ij ij

j

P P V V G  
=

 − − + =   () 

 
1
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where Pgi and Qgi represent the active and reactive powers of 

the ith generator, while Pdi and Qdi represent the active and 

reactive loads of the ith bus. 

Inequality constraints represent both the limitations on the 

physical devices in the power system and the security 

constraints imposed on the system. Following is a summary of 

these inequality constraints. 

• Voltage magnitude of the thermal generators 

 min max    1,2,...,  =gi gi gi GV V V i N  () 

where Vgi represents the voltage magnitude of ith generator 

bus, NG is the number of thermal generators. 

• Active and reactive power of the thermal generators 

 min max    1,2,...,gi gi gi TGP P P i N  =  () 

 min max    1,2,...,gi gi gi TGQ Q Q i N  =  () 

          Transformers tap 

 min max    1,2,...,i i i TapT T T i N  =  () 

where Tmin and Tmax are the limits of ith tap changer 

transformer Ti, NTap is the number of transformers. 

• Shunt compensators 

 min max    1,2,...,Ci Ci Ci CapQ Q Q i N  =  () 

where NCap represents the number of shunt compensators. 

III. BALD EAGLE SEARCH ALGORITHM 

The bald eagle is considered one of the smartest birds in the 

process of searching for food. These eagles are carnivorous 

and primarily feed on fish. They are skilled hunters and are 

known for their impressive fishing abilities. However, they 

also eat other birds, small mammals, and carrion. 

The main key for Bald Eagle Search (BES) optimization 

algorithm inspiration is its strategy for searching for prey 

which can be summarized as follows [8]: 

A. Select space  

In this stage, the eagles begin to take their initial 

positions/food positions. A suitable space can be determined 

using the following equation. 

 ( )
,

= +  −
new i best mean i

P P r P P  () 

where Pbest is the search space chosen by bald eagles; α is the 

control parameter in the interval [1.5 2]; r is a random number 

in the range [0 1]; Pmean designates that these eagles have used 

up all of the information from the preceding points; Pi is the 

current position of the eagle. 

B. Search in space   

In this stage, the eagle updates its position based on equation 

(10). 

 ( ) ( ) ( ) ( )
, 1+

= +  − +  −
new i i i i i mean

P P y i P P x i P P  () 

C. Swooping  

The swooping strategy of eagles can be described by: 

 
( ) ( )

( ) ( )

, 1 1

1 2
        

=  +  − 

+  − 

new i best i mean

i best

P rand P x i P c P

y i P c P
 () 

where 1 2, [1,2]c c . 

After the aforementioned stages, an initial set of randomly 

generated candidate solutions is enhanced through several 

iterations until the global optimum has been achieved. The 

pseudo-code of the complete algorithm is provided in 

Algorithm 1. 

 
Algorithm 1: BES algorithm 

Start  

Generate initial population of BES Pi (i = 1, 2, 3, …, n) 

Calculate the fitness values of the initial population: f(Pi) 

Iteration t =1                                                      

while t < Max iteration 

Select space  

            for (each point i in the population) 

            ( )= +  −
new best mean i

P P r P P .                                         (9) 

           if f(Pnew) < f(Pi) 

                Pi = Pnew 

                 end if 

           if f(Pnew) < f(Pbest) 

                Pbest = Pnew 

           end if 

end for 

Search in space 

for (each point i in the population) 

( ) ( ) ( ) ( )
1+

= +  − +  −
new i i i i mean

P P y i P P x i P P .   (10)                                                        

if f(Pnew) < f(Pi) 

               Pi = Pnew 

          end if 

          if f(Pnew) < f(Pbest) 

               Pbest = Pnew 

          end if 

end for 

Swoop 

for (each point i in the population) 
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( ) ( )

( ) ( )
1 1

1 2

=  +  − 

+  − 

new best i mean

i best

P rand P x i P c P

y i P c P
  .               (11)        

           if f(Pnew) < f(Pi) 

              Pi = Pnew 

           end if 

           if f(Pnew) < f(Pbest) 

              Pbest = Pnew 

           end if 

end for 

t = t+1 

end while 

end 

IV. SIMULATION RESULTS 

In this section, the BES algorithm is applied to solve the OPF 

problem on the standard IEEE 30-bus test system [9]. Figure 2 

shows the single-line diagram of this system which consists of 

six thermal generators at buses 1, 2, 5, 8, 11, and 13, 41 

branches, four tap changer transformers, and nine shunt 

capacitors at buses 10, 12, 15, 17, 20, 21, 23, 24 and 29. The 

base real power of this test system is 283.4 MW and the 

reactive power demand is 126.2 MVAr. The minimum and 

maximum bus voltage limits of generating units are 

considered between [0.95, 1.1] p.u., while these limits are 

taken between [0.95, 1.05] p.u. for the remaining buses. The 

tap tuning for tap changing transformers varies between [0, 

0.05] p.u. The limits of VAR sources are assumed to vary 

between [0, 5] MVAr. The cost coefficients of the thermal 

generating units are stated in Table I. 

 

 

Figure 1.  Single line diagram of the IEEE 30-bus test system. 

TABLE I.  SETTINGS OF THE PARAMETERS OF THE ALGORITHM 

Algorithm Parameters settings Value 

BES 

 

Pupulation size 

Maximum number of iterations 

Position control parameter (α) 
The corner between point search in the 

central point (α) 
Number of search cycles (R) 

 

150 

500 

2 
10 

 
1.5 

 

TABLE II.  COST COEFFICIENTS OF THE THERMAL GENERATING UNITS. 

Generator 

no. 

Generator 

bus 

Fuel cost coefficients Pmin 

(MW) 

Pmax 

(MW) 

a b c 

1 1 0 2 0.00375 50 200 

2 2 0 1.75 0.0175 20 80 

3 5 0 1 0.0625 15 50 

4 8 0 3.25 0.00834 10 35 

5 11 0 3 0.025 10 30 

6 13 0 3 0.025 12 40 

A simulation is performed to check the effectiveness of the 
BES algorithm for solving the OPF problem. The convergence 
curve of the BES algorithm is shown in Figure 2. From this 
figure, it is seen that the value of the fuel cost function 
converges smoothly at a small number of iterations (about 50 
iterations), which indicates the ability to quickly reach the 
optimal global solution. The optimal solutions obtained by the 
BES algorithm are reported in detail in Table II. The fuel cost 
for the BES algorithm is found to be 800.4112 $/h. 

Table III shows the comparison of BES with other existing 

methods in the literature. According to these results, the 

BES algorithm outperforms the Equilibrium Optimizer (EO) 

[7], Marine Predators Algorithm (MPA) [7], Artificial 

Ecosystem Optimizer (AEO) [7], Slime Mold Algorithm 

(SMA) [7], and other algorithms.    

 

 

Figure 2.  Comparison of the BES algorithm with other algorithms 
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TABLE III.  OPTIMAL SOLUTION OBTAINED USING BES ALGORITHM  

Control variables Min Max Optimal values 

P1 (MW) 

P2 (MW) 
P5 (MW) 

P8 (MW) 

P11 (MW) 
P13 (MW) 

V1 (p.u.) 

V2 (p.u.) 
V5 (p.u.) 

V8 (p.u.) 

V11 (p.u.) 
V13 (p.u.) 

T11 (p.u.) 

T12 (p.u.) 
T15 (p.u.) 

T36 (p.u.) 

QC10 (MVAR) 

QC12 (MVAR) 

QC15 (MVAR) 

QC17 (MVAR) 
QC20 (MVAR) 

QC21 (MVAR) 

QC23 (MVAR) 
QC24 (MVAR) 

QC29 (MVAR) 

Total cost ($/h) 
CPU Time (s) 

50 

20 
15 

10 

10 
12 

0.95 

0.95 
0.95 

0.95 

0.95 
0.95 

0.9 

0.9 
0.9 

0.9 

0 

0 

0 

0 
0 

0 

0 
0 

0 

- 
- 

200 

80 
50 

30 

30 
40 

1.1 

1.1 
1.1 

1.1 

1.1 
1.1 

1.1 

1.1 
1.1 

1.1 

5 

5 

5 

5 
5 

5 

5 
5 

5 

- 
- 

177.105 

48.7157 
21.3953    

21.1779 

11.9381  
12.0006     

1.0834     

1.0644     
1.0332 

1.0379 

1.0948 
1.0447 

1.0340 

0.9411 
0.9641 

0.9727 

0.0030 

0.4371 

4.0380 

5.0000 
3.9206 

4.9996 

2.9404 
4.9991 

2.3309 

800.4112 

927.9258 

TABLE IV.  COMPARISON OF THE BES ALGORITHM WITH OTHER 

ALGORITHMS 

Algorithm Fuel cost ($/h) 

BES 

EO [7] 
MPA [7] 

AEO [7] 

SMA [7] 
SP-DE [10] 

ABCGLN [11] 

TLBO [12] 
Jaya [13] 

PSOGSA [14] 

MSA [15] 
SKH [16] 

ARCBBO [17] 

GPU-PSO [18] 
ABC [19] 

MFA [15] 

800.4112 

800.4235 
800.4262 

800.4836 

800.5683 
800.4293 

800.4464 

800.4604 
800.4794 

800.4985 

800.5099 
800.5141 

800.5159 

800.53 
800.6600 

800.6863 

V. CONCLUSION 

In this paper, a new algorithm called the Bald Eagle Search 

(BES) algorithm is proposed to solve the OPF problem of 

power systems with the objective function of minimizing fuel 

cost. The effectiveness of the proposed BES method to solve 

the OPF problem is verified by a standard 30-bus test system. 

The results obtained are compared with other well-established 

algorithms and it is revealed that the BES algorithm gives 

better results. 
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Abstract— Distributed Generation (DG) introduces innovative 
concepts aimed at enhancing the efficiency of power networks 
and mitigating environmental pollution. However, managing the 
fluctuations inherent to Renewable Energy Sources (RESs) poses 
a significant challenge. The natural variability of RESs makes it 
undesirable to maintain constant power generation. 
Consequently, the dynamic stability of network frequency 
becomes increasingly complex, particularly with the substantial 
integration of RESs. This paper presents a control algorithm 
designed for a wind-based energy storage system, aiming to 
enhance the dynamic stability of the overall power grid. The 
outcomes of this research demonstrate a notable reduction in 
both the transient time of wind power flow and the frequency 
fluctuation rate, compared to previous studies. To enhance 
network stability, a storage system (battery) is employed to store 
surplus energy, thereby minimizing wastage from wind turbine 
power generation. 

Keywords: Distributed Generation, Wind Energy, Storage 
System, Power Stability, Frequency Control. 

I. INTRODUCTION  

In recent years, substantial transformations have taken 
place in power generation and consumption technologies, 
primarily driven by growing concerns about rapid climate 
change. Numerous countries have set ambitious goals to 
reduce greenhouse gas emissions by 20% by 2020 and have 
sought solutions through the incorporation of RESs like wind, 
solar, and hydro energy, particularly through the adoption of 
DG systems. Presently, DG is at the forefront of developing 
innovative concepts to enhance the efficiency of power 
networks while minimizing environmental air pollution [1] 
[2]. The increasing global demand for electricity, driven by 
factors such as population growth, urbanization, and 
industrialization, has placed unprecedented strain on existing 
power generation and distribution infrastructure. Conventional 
centralized power generation systems, heavily reliant on fossil 
fuels, not only struggle to meet this surging demand but also 
give rise to significant environmental issues, including 
greenhouse gas emissions and resource depletion. In response 

to these challenges, DG, when coupled with Energy Storage 
Systems (ESS), has emerged as a promising paradigm shift in 
the energy sector [3]. DG, characterized by small-scale, 
decentralized power generation units located proximate to the 
point of consumption, offers a viable alternative to traditional 
centralized power plants. These Distributed Energy Resources 
(DERs) encompass a diverse array of technologies, including 
solar photovoltaics, wind turbines, microturbines, and fuel 
cells, enabling flexibility and adaptability within local power 
grids. However, the intermittent nature of many renewable 
energy sources, especially solar and wind, underscores the 
necessity of integrating energy storage systems [4]. These 
systems are essential to ensure a dependable and uninterrupted 
power supply while enhancing grid stability in the face of 
fluctuating energy generation. Various control algorithms, 
including proportional-integral-derivative (PID) controllers 
and advanced control strategies, are used to manage the 
frequency of power systems by adjusting energy storage and 
generation [5]. Predictive control methods, such as model 
predictive control (MPC), have been studied to improve the 
performance of energy storage systems by predicting future 
energy demand and adjusting storage accordingly [6]. This 
conference paper explores the critical synergy between 
distributed generation and energy storage systems, addressing 
their role in achieving sustainability, grid resilience, and 
energy independence [7] [8]. To enhance energy efficiency 
and avoid excessive energy wastage in a high-penetration DG 
network system, we have proposed an innovative control 
technique. This approach is designed to optimize the 
regulation of wind power distribution and frequency while 
seamlessly integrating a storage system into the network. 
Consequently, this development aims to effectively manage 
various parameters, ensuring the sustained and optimal flow of 
wind power frequency within the power grid, while also 
facilitating the increased integration of DG. The simulation 
was performed using the MATLAB Simulink software. 

The rest of this paper can be highlighted as follows: 
Section II describes distributed generation power networks. 
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Section III presents the control techniques of distributed 
generation power networks. Section IV presents 
method implemented within the network. Section V 
the simulation results and discussions, and finally
concludes the paper. 

II. DISTRIBUTED GENERATION POWER 

A.  Wind Turbine 

The wind DG system is outfitted with an Asynchronous 
Machine (ASM) boasting a power rating of 480 kVA and an 
inertia of 2 seconds. The primary purpose of the wind DG is to 
generate Pwind, which is wind power used to control the 
rotational speed of the ASM shaft and, consequently, 
determine its mechanical torque. In this context, the DG is 
regarded as a power generator operating at a constant velocity, 
and as such, it does not allow for control over its pitch angle 
[7] [9]. 

B. Energy Storage System 

The Energy Storage System (ESS) comprises a battery 
bank. The bidirectional IGBT bridge transistor, with a power 
rating of 150 kW (PS_NAME = 150 kW), is controlled in 
current mode. The primary function of the IGBT transistor is to 
convert DC sources into AC sources at the interface of the 
ESS, which connects to an isolated power network. The ESS 
has a rated capacity of 390 Ah at a voltage of 240 V, enabling 
it to charge and discharge according to the load demands of the 
power network. Fig. 1 illustrates the control scheme for the 
Current Controlled Inverter (CCI). The control methodology 
for the CCI involves a structure based 
coordination. To synchronize with the grid voltage waveform, 
a phase-locked loop (PLL) is employed to provide the 
reference for the dq-abc and abc-dq transformations. The CCI's 
output current is computed and transformed within the rotating 
frame, with both active and reactive currents being regulated in 
all four quadrants to generate a Pulse Width Modulation 
(PWM) signal. This control process is executed using a PID 
controller. Additionally, an LC filter is integrated into the CCI 
to minimize current ripples. To connect the ESS to an isolated 
network, a step-down transformer rated at 120 kV / 480V and 
150 kVA is utilized [4] [7].  

 

 

 

 

 

 

Figure 1.  Block diagram of ESS and power converter.

C. Secondary Load System 

The secondary load system, named Dump Load (DL) plays 
a crucial role in regulating the system frequency by absorbing 
surplus wind energy corresponding to consumer demand. It is 
composed of eight sets of three-phase resistors connected in 
series with Gate turn-off thyristor switches. The nominal power 
of all these resistors is adjustable in a binary (8
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Block diagram of ESS and power converter. 

The secondary load system, named Dump Load (DL) plays 
a crucial role in regulating the system frequency by absorbing 
surplus wind energy corresponding to consumer demand. It is 

phase resistors connected in 
off thyristor switches. The nominal power 

of all these resistors is adjustable in a binary (8-bit) fashion, 

enabling them to absorb wind power as needed by the DL. The 
load can be modified within a range of 0 to 446.25 kW, with 
increments of 1.75 kW. The primary purpose of the DL is to 
manage fluctuations in the power grid's frequency by 
consuming excess power generated by the wind turbine, 
ensuring that the battery remains unchan

D. Synchronous Condenser 

The Synchronous Condenser, rated 
300 kVA, produces a voltage signal to manage network voltage 
when the diesel engine is inactive. Its voltage regulator is 
responsible for modulating the condenser's excitation to deliver 
reactive power at a consistent voltage level ac
buses. In this context, the primary role of the synchronous 
condenser is to provide reactive power
[7].  

III. CONTROL TECHNIQUES OF D
POWER NETWORKS

In order to control the network frequency, it's essentia
produce and utilize an immediate amount of active power 
through the loads. To sustain the target level of wind power 
injection, the DL absorbs the active power that the Energy 
Storage System (ESS) cannot store du
constraints [4] [7] [11]. In this scenario, P
generated power) exceeds PL (Load consumed power) when P
(ESS supplied power) is greater than 0. The ESS contributes 
energy to the Wind-Disel Hybrid Power System (WDHPS). 
Conversely, when PS is less than 0, P
resulting in the ESS drawing power from the WDHPS.

 

 

 

 

 
Figure 2.  The control scheme of the 

 

 

 

 

 

 
Figure 3.  Power sharing strategy between the ESS and DL

Fig. 2 and 3 illustrate the underlying concept of the 
frequency control scheme for a WDHPS and the approach to 
power distribution between ESS and DL, respectively [3, 
In this context, a three-phase-locked loop (
monitor the frequency error, which represents the deviation 
between the reference frequency (60 Hz) and the actual 
network frequency. The PLL generates P
Priority Reference) to establish the priority of power allocation 
between the ESS and DL through a logic
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enabling them to absorb wind power as needed by the DL. The 
load can be modified within a range of 0 to 446.25 kW, with 

he primary purpose of the DL is to 
manage fluctuations in the power grid's frequency by 
consuming excess power generated by the wind turbine, 
ensuring that the battery remains unchanged [4]  [8] [10]. 

The Synchronous Condenser, rated at a nominal power of 
300 kVA, produces a voltage signal to manage network voltage 
when the diesel engine is inactive. Its voltage regulator is 
responsible for modulating the condenser's excitation to deliver 
reactive power at a consistent voltage level across various 
buses. In this context, the primary role of the synchronous 
condenser is to provide reactive power within the DG network 

DISTRIBUTED GENERATION 

ETWORKS 

In order to control the network frequency, it's essential to 
produce and utilize an immediate amount of active power 
through the loads. To sustain the target level of wind power 
injection, the DL absorbs the active power that the Energy 
Storage System (ESS) cannot store due to its capacity 

]. In this scenario, PT (Wind turbine 
(Load consumed power) when PS 

(ESS supplied power) is greater than 0. The ESS contributes 
Disel Hybrid Power System (WDHPS). 

is less than 0, PT falls short of PL, 
resulting in the ESS drawing power from the WDHPS. 

of the WDHPS system. 

Power sharing strategy between the ESS and DL. 

Fig. 2 and 3 illustrate the underlying concept of the 
frequency control scheme for a WDHPS and the approach to 
power distribution between ESS and DL, respectively [3, 10]. 

locked loop (PLL) is employed to 
y error, which represents the deviation 

between the reference frequency (60 Hz) and the actual 
network frequency. The PLL generates PREF (Power-Sharing 
Priority Reference) to establish the priority of power allocation 
between the ESS and DL through a logical algorithm shown in 
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Fig. 4. Under normal operating conditions, the power level at 
the ESS node remains at its nominal value. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.  Power sharing strategy between the ESS and DL. 

The control strategies for both the ESS and DL systems 
need to be synchronized. The DL's role is to absorb any excess 
wind power that the ESS is unable to store. Hence, we can 
express this as follows: 

𝑃 − 𝑃 = 𝑃 + 𝑃                                                (1) 

𝑃 = 𝑃  +  𝑃                                   (2) 

𝑃  = 0  𝑤ℎ𝑒𝑛  𝑃 <  𝑃                (3) 

When the ESS reaches its maximum capacity (PS-REF), 
equation 2 simplifies to PD-REF = PREF. In cases where the PREF 
exceeds the ESS's nominal power, the DL plays a crucial role 
in absorbing the excess wind power. The PS-MAX is adjusted 
within the range of 0 and PS-NOM through the utilization of a 
PLL signal. The distribution of power between the ESS and 
DL is determined by a priority-based consumption algorithm. 
In other words, the DL exclusively utilizes surplus power that 
cannot be stored by the ESS. 

However: 

𝑃  = 𝑃   𝑤ℎ𝑒𝑛   𝑃  ≤ 0                    (4) 

𝑃  = 𝑃    𝑤ℎ𝑒𝑛   𝑃  > 0               (5) 
In: 

𝑃  =  𝑃  −  𝑃  𝑤ℎ𝑒𝑛 𝑃  > 0        (6) 

𝑃  = 0 𝑤ℎ𝑒𝑛   𝑃  ≤ 0                           (7)                                                                                                                                                     

The ESS and DL must jointly acknowledge the PREF and 
ensure precise synchronization during their operation. 
Consequently, three distinct control techniques can be 
employed:  

 Utilizing the DL exclusively when the ESS is fully 
charged, with the condition PS-MAX < PT - PL, resulting 
in PS = 0.  

 Relying solely on the ESS (PD = 0) when |PT - PL| is 
less than or equal to PS_NOM.  

 Engaging both the ESS and DL when PREF > 0 and PT 
- PL > 0. 

IV. CONTROL METHODS IMPLEMENTED WITHIN THE 

NETWORK. 

The analysis of wind power flow and network frequency 
stability was conducted using a PID controller. Fig. 5 displays 
the operational block diagrams for the PID controllers. 

 

 

 

 

 

 

 

 

Figure 5.  Operational scheme of distributed generation network. 

A three-phase PLL was employed to enhance the 
amplification of the network frequency. The network voltage 
serves as the input for the PLL. In the process of generating a 
frequency error, a reference frequency of 60 Hz is generated 
and compared to the network frequency. Subsequently, the 
frequency error is integrated to obtain a phase error. Finally, 
this phase error is processed by a PID controller to generate an 
output signal that achieves the desired level of load power. 

In this paper, we investigated the frequency dynamics 
within a power network while incorporating a storage system 
in various scenarios. The study was based on a model 
developed for the WDHPS. This approach, initially promoted 
by Hydro-Quebec for remote areas, aimed to minimize 
electricity costs by harnessing wind power. The maximum 
wind power capacity within the network is contingent upon 
accessible wind resources and fuel costs [4]. To conduct this 
study, we utilized specific components, including a 480 V, 
275 kVA wind turbine with an induction generator, a 480 V, 
300 kVA synchronous generator, a variable secondary load 
ranging from 0 to 446.25 kW, a 240 V, 390Ah battery, and a 
230 kW consumer load, as per the different scenarios 
examined. 

In this particular case study, we examined two distinct 
modes of power system operation and control:  

 Case 1: Occurring when wind power (PT) surpasses 
the total load (PL). In this scenario, the battery (PS) is 
charged.  

 Case 2: This takes place when wind power (PT) falls 
below the total load (PL). Here, the battery (PS) is 
discharged.  
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Table 1 highlights data from the tested system. 

TABLE I.  DATA OF TESTED SYSTEM 

Sources Symbols/Parameters 

Synchronous 
Generator 

Synchronous Generator: 480 V, 300 kVA 

Wind Turbine 
480 V, 275 kVA, Pnom= 200 kW  

 Vwind_nom= 10 m/s  
Pitch angle 00 , P=Pnom & V=Vnom 

Load Buses 

Synchronous Condenser Bus (SC) 
Main Load Bus (Load)  

Secondary/Dump Load Bus (DL)  
Storage System (SS)  

Wind Turbine Bus (WT)  

Loads 
Main Load 100 kW  

Extra Load 50 kW + 30 kW + 45kW  
Dump Load vary 0 to 446.25 kW by step of 1.75 kW 

Transformer 150 kVA, 120 kV/ 480 V 

Energy 
Storage 240V, 390 Ah, SOC 50% 

 
V. SIMULATION RESULTS AND DISCUSSIONS 

A. When Wind Power PT > Total Load PL 

To generate a sufficient power supply, the wind turbine 
needs to maintain a wind velocity of 10 m/s. In this 
configuration, the diesel generator remains inactive, while the 
synchronous machine operates as a synchronous condenser by 
setting the mechanical power input (Pm) to zero. At a wind 
turbine operating velocity of 10 m/s, we achieve an output 
power of 206 kW. However, it's worth noting that 200 kW is 
effectively produced by the wind turbine after accounting for 
losses in the Asynchronous Machine (ASM). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  (a) Wind turbine power output, (b) Battery power output, (c) 
Main load power consumption, (d) Secondary load power consumption, (e)  

Reactive power from condenser when wind power PT > total load PL. 

Due to some asynchronous machine losses, the wind 
turbine generates 200 kW shown in Fig. 6 (a). Fig 6 (b) shows 
the battery is charging (rate of 30 kW) at 3s. Fig. 6 (c) shows 
the consumer (main) load is 100 kW. At 2s, an extra 50kW 
has been added. So the secondary/dump load absorbs 20 kW 
to regulate a 60 Hz frequency shown in Fig. 6(d). To maintain 
an acceptable voltage level within the power network, the 
synchronous condenser supplies reactive power at a rate of 24 
kVA, as shown in Fig. 6 (e). 

 

 

 

 

 

 

 

 
Figure 7.  (a) Battery state of charge (SOC), (b) Battery current, and 

(c) Battery voltage during charging when wind power PT > total load PL. 

Fig. 7 (a) shows the state of charge (SOC) of the battery is 
depicted at 50%, and it begins charging at 3s. Throughout the 
simulation, the battery charge increases from 49.75% to 
49.9%. Fig. 6 (b) illustrates the battery's current status. Prior 
to 3s, the battery current was at zero. However, after 3s, the 
battery registers a current of -200 a as it charges itself at a rate 
of 30 kW. In Fig. 6 (c), the voltage is shown to increase at 3s 
and remains stable at 262 v until the conclusion of the 
simulation. 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 
Figure 8.  (a) Load bus voltage (b) Secondary load current (c) Load 

bus frequency (d) Asynchronous generator speed when wind power PT > total 
load PL. 
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Fig. 8 (a) depicts a constant load voltage of 1 (per unit) within 
the observation window of 10s to 15s. In Fig. 8 (b), the 
secondary load current exhibits a decrease at 2.5s, attributed to 
an additional 50 kW load, and at 3s, as the battery begins 
charging at a rate of 30 kW. Fig. 8 (c) shows that after 15s of 
simulation, the frequency initially drops to 59.62 Hz at 2.5s, 
which is due to the introduction of an extra 50 kW load. 
Subsequently, at 3s, the battery starts charging at a rate of 30 
kW. Fig. 8 (d) shows that the asynchronous machine's speed 
remains above 1.011 per unit, indicating it operates in 
generator mode.  

B. When Wind Power PT  < Total Load PL 

To generate a sufficient power supply, the wind turbine 
needs to maintain a wind velocity of 10 m/s. In this 
configuration, the diesel generator remains inactive, while the 
synchronous machine operates as a synchronous condenser by 
setting the mechanical power input (Pm) to zero. At a wind 
turbine operating velocity of 10 m/s, we achieve an output 
power of 206 kW. However, it's worth noting that 200 kW is 
effectively produced by the wind turbine after accounting for 
losses in the Asynchronous Machine (ASM). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9.  (a) Wind turbine power output, (b) Battery power output, (c) 
Main load power consumption, (d) Secondary load power consumption, (e)  

Reactive power from condenser when wind power PT < total load PL. 

Fig. 9 (a) illustrates the wind turbine generating 200 kW of 
power. In Fig. 9 (b), the battery is discharging at 4.5s,  at a 
rate of 50 kW. Fig. 9 (c) depicts the primary consumer load 
consistently at 100 kW. However, additional loads of 50 kW 
at 0.5s, 30 kW at 3s, and 45 kW at 7.5s are introduced, 
resulting in a total system load of 230 kW. Consequently, the 
secondary load absorbs 20 kW to maintain a 60 Hz frequency 
in the network, as shown in Fig. 9 (d). To maintain an 
acceptable voltage level within the power network, the 
synchronous condenser supplies reactive power at a rate of 15 
kVA, as shown in Fig. 9 (e). 

 

 

. 

 

 

 

 

 

Figure 10.  (a) Battery state of charge (SOC), (b) Battery current, and 
(c) Battery voltage during charging when wind power PT < total load PL. 

Fig. 10 (a) displays the State of Charge (SOC) of the 
battery, initially at 50%, and discharging at 4.5s. By the end of 
the simulation, the battery's charge had reduced from 49.73% 
to 49.60%. In Fig. 10 (b), the battery's current status is 
presented. Prior to 4.5s, the battery's current was at zero. 
However, starting from 4.5s, the battery exhibits a current of 
200 A as it discharges at a rate of 50 kW to maintain network 
loads. Fig. 10 (c) illustrates the voltage, which drops at 4.5s 
and then remains constant at 254 V until the end of the 
simulation. 

 

 

 

 

 

 

 

 

 

 

 

Figure 11.  (a) Load bus voltage (b) Secondary load current (c) 
Load bus frequency (d) Asynchronous generator speed when wind power PT < 

total load PL. 

Figure 11 (a) shows that the load voltage remains at 1 (per 
unit) throughout the observation period, which spans from 10s 
to 15s. In Figure 11 (b), the secondary load current decreases at 
0.5s, 3s, and 7.5s, due to additional loads of 50kW, 30kW, and 
45kW, respectively. At 4.5s, the current decreases further due 
to the battery discharging at a rate of 50kW. Subsequently, the 
load current remains steady at 0.1 (per unit) until the end of the 
simulation. Figure 11 (c) demonstrates that after 15 seconds of 
simulation, the frequency drops to 59.58 Hz, 59.82 Hz, and 
59.60 Hz at 0.5s, 3s, and 7.5s, respectively, due to the extra 
loads of 50kW, 30kW, and 45kW. At 4.5s, the battery begins 
discharging at a rate of 50kW to meet the high load demand. 
Figure 11 (d) shows that the asynchronous machine's speed 
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remains above 1.011 per unit, indicating it operates in 
generator mode.  

From the simulation results, it is evident that a storage 
system (battery) is effectively utilized to balance power 
generation and load demand, avoiding the need to dissipate 
excess power into a secondary/dump load in order to maintain 
an acceptable frequency level within the system. 

 
VI. CONCLUSION 

This paper explores the technology related to Distributed 
Generation (DG) wind power flow and frequency fluctuation 
behavior associated with wind turbines, offering simulations to 
better understand these aspects. It also briefly outlines methods 
for frequency control and discusses how energy storage can 
effectively address the challenges posed by the high 
penetration of wind turbines. The study investigates frequency 
fluctuations in the load bus using a PID controller and 
highlights the potential of using a storage system to store 
excess energy for subsequent supply during periods of high 
load demand relative to wind turbine power generation. 
However, it's important to note that the response of the battery, 
contingent on its specific dynamics, may be slow, depending 
on the technology employed, and could introduce significant 
frequency variations. The simulation introduces varying levels 
of additional load at different times to assess the system's 
frequency stability under the influence of the PID controller. 
For future work, advancements in DG wind power technology 
can be analyzed to improve frequency control mechanisms and 
energy storage solutions to address the challenges posed by 
high wind turbine penetration. Research can explore more 
sophisticated control strategies and technologies to ensure an 
efficient and reliable energy supply during varying load 
demands.  
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Abstract— In this article, we propose a hybrid power supply of a 

water pumping station. The combination of photovoltaic, wind 

turbine and fuel cell (FC) powers the dual stator inductor motor 

(DSIM) that drives the centrifugal pump. The novelty of this 

contribution is to replace the usual actuators used for pumping 

by a DSIM motor that offers power segmentation and a 

possibility to operate in degraded mode. Adoption of FC helps 

get rid of carbon dioxide to migrate to hydrogen. 

I. INTRODUCTION  

Bernal-Agustin & al [1] insist on the need for the adoption 
of hybridization in remote, off-grid areas. Bajpai and Dash [2] 
offer hybridization to any stand-alone application in order to 
provide uninterrupted power without greenhouse gas 
emissions. Zarour [3] ensured through his study, the 
complementarity between solar and wind energy. Bouzidi [4], 
through his efforts, has summarized by a comparative study, 
the advantages and disadvantages of photovoltaic and wind 
systems.  

Hajdidj et al [5] had introduced a battery storage system in 
the PV-wind hybrid system and stated that the failure of one of 
the sources is the main obstacle to energy production for 
hybrid systems. Ipsakis and his team [6] proposed management 
strategies for a hybrid system with hydrogen storage.  Dufo-
Lapez [7] drew the intention on the additional cost of hydrogen 
storage compared to conventional systems. 

In this contribution, it is wise to study the behavior of the 
sources involved in order to ensure continuity of service 
despite the random characteristics of renewable energies. The 
adoption of the DSIM must ensure the continuity of pumping 
even if half of the power phases are out of service.  

II. COMPONENTS OF HYBRID PUMPING SYSTEM 

In order to ensure the continuous supply of water to a 
locality we proposed a combination illustrated in Figure 1. 

The system contains a photovoltaic power generator 
(GPV), a wind turbine which drives a double star asynchronous 

generator (DSIG) and a fuel cell (FC) as energy sources used to 
power a double star asynchronous motor (DSIM) used to drive 
a centrifugal pump and power an electrolyzer to produce 
hydrogen. 

 

Figure 1.  Hybrid photovoltaic-wind-FC installation [8] 

III. MODELLING OF THE PHOTOVOLTAIC GENERATOR 

In order to improve the efficiency of the GPV, 
mathematical models developed to identify the multiple 
parameters having non-linear behavior in order to be able to 
control them [9, 10]. 

In the case where all the cells used are identical and operate 
under the same conditions, figure (2) represents the equivalent 
electrical diagram of the GPV [8]. 

Each group of panels requires an «np» number of branches 
in parallel consisting of a number of cells «ns» in series.   
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Figure 2.  Electrical diagram of a group of panels "single diode model" [8]. 

The following relation gives the current delivered by the 
photovoltaic panel [8]: 
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The coefficients A, P1, P2, P3, and P4 are: 

                
  

   
           

            
     

  

      
    

  

        
  

  

     
  
   

  

IV. MODELING THE WIND TURBINE 

The wind turns the turbine, which picks up some of the 
energy swept by the blades and transfers it to the hub attached 
to the turbine shaft, which then transmits the mechanical 
energy to the DSIG via a speed multiplier. 

A.  Theoretically recoverable available wind energy 

The kinetic energy as a function of mass and wind speed is 
[11]: 

                    

 
                                                               (3) 

The average available power contained in the form of 
kinetic energy associated with a displacement of an available 
air mass on a surface S [m²] of a wind turbine is [8, 12]: 

   

 
                                                                        (4) 

B. Really recoverable wind energy 

Wind energy truly recoverable is; 

        
 

 
 
  

  
    

  
 

 
      

                                   (5) 

C. Power coefficient Cp 

For a small wind turbine, the analytical equation of the 
power coefficient Cp as a function of λ is [8, 13]: 

                                  
                                              (6) 

D. Aerodynamic power 

With R[m] the length of a blade, the aerodynamic power is 
[8, 14]:     

        
 

 
                                                       (7)   

E. Turbine torque 

The turbine toque is [8, 14]: 

    
  

  
 

 

 
                                                   (8) 

V. STUDY OF THE DSIG 

The capacitors used for self-priming of the GASDE, 
represented by figure 3 have a value of 40μF. The rectifier is a 
double parallel PD3. Two rectifiers used for the two stars of 
the DSIG [8, 15]. 

 

Figure 3.  Dual PD3 rectifier of the voltage generated by the DSIG [8] 

 

Figure 4.  Voltage at Rectifier Inlet and Outlet (PSIM) 

The average value of the rectified voltage is [8]: 

             
   

 

 
 

 

                                                  (9) 

In addition, the effective value of the straightened tension 
is: 

         
        

  

 
 

  
  

 

                                        (10) 
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Figure 5.  Shape of rectified voltages (PSIM) 

Figures 4 and 5 shows that the output voltage of the 
rectifier is composed of the sum of the two rectified voltages 
with a frequency equal to 6 times the frequency of the source. 

In order to be able to power the DSIM inverters, the 
voltages generated by the GSID are converted. 

VI. MODELING OF THE PEMFC  

PEMFC technology allows a low operating temperature not 
exceeding 100°C and has a rapid start-up and easy heat 
dissipation [16]. 

 

Figure 6.  Proton exchange membrane Fuel Cell “PEMFC” [8, 17]. 

The hydrogen cell uses hydrogen as a fuel, and oxygen as 
an oxidizer, usually taken from ambient air. The hydrogen used 
is either stored in compressed gas cylinders or in metal 
hydrides or produced by water reforming of different fuels 
[17]. 

To describe the chemical reactions at the anode and cathode 
levels of the FC, several models exist in the literature, 
including that of the evolution of the voltage, which combines 
empirical models with elementary laws [8, 16]. 

Indeed, Maxwell's equations model the transport of matter, 
Nernst's equations, the thermodynamic equilibrium potentials 
and Tafel's equations take care of activation overvoltage. 
Nernst-Planck equations determine internal resistance [16, 23].  

This equation give the global real potential of the Proton 
Exchange Membrane Fuel Cells (PEMFC): 

                                                     (11) 

Equivalent electrical circuit represent the dynamic behavior 
of the fuel cell [8, 16]: 

 

Figure 7.  Equivalent dynamic electrical diagram of a FC [16]. 

TAFEL equation give the activation losses: 

          
      

  
                                                    (12) 

The ohmic losses with Rm total resistance of the FC: 

                                                              (13) 

The Concentrations losses: 

              
      

  
                                       (14) 

Nernst voltage is the thermodynamic equilibrium potential 
defined for standard temperature and pressure values and is 
write as follows [16]: 

                                  

                     

 
                                  (15) 

The temperature of the membrane and the partial pressures 
of the gas vary proportionally as a function of the current, on 
the other hand the pressures of hydrogen and oxygen vary 
inversely with variations in the current [16]. 

VII. PUMP MODELLING 

The pumping rate "Q" is the amount of water that a pump 
can move during a given time interval. The static level is the 
distance from the ground to the surface of the water before 
pumping and named dynamic level for pumping at an average 
flow. The difference between these two levels called 
drawdown. 

A. Total dynamic head (TDH) 

To convey a liquid, the pump should provide some pressure 
called TDH. This is the pressure difference in meters of water 
gauge (mwg) between the aspiration and discharge orifices [8].  

The expression of TDH is [8]: 

                                                      (16) 

The TDH is the sum of the residual pressure at the outlet of 
the delivery tube and the geometric height also known as the 
total delivery height and the pressure losses “Jc” in the suction 
tube, the strainer, the valve, the or valves, etc. 

The geometric height “Hg” is only the sum of the suction 
height “Ha” and that of the discharge “Hr”. “Jc” represents the 
overall pressure losses at suction and discharge. 

                                                         (17) 
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Figure 8.  Surface Pump [8].. 

There are standardized values of pressure losses expressed 
as a percentage of the geometric height depending on the flow 
rate and the section of the pipes provided by the manufacturer 
in the form of tables. 

Practically, to calculate pressure losses 10% to 15% of the 
geometric height are used [8]. 

B. Pump power 

According to Bernoulli's theorem, the hydraulic power 
supplied by the pump is: 

                                                      (18) 

BRAUNSTEIN and KORNFELD introduced in 1981 the 
expression of mechanical power [8]. 

          
                                                          (19) 

The centrifugal pump opposes a resistant torque from 
which its expression is:  

        
                                                        (20) 

PELEIDER PETERMAN gives the model identified by the 
expression of the TDH [9]: 

         
           

                            (21) 

VIII. DUAL STATOR INDUCTION MACHINE MODELING 

A. Magnetic power  

The expression of magnetic energy is:  

            
            

           
            (22) 

B. Electromagnetic torque 

The partial derivative of the energy with respect to the 
mechanical angle θm give the electromagnetic torque [8, 9]. 

    
     

   
   

     

   
                                         (23)    

p represents the number of pole pairs and θe= θr the 
electrical angle, the torque expression becomes [8, 9]: 

C. Mechanical equation 

The movement of the rotor is: 

   
  

  
                                                 (24) 

D. Inverter Modeling  

 

Figure 9.  Power supply of the stator by voltage inverters [8] 

Two three-phase inverters, with controlled switches used to 
power the two stars of the machine. 

Control by sine-triangle pulse width modulation ‘PWM’ 
consists of comparing a low-frequency modulating wave called 
‘reference voltage’ to a high-frequency triangular-shaped 
carrier wave [8, 9, 18]. 

IX. PUMPING STATION SIZING 

The actual water needs of this locality during the year must 
be determined, in order to predict the capacity of the reservoir 
and the pumping time [8]. 

TABLE I.  PUMPING DATA 

Pumping time 9 hours Inverter efficiency 0.95 

Tank volume 150 m3 DSIM efficiency 0.85 

Flow  17 m3/h Pump efficiency 0.55 

TDH 30 m Total efficiency 0.444 

Under an expected nominal flow rate of Qn=17 m
3
/h and a 

total dynamic head TDH=30, the pumping time is 
approximately 9 hours. The table 1 groups the results found 
after a rigorous design basis [8]. 

TABLE II.  DIMENSIONS OF THE  RENEWABLES SOURCES [8]. 

Photovoltaic generator 
Normalize
d power 

3960 W Number of panels 36 

Number of 
serial 

panels 
18 

Number of parallel 
panels 

2 

Wind turbine Mechanic power 5000 W 

DSIG 
efficiency 

  0.88 Multiplier gain 0.9 

Multiplier  30.5 Blade radius 5 m 

Fuel Cell Number of cells 1000 

Electric 
current 

6.29 A Surface 4.83 cm² 

Fuel  Hydrogen   Oxidizer  Oxygen 
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X. RESULTS AND COMMENTS  

The points of intersection between the carrier and the 
modulator determine the switching times. The carrier sets the 
switching frequency of the switches. 

 

Figure 10.  PWM working principal 

 

Figure 11.  Voltage from the inverter Va1 

At start-up, the torque of the machine oscillates, reaching 
26 Nm (Fig. 12), before stabilizing, with some ripples, around 
a value of 12.5 Nm. The pump, in turn, opposes a resistant 
torque, which increases rapidly, for a period of 0.8 s, before 
following the evolution of the engine torque. Figure 13 
confirms the quadratic relationship between TDH and rotation 
speed. 

 

Figure 12.  Electromagnetic torque – Resistive torque 

 

Figure 13.  Dynamic head vs Motor rotation speed 

 

Figure 14.  TDH and water flow versus time 

Figure 14 shows the evolution of the water flow and the 
TDH. To have a flow in the pipes, it would be necessary that 
the pump reach a certain speed of rotation obtained after a few 
moments. 

From Figure 15, the pump will start pumping water if and 
only if the rotation speed is at beyond the threshold speed, 
which is equal to 151 rad/sec. It is also interesting to note that 
the speed of rotation of the engine and the water flow are 
directly proportional. 

The pump torque, rotation speed, pumped flow and HMT 
depend on the variation of the sunshine. However, the use of 
the maximum power search technique can overcome the 
handicap of low lighting. 

 

Figure 15.  Water Flow vs Motor rotation speed 
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Figure 16.  Motor rotation speed 

In the case of absence of the sun and a solicitation of a 
pumping after decrease of the level of the tank, the fuel cell 
will ensure the relay. The FC offer a continuous voltage to the 
two inverters use to power the asynchronous motor with dual 
star, thus training the pump. 

XI. CONCLUSION  

We proposed a hybrid power supply composed of a 
photovoltaic generator, a wind turbine and a fuel cell using 
hydrogen obtained by an electrolyzer to power the pumping 
station isolated from the conventional power grid. 

With this hybridization, renewable sources are 
complementary instead of being competitive, a way to 
counteract the intermittent natures of these sources. 

We chose the DSIM to run a centrifugal pump and the 
DSIG as the wind turbine generator. This choice is justified by 
the segmentation of power and the increase of the service life 
of the installation or by the possibility of operation in degraded 
mode, offering an additional degree of freedom. 

The flow rates pumped during a day are increased 
compared to single source systems and the operating strategy 
directly influences the performance, efficiency and service life 
of the installation. 
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Abstract— Improving the reliability of power systems is one of the 

most challenging research areas in electrical engineering. For this 

purpose, the determination of the transient stability is a crucial 

step in power system analysis. This paper is a contribution to the 

study of the transient stability of a multimachine system.  The 

classical model is applied to a 3-Machine, 6-bus system.  A three-

phase fault is introduced on two different segments of the line to 

analyze the effect of the fault location and critical clearing time on 

the system stability. The fault is cleared by opening breakers at 

both ends of the line to increase stability margin hence decrease 

damages. In order to answer the question of stability, it is 

necessary to plot and inspect the swing curves. A program that 

displays the machine phase angles is developed using MATLAB. 

It is also preceded  by a power flow program using the Newton’s 

Raphson method. 

Keywords: Transient Stability, Power system, Multimachine 

System, Classical Model, Critical Clearing Time, Fault Location. 

I. INTRODUCTION 

Operational requirements for electrical utilities are 
extremely high because of their size and complexity due to the 
elevated demand for electricity. Thus, power systems must 
continually maintain their reliability and security. Among the 
various analyses of dynamic security, the transient stability is 
one of the most essential and important assessments [1],[2]. In 
fact, when the disturbances occur on an interconnected power 
system, a detailed study of the transient stability must be carried 
out to ensure its safety. 

Multimachine systems are the most affected by disturbances. 
These disturbances can be fault such as a short circuit on a 
transmission line, a loss of load or of a generator…etc. A stable 
multimachine system is one in which the synchronous machines, 
when perturbed, will either return to their original state or will 
acquire a new state without losing synchronism [3]. 

The time domain simulation method, the direct method and 
artificial intelligence method are commonly used in the 
literature for transient stability analysis [4]. 

The time domain simulation methods consist of solving the 
differential equations which describe the transient process of the 

system using various numerical integration method [5]. The 
stability is judged according to the change of the rotor angle of 
the synchronous generators [6], [7], [8]. One of the first studies 
concerning this method is that of Rovnyak, Liu, Ma & Throp 
(1995). Their work uses the swing equation in a simplified two 
machine system to predict the stability condition [9]. Kaur & 
Kumar (2016) presented a study that deals with the transient 
stability analysis and its improvement using Power Word 
Simulator. They demonstrated the effectiveness of shunt 
FACTS devices for improving the system stability [10]. Iyambo 
& Tzoneva (2007) analyzed the transient stability of the IEEE 
14-bus electric power system and the many factors affecting the 
CCT (Critical clearing time). They conclude that it is 
recommended that the designers of electrical systems carry out 
appropriate inspections on the design regarding transient 
stability [11]. 

The direct method is basically based on Lyapunov stability 
criterion. It consists of constructing a function directly in order 
to quantitatively measure the power system transient stability 
[4]. This method shows merits in performing fast contingency 
screening and providing quantitative information for the degree 
of stability [12]. 

Artificial intelligence method can be applied to on line 
transient stability analysis. It consists to establish the 
relationship of the input characteristics and the stable state of 
transient stability characteristics [4],[12]. 

The present paper deals with the transient stability analysis 
of a multimachine power system composed of 3 machines, 6 
buses using the classical model. This system, while small, is 
large enough to be significant and permits the illustration of 
several stability concepts and results. The study consists of 
analyzing the effect of the fault location in conjunction with the 
fault clearing time. The simulation is performed using 
MATLAB. The paper is organized in IV sections. The power 
system studied is described in the first one. Section II focuses on 
multimachine transient stability including the preliminary 
calculations and the model used for this purpose. In section III, 
the detailed simulation procedure and the results are presented. 
Finally, a conclusion is given in the last section. 
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ILLUSTRATIVE SYSTEM EXAMPLE  

The system taken as an example of application in this 
article is the 3-machine, 6-bus system. Its single line diagram is 
shown in “Fig. 1”. 

 

Figure 1.  One line diagram of the 3-Machine, 6-bus system 

The load data and generation schedule are respectively 
tabulated on “Table. 1” and “Table. 2”. 

Table 1. Load data 

  Bus No. 

1 2 3 4 5 6 

Load MW 0 0 0 100 90 160 

data Mvar 0 0 0 70 30 110 

Table 2. Generation schedule 

Bus 

No. 

Voltage 

Mag. 

Generation 

MW 

  Mvar Limits 

 Min      Max 

1 

2 

3 

1.06 

1.04 

1.03 

 

150 

100 

 

0            140 

0             90 

 

On a 100 MVA base, lines and generators data in per unit 
are also illustrated on “Table. 3” and “Table. 4”. 

Table 3. Line data 

Bus 

No. 

Bus 

No. 

R 

PU 

X 

PU 

½ B 

PU 

1 

1 

1 

2 

3 

4 

5 

4 

5 

6 

4 

5 

6 

6 

0.035 

0.025 

0.040 

0.000 

0.000 

0.028 

0.026 

0.225 

0.105 

0.215 

0.035 

0.042 

0.125 

0.175 

0.0065 

0.0045 

0.0055 

0.000 

0.000 

0.0035 

0.0300 

Table 4. Machine data 

Gen Ra Xd’ H 

1 

2 

3 

0 

0 

0 

0.20 

0.15 

0.25 

20 

4 

5 

The disturbances causing the transient are three-phase faults. 

The first occurs on line 5-6 near to the bus 5. The second on the 

same line but close to the bus 6. Although the system is small, it 

remains representative of a certain number of transient stability 

concepts of a multimachine system. 

II. MULTIMACHINE TRANSIENT STABILITY 

Several assumptions are considered in multimachine systems to 

reduce the complexity of the transient stability analysis. They 

can be quoted as follows [13]: 

-The input powers remain constant during the study period. 

-The effect of saliency is neglected, and the flux linkages are 

assumed to be constant. Thus, each synchronous machine is 

represented by a constant reactance in series with a constant 

voltage source. 

-The loads are converted to shunt admittances which are 

assumed to remain constant. 

-The mechanical angle of each machine rotor coincides with 

the electrical phase of the internal voltage. 

-Damping and synchronous powers are neglected. 

Three states are considered for the system [11]: 

-The pre-fault state determines the initial condition for angles. 

-The fault state which is starting at 𝑡 = 0 until the fault is 

cleared at 𝑡 = 𝑡𝑐 .  
-The post fault state at 𝑡𝑐 < 𝑡 < 𝐶𝐶𝑇. Where 𝐶𝐶𝑇 is the 

critical clearing time. 

A.   Preliminary calculations 

To carry out the analysis of the transient stability of a 

multimachine system, preliminary calculations are required 

[3],[11]: 

-Convert to a common base all system data. 

-Solve the initial load flow and determine the generator 

voltages and their initial angles. The machine currents before 

the fault can be deduced using the relation “(1)”: 

𝐼𝑖 =
𝑆𝑖
∗

𝑉𝑖
∗ =

𝑃𝑖 − 𝑗𝑄𝑖
𝑉𝑖
∗                𝑖 = 1,2, … . ,𝑚 

Where:  

𝑚 : The number of generators. 

𝑉𝑖 : The terminal voltage of the ith generator. 

𝑃𝑖  and 𝑄𝑖 : The generator active and reactive powers. 

Thus, the voltages behind the transient reactance are then 

obtained:  

𝐸𝑖
′ = 𝑉𝑖 + 𝑗𝑋𝑑

′ 𝐼𝑖  
-Loads are represented by equivalent shunt admittances as 

bellow: 

𝑦𝑖0 =
𝑆𝑖
∗

|𝑉𝑖|
2
=
𝑃𝑖 − 𝑗𝑄𝑖
|𝑉𝑖|

2
 

-Calculate the admittance bus matrix 𝑌𝑏𝑢𝑠. 
-The node voltage equation with node 0 as reference is given 

by:  

𝐼𝑏𝑢𝑠 = 𝑌𝑏𝑢𝑠𝑉𝑏𝑢𝑠 
Where: 

𝐼𝑏𝑢𝑠 : The injected bus currents. 

𝑉𝑏𝑢𝑠 : The vector of bus voltages measured from the reference 

node. 

(1) 

(2) 

(3) 

(4) 
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Elements of the 𝑌𝑏𝑢𝑠 matrix are:  

𝑌𝑖𝑖  : The sum of admittances connected to node i. 

𝑌𝑖𝑗  : The negative of admittances between node i and node j. 

-In order to simplify the analysis, all the nodes except the 

generator internal nodes are eliminated by using the Kron 

reduction formula. The reduced admittance matrix is then 

obtained, and it has (m*m) dimensions: 

𝑌𝑏𝑢𝑠
𝑟𝑒𝑑 = 𝑌𝑚𝑚 − 𝑌𝑛𝑚

𝑡 𝑌𝑛𝑛
−1𝑌𝑛𝑚 

Where: 

𝑚 : The number of generators. 

-Finally, the electrical power output of each machine is 

expressed by the relation bellow:  

𝑃𝑒𝑖 = 𝑅[𝐸𝑖
′𝐼𝑖] 

The polar form is given by the relation “(7)”: 

𝑃𝑒𝑖 =∑|𝐸𝑖
′||𝐸𝑗

′|

𝑚

𝑗=1

|𝑌𝑖𝑗|cos (𝜃𝑖𝑗 − 𝛿𝑖 + 𝛿𝑗) 

Before the fault, there is equilibrium between the mechanical 

power input and the electric power. 

B.   Classical transient stability model 

The classical transient stability model is the simplest one that 

can be used to study the power system dynamics. The studies 

using this model can be conducted in a short time and at 

minimum cost. Despite its simplicity, it can provide useful and 

significant information. They can be used as preliminary study 

to identify the parts of power system that involve more detailed 

model [3], [14]. 

The classical transient stability study consists of applying a 

three-phase fault at bus k implying then Vk=0 which is 

simulated by removing the kth
 row and column from the pre-

fault bus admittance matrix. Considering that the generator 

excitation voltages during the faulted and post-fault states 

remains constant and eliminating all nodes except the internal 

generator nodes, the new bus admittance matrix is then reduced 

[15]. Knowing the electrical power of the ith generator in terms 

of the new reduced bus admittance matrices and neglecting the 

damping, the swing equation for machine i is given by the 

relation “(8)”: 

𝐻𝑖
𝜋𝑓0

𝑑2𝛿𝑖
𝑑𝑡2

= 𝑃𝑚𝑖 −∑|𝐸𝑖
′|

𝑚

𝑗=1

|𝐸𝑗
′||𝑌𝑖𝑗|cos (𝜃𝑖𝑗 − 𝛿𝑖 + 𝛿𝑗) 

Where: 

Yij: The elements of the faulted reduced bus admittance 

matrix. 

Hi: The inertia constant of machine expressed on the common 

MVA base. 

The equation “(8)” can be transformed into state variable model 

yields as bellow:  

{
 

 
𝑑𝛿𝑖
𝑑𝑡

= ∆𝜔𝑖      𝑖 = 1,2, … ,𝑚

𝑑∆𝜔𝑖
𝑑𝑡

=
𝜋𝑓0 

𝐻𝑖
(𝑃𝑚 − 𝑃𝑒

𝑓
)     

 

Where:  

𝑃𝑒
𝑓
 : The electrical power of the 𝑖𝑡ℎ  generator. 

III. SIMULATION AND RESULTS 

The current section deals with the transient stability of the 

system shown in “Fig. 1” when it’s subjected to a three-phase 

fault in two different locations. The effect of clearing time of 

fault is also analyzed. 

A.   Simulation procedure 

The steps illustrated in “Fig. 2” are followed to conduct the 

analysis of the transient stability of the multimachine system. 

For this purpose, the MATLAB environment is used. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Flow diagram of the simulation procedure 

t > tc 

 

Start 

Enter all the required system data 

Define the initial point of the system by performing a pre-fault load flow 

 

 
 Identify the location of the fault 

Carry out the necessary calculations: 

-The equivalent admittances of the load 
-The internal machine voltages and their initial angles 

-The augmented load flow network by adding the generator transient reactance 

-Shift network buses behind the transient reactance 
-The reduced faulted and post fault bus admittance using the Kron reduction formula 

t=0 

Solve the two state equations for each 

generator using the MATLAB 

function ode23 and the reduced faulted 
bus admittance matrix 

Solve the two state equations for 
each generator using the MATLAB 

function ode23 and the reduced post 

fault bus admittance matrix 

t+Δt 

t+Δt 

No 

Yes 

Yes No 

t > tf 

 

Display the phase angles 

differences of each machine with 

respect to the slack bus 

Plot the swing curves and answer to the stability question 

End 

(5) 

(6) 

(7) 

(8) 

(9) 
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B.   Results  

As mentioned previously, the analysis of transient stability 

analysis of the 3-machine, 6-bus system requires preliminary 

calculations including the initial power flow. The Newton’s 

Raphson method is used, it converges after 4 iterations as 

follows: 
Table 5. Power flow solution by Newton’s Raphson method 

Bus Voltage Angle Load Generation Injected 

No. Mag Degree MW       Mvar MW           Mvar Mvar 

1 

2 

3 

4 

5 

6 

1.060 

1.040 

1.030 

1.008 

1.016 

0.941 

0.000 

1.470 

0.800 

-1.401 

-1.499 

-5.607 

0.000       0.00 

0.000       0.00 

0.000       0.00 

100.0       70.00 

90.00       30.00 

160.0     110.00 

105.287    107.335 

150.000     99.771 

100.000     35.670 

0.000         0.000 

0.000         0.000 

0.000          0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

 

 

The reduced pre-fault bus admittance matrix obtained is:  

𝑌𝑏𝑓 = [
0.3517 − 2.8875𝑖 0.2542 + 1.1491𝑖 0.1925 +  0.9856𝑖
0.2542 + 1.1491𝑖 0.5435 −  2.8639𝑖 0.1847 +  0.6904𝑖
0.1925 + 0.9856𝑖 0.1847 +  0.6904𝑖 0.2617 −  2.2835𝑖

] 

 

The equilibrium point for the three generators is given on 

“Table. 6”: 
Table 6. The generator interne voltages, their initial angles, and mechanical 

powers 

G(i) E´(i) δ0(i) Pm(i) 

1 

2 

3 

1.2781 

1.2035 

1.1427 

8.9421 

11.8260 

13.0644 

1.0529 

1.5000 

1.000 

 

This study is achieved to analyze the effect of fault location in 

conjunction with its clearing time. 

Two three-phase fault occurs on line 5-6, they are cleared by 

simultaneous opening of breakers at both ends of line. The first 

is close to the bus 5 and the second is far from this bus. 

• Three phase-fault on line 5-6 close to bus 5 

The reduced faulted bus admittance matrix in this case is: 

𝑌𝑑𝑓 = [
0.2142 −  3.7380𝑖 0.1152 +  0.5521𝑖 0
0.1152 +  0.5521𝑖 0.4156 −  3.2810𝑖 0

0 0 0 −  3.4247𝑖
] 

 

Considering that the faulted bus is the 6th and the fault is 

clearing by isolating the line 5-6, the reduced postfault 

admittance matrix is: 

𝑌𝑎𝑓 = [
0.3392 −  2.8879𝑖 0.2622 +  1.1127𝑖 0.1637 +  1.0251𝑖
0.2622 +  1.1127𝑖 0.6020 −  2.7813𝑖 0.1267 +  0.5401𝑖
0.1637 +  1.0251𝑖 0.1267 +  0.5401𝑖 0.2859 −  2.0544𝑖

] 

 

Fault clearness before critical clearing time: 

Firstly, we consider the clearing time of fault 𝑡𝑐 = 0.3 𝑠𝑒𝑐. The 

phase angle differences of each machine with respect to the 

slack bus is presented in “Fig. 3”. 

 
Figure 3.  Swing curves for machines 2 & 3, fault on bus 5 cleared at 0.3 

seconds 

Fault clearness after critical clearing time: 

For  𝑡𝑐 = 0.4 𝑠𝑒𝑐, the swing curves are illustrated in “Fig. 4”. 

 

 
Figure 4.  Swing curves for machines 2 & 3, fault on bus 5 cleared at 0.4 

seconds 

The results show that the system is stable when the fault is 
cleared in 0,3 seconds and the machines swing together. 
However, it quickly loses its stability when the fault is cleared 
after 0,4 seconds. 

• Three phase-fault on line 5-6 close to bus 6 

The reduced faulted bus admittance matrix: 

𝑌𝑑𝑓 = [
0.1913 −  3.5849𝑖 0.0605 +  0.3644𝑖 0.0523 +  0.4821𝑖
0.0605 +  0.3644𝑖 0.3105 −  3.7467𝑖 0.0173 +  0.1243𝑖
0.0523 +  0.4821𝑖 0.0173 +  0.1243𝑖 0.1427 −  2.6463

] 

 

The reduced postfault admittance matrix: 

𝑌𝑎𝑓 = [
0.3392 −  2.8879𝑖 0.2622 +  1.1127𝑖 0.1637 +  1.0251𝑖
0.2622 +  1.1127𝑖 0.6020 −  2.7813𝑖 0.1267 +  0.5401𝑖
0.1637 +  1.0251𝑖 0.1267 +  0.5401𝑖 0.2859 −  2.0544𝑖

] 

 

Fault clearness before critical clearing time: 

For tc=0.4 sec, the swing curves are given in “Fig. 5”. 
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Figure 5.  Swing curves for machines 2 & 3, fault on bus 6 cleared at 0.4 

seconds 

Fault clearness after critical clearing time: 

The results continue for tc=0,5 sec. 

 
Figure 6.  Swing curves for machines 2 & 3, fault on bus 6 cleared at 0.5 

seconds 

The results show that the phase angles differences, after 

reaching a maximum decrease and the machines swing 

together. Hence, the system is stable when the fault is cleared 

in 0,4 seconds. 

When the fault is cleared in 0,5 seconds, the phase angles 

differences increase without limits, the system is than unstable. 

After several simulations, the CCT found for each of the two 

previous cases is given in the “Table. 7”: 

 
Table 7. The CCT corresponding to each case of fault 

Localisation of the three-phase fault CCT (sec) 

Line 5-6 close to bus 5 0,35 

Line 5-6 close to bus 6 0,46 

The CCT found when the three-phase fault occurs far from the 

generating station is higher than that found when the 

disturbance is close to the generator. 

IV. CONCLUSION 

Several parameters affect the transient stability of the 
multimachine systems. The location of the disturbance is one of 
them. In fact, the fault which is closer to the generating station 

must be cleared rapidly than the fault on the line far from the 
generation station. Quick clearance of faults is essential to 
maintain the stability of the power system and avoid damages to 
lines and insulators. Additionally, the study shows that fault 
clearness after the CCT makes the system unstable while fault 
clearness before the CCT keeps the system in synchronism. 
Particular attention must be paid to the analysis of transient 
stability to ensure reliable and continuous operation of electrical 
networks.  

the analysis of the transient stability of power systems in the 
time domain is the oldest, most accurate and time-consuming 
method. This method requires the whole system detailed model 
and accurate information about the nature and the location of the 
disturbances to solve the non-linear differential equations. Thus, 
the study becomes difficult for a larger and more complex 
system. The approach used in this paper can be applied to a real 
network and under multiple contingences. Each of the methods 
cited in the literature review has certain advantages and 
disadvantages. Considering the importance of transient stability 
phenomena, it seems that combining these methods could be 
more effective solution.  
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Abstract— The evolution of electrical networks in response to the 
increasing demand for energy and the integration of renewable 
energy sources requires a thorough analysis of technologies that 
enhance network performance. Among these, Thyristor-
Controlled Series Compensators (TCSC) play a crucial role. The 
dynamic transformation of networks, characterized by the 
growing integration of renewable energies and rising energy 
demand, calls for advanced solutions to ensure the efficiency, 
stability, and reliability of electrical systems. Flexible AC 
Transmission Systems (FACTS) devices, including TCSC, are 
vital for regulating the series reactance of transmission lines. This 
study aims to analyze the impact of TCSC on the performance of 
electrical networks, contributing to existing research through a 
critical evaluation of previous work, with the IEEE 57 model as a 
realistic case study. 

Keywords: TCSC; FACTS; Electrical Networks; Energy 
Performance; Comparative Analysis 

I. INTRODUCTION 
At the heart of one of the most complex technological 

challenges of our time lies the electrical grids. This is due to the 
current era of energy transformation, characterized by the 
increasing power of renewable energies, the growth in energy 
demand, and the constant pursuit of efficiency [1], [2]. In this 
context, FACTS (Flexible Alternating Current Transmission 
Systems) devices emerge as essential components in the quest 
for optimal energy performance [3]. Among them, Thyristor-
Controlled Series Compensators (TCSCs) stand out due to their 
ability to modify the equivalent reactance of electric 
transmission lines [4], [5]. They can fundamentally transform 
the dynamics of electrical networks by enabling precise power 
flow regulation, enhancing stability, and strengthening transfer 
capacity. 

The significance of this technology lies in its ability to 
address the challenges posed by load variations, network 
disturbances, and the growing need for integrating renewable 
energies. A review of prior work on TCSCs provides valuable 

insights into the progress made thus far while encouraging 
further exploration into real-time control to enhance network 
stability and power flow optimization by adjusting this 
equivalent reactance. It also delves into how these devices can 
be optimized to meet the complex requirements of modern 
electrical grids. 

The IEEE 57-node model was selected as a case study due 
to its realistic complexity. This model is considered to provide 
the ideal environment for evaluating the efficiency and impact 
of TCSCs, thus bringing it closer to reality. We will explore 
how this model can be used as a crucial testing platform for 
comparative analysis, thereby enhancing our understanding of 
how TCSCs can be integrated into diverse and complex 
electrical grids. 

However, amidst these promising advancements, areas of 
uncertainty persist in the literature. Despite significant 
progress, some fundamental questions remain unanswered, 
such as integration with variable energy sources, cybersecurity 
considerations, and overall energy performance optimization. 
The importance of conducting a comparative analysis of TCSCs 
is highlighted by this introduction. Our research is positioned 
within the current context of energy transformation, to 
contribute to enhancing grid stability, thereby reducing the risks 
of outages and failures while increasing power transmission 
capacity. This is crucial to meet the growing energy demand, 
ensuring a sustainable future for electrical grids. 

II. METHODOLOGY FOR COMPARATIVE 
ANALYSIS 

To conduct a comprehensive comparative analysis of the 
influence of TCSC devices on the energy performance of 
electrical networks, a rigorous methodology has been employed 
in this section. 

This approach has been meticulously developed to ensure 
an accurate and reliable assessment of the impacts of FACTS 
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devices. Detailed simulations are carried out to evaluate these 
effects, using a 57-node IEEE electrical network. 

A. Modelling of the 'TCSC' Device 
The significance of TCSC modelling becomes evident 

through its role in understanding their impact on electrical 
networks and their efficient integration into power transmission 
systems, which includes enhancing transfer capacity and 
controlling power flow within a transmission line. The 
integration of TCSC devices into the network is carried out 
using a precise mathematical model, where the firing angle of 
the thyristors is considered a state variable. The parameters of 
the TCSC, including their capacity, series resistance, and 
location, have been configured based on theoretical 
calculations. These TCSC models have been strategically 
placed within the network to assess their impact on voltage 
stability and power flow. 

1) Thyristor-Controlled Series Compensator (TCSC) 
Model 

The basic circuit structure of the TCSC is presented in 
Figure 1. It consists of a capacitor in series with a fixed 
reactance 'XC' in parallel with a thyristor-controlled variable 
reactance 'XL'. The condition XC < XL is maintained so that the 
TCSC can operate as a variable capacitive reactance.  

The thyristor firing angle "α" is adjusted to modify the 
inductive reactance, allowing for the attainment of minimal 
equivalent capacitive reactance when the inductive reactance is 
maximal (or when the inductive branch is open). 

 
Figure 1. The basic circuit structure of the TCSC 

As a result, the equivalent reactance of the TCSC, with a 
fixed capacitive reactance 𝑋𝑐 and a variable inductive reactance 
and	X!(α)	can be expressed as follows: 

X"#$#(α) =
Xc. X	!(α)
X	!(α) − Xc

	 (1) 

The expression for reactance XL is directly related to the 
thyristor firing angle 'α', which can vary in the range of 90° to 
180° according to the relationship above: 

X!(α) = x! .
π

2π − 2α − sin(2α)4	 (2) 

5
x! = Lω

X# =
1
LCω

	 (3) 

𝜔: Angular frequency, defined as ω = 2πf, where 𝑓 
represents the frequency of the grid (50 Hz). 

𝐶: Capacitance of the capacitor bank. 

𝐿: Inductance of the parallel inductive reactance. 

𝛼: Thyristor firing angle. 

The voltage controlled by the TCSC is: 

V"#$# = I! ∗ X"#$#(α)	 (4) 

The reactive power controlled by the TCSC is: 

Q"#$#(α) =
V"#$#%

X"#$#(α)
	 (5) 

With, IL representing the line current,V"#$# and	Q"#$# being 
the controlled maximum voltage and reactive power by the 
TCSC, respectively. 

2) Evaluation of Electrical Line Capacity 
The evaluation of the power transfer capability of a line 

safely and without overloading fundamentally relies on power 
calculations. Equation (6) expresses the maximum amount of 
power that can be transferred safely by each line, taking into 
account the voltages at the ends, the phase angle, and the 
equivalent reactance of the line. This approach aims to ensure 
that the line operates within acceptable ranges, thereby 
minimizing the risks of overloading and preserving the overall 
stability of the electrical network. 

P =
𝑉&𝑉% sin 𝛿

𝑋 	 (6) 

Pmax: represents the maximum power transfer. 

V1 is the voltage at the starting node 

V2 is the voltage at the receiving node. 

X: is the reactance of the line. 

δ: is the phase angle between the starting and receiving 
voltages. 

III. CALCULATION OF STABILITY INDICES 
This section focuses on calculating voltage stability indices, 

specifically the Voltage Stability Index (FVSI) and Lmn [7], 
[8], for each node in the electrical network. We will explore the 
methodology for computing these indices, emphasizing their 
significance in assessing the overall energy performance of the 
network. 

A. Fast voltage stability index (FVSI) 
The Voltage Stability Index (FVSI), as proposed by Musirin 

and colleagues, is based on a specific approach where it is 
maintained at a value greater than or equal to zero [9][10]. 

Regarding a standard transmission line, the FVSI is 
calculated using the following formula: 

𝐹𝑉𝑆𝐼 =
4𝑍%𝑄'(
𝑉)%𝑋

	 (7) 

The FVSI must remain below 1 to ensure the stability of the 
transmission line. When the FVSI exceeds 1, it indicates that at 
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least one of the nodes connected to the line is at risk of 
experiencing a sudden voltage drop, which can lead to a system 
collapse. 

B. Line Stability Index (Lmn) 
The "Line Stability Index" (Lmn), as proposed by 

Moghavemmi et al., is based on the same concept as FVSI, in 
which the discriminant of the quadratic equation of voltage is 
adjusted to be greater than or equal to zero [11]. For a typical 
transmission line, Lmn is calculated as follows: 

𝐿𝑚𝑛 =
4𝑋𝑄*

(𝑉) sin(𝜃 − 𝛿))%
	 (8) 

In the context of these indices, 'FVSI' and 'Lmn,' the 
influences of active power on voltage stability and the shunt 
admittance of the line are neglected. System stability is 
maintained as long as the value of the Lmn index remains below 
1. However, if this index exceeds 1, the system loses its 
stability, and voltage collapses. To evaluate these situations, 
power flow simulations under various operating conditions may 
be required to identify critical nodes. 

IV. TOPOLOGY AND SYSTEM CONFIGURATION 
The IEEE 57-node test network, as illustrated in Figure 2, 

consists of 7 generators. This test system is equipped with 79 
transmission lines. The total load demanded by the system 
amounts to 1195.8 MW in active power and 318.9 MVAR in 
reactive power. Data related to this test system were extracted 
from references  

 
Figure 2.Single-line diagram of an IEEE 57-node test system 

V. STRATEGIES FOR OPTIMIZING TCSC SITING 
In this section, the focus will be on the strategy and 

approach adopted to optimize the placement of TCSC within 
electrical networks, using the “Lmn” and “FVSI” stability 
indices as references. Figure 3, highlighting the voltage stability 
indices “Lmn” and “FVSI”, holds vital significance by 

providing the essential foundation for result analysis, 
particularly regarding the selection of optimal locations of 
TCSCs. 

In this figure, the results are presented with each line of the 
network being represented along with their respective 'Lmn' 
and 'FVSI' values. Five distinct lines of the network are 
highlighted, and those for which the indices exceed a value of 
1 are considered critical. For instance, a value of 1.0850 is 
observed for line 16, connecting nodes 1 to 16, and a value of 
2.9163 is noted for line 35, connecting nodes 24 and 25, in 
relation to these indices. Similarly, each of the other lines has 
its own set of values. These pieces of information are crucial 
for evaluating the stability and voltage levels of the electrical 
network. These results will serve as the basis for determining 
the optimal placement of TCSC devices in the network to 
enhance overall system performance. 

 
Figure 3. Lmn and FVSI values for each transmission line 

VI. SIMULATION RESULTS AND OBSERVATION 
In this section, simulation results and insightful 

observations are presented. 

Figure 4 presents a comparison of voltage profiles before 
and after the insertion of the TCSC. Following TCSC insertion, 
a noticeable change in the voltage profile with just one TCSC 
device is observed: an increase from 0.8228 pu to 0.9636 pu at 
bus 25. This change highlights the impact of TCSC on voltage 
regulation and stability within the electrical network. TCSC's 
effectiveness in enhancing voltage control and optimizing 
network performance is demonstrated, which is essential for 
ensuring a reliable power supply to consumers. 

 
Figure 4 . Voltage profiles before and after TCSC device insertion 

Figure 5 compares transmission line performance in the 
IEEE 57-node network with and without TCSC insertion. The 
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primary goal of this comparison is to determine the extent to 
which the lines' maximum transport capacity has been 
exceeded, highlighting critical areas within the network. The 
most significant result is that 40% of the lines exceeded their 
maximum transport capacity, underscoring the importance of 
effectively managing thermal constraints in these vulnerable 
regions. Additionally, a single TCSC plays a vital role in 
significantly reducing overall network losses by 2.63%. 
Furthermore, the installation of a TCSC has resulted in a 
significant increase in transmitted power within the equipped 
zone. This increase in transmission capacity demonstrates the 
effectiveness of TCSC in enhancing the electrical network's 
performance. 

 
Figure 5. Impact of TCSC on Transmission Line Performance 

Figure 6 portrays the influence of TCSC insertion on active 
and reactive power losses in the electrical network. The figure 
offers a thorough comparison of power losses for individual 
lines both before and after TCSC deployment. A substantial 
reduction of 3.7622 kVAR in reactive power losses is evident, 
highlighting the effectiveness of TCSC in regulating series 
reactance and elevating voltage levels. 

 
Figure 6. TCSC insertion effect on active and reactive power losses 

DISCUSSION 
In this study, the integration of a single TCSC and the 

subsequent comparison of results with and without its insertion 
have provided significant insights into its impact on the 
electrical network. The carefully chosen location of the TCSC, 
guided by the transmission line stability indices 'Lmn' and 
'FVSI,' played a crucial role in the observed outcomes.  

The findings highlight that TCSC deployment at 
strategically selected locations can lead to substantial 
improvements in voltage stability and control. The increase in 
voltage profile signifies a more stable and reliable electrical 

network, which is essential for ensuring a consistent and 
efficient power supply to consumers. 

Furthermore, the effectiveness of TCSC in reducing 
reactive power losses, optimizing the network's performance, 
and enhancing voltage regulation was demonstrated. While 
active power losses remained relatively unchanged, the focus 
on mitigating reactive power losses underscores the TCSC's 
role in voltage stability and reactive power management. These 
results underscore the potential of TCSC as a targeted and 
effective means to enhance the energy performance of electrical 
networks while emphasizing the importance of thoughtful 
placement guided by stability indices. However, in this study, 
the optimization of the number of TCSCs to be installed is 
necessary. 

CONCLUSION 
In conclusion, our investigation into the impact of TCSC 

technology on energy performance within electrical networks 
has provided valuable insights into the strategic placement of 
TCSCs. The analysis has focused on optimizing TCSC 
locations based on stability indices such as 'Lmn' and 'FVSI’. 
While the optimization of the number of TCSC installations 
was not addressed in this study, we have contributed to an 
understanding of how the precise placement of TCSCs can 
significantly enhance grid stability and transmission capacity.  

The potential to address voltage stability concerns and 
mitigate the risk of sudden voltage drops has been demonstrated 
through the strategic positioning of TCSCs in the network. This 
research underscores the importance of considering stability 
indices in the placement of TCSCs to ensure grid reliability and 
performance optimization. Further research in this area is 
necessitated to ensure grid reliability and performance 
optimization. This article highlights the continuing evolution of 
power grid management, accentuating the need for continued 
exploration and innovation to strengthen grid stability, 
minimize outages, and improve electricity transmission 
capacity, thereby contributing to a resilient and sustainable 
energy landscape. 
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Abstract— The current policy of continuously reducing fossil fuels 

to protect the environment and reduce global warming concerns 

polluting industries and activities, as well as consumers. Electricity 

companies are directly concerned and must take this issue into 

account. Firstly, through awareness-raising campaigns to 

encourage their customers to consume less; secondly, in their 

planning, by investing in less polluting energies (renewable 

energies); and thirdly, in the day-to-day management of electrical 

energy production, by protecting the environment through the 

reduction of greenhouse gas emissions. The aim of our work is to 

manage production economically while protecting the 

environment by reducing greenhouse gas emissions, in addition to 

the traditional objectives of satisfying demand, ensuring service 

quality and continuity, and minimizing production costs. The 

multi-objective genetic algorithm method makes it possible to 

reduce costs, minimize losses, and, above all, reduce greenhouse 

gas emissions while satisfying demand and the technical 

constraints of the network. 

Keywords: Economic dispatch, OPF, Greenhouse gas emission, 

sustainable environment. 

I. INTRODUCTION  

The central mission of any company tasked with electrical 
energy production is to ensure the continuous and reliable 
supply of both active and reactive power, meeting the needs of 
users in every location and at all times. Moreover, it is imperious 
that the company maintains an acceptable power quality while 
keeping operational costs minimized. Indeed, managing a power 
grid involves both technical and economic challenges. A crucial 
issue is often the economic allocation of energy resources. In the 
first instance, the solution is often to push the most efficient units 
to the limit. However, this approach is not cost-effective in the 
long term, as it accelerates equipment wear, this led researchers 
to explore innovative methodologies aimed at alleviating these 
concerns [1, 2]. 

A comprehensive survey of the literature reveals that a 
plethora of classical and modern techniques have been 
employed to tackle the ED problem in electrical energy 
management. In the contemporary landscape, there is increasing 
interest in exploiting artificial intelligence, with genetic 
algorithm (GA) at the forefront. This development of the DE 
problem introduces two critical elements for the calculation and 
allocation of transmission losses: the first involves meticulous 
modeling of the power network, often referred to the optimal 
network power flow model, and the second encompasses the 
development of a formula [2]. The Newton-Raphson OPF 
method provides not only voltage information but also valuable 
data on branch flows, active and reactive losses in transmission 
lines, and overall network losses. 

For network dispatchers, managers and power system 
planning experts, the main objectives are double: to orchestrate 
network operations in such a way as to minimize production 
costs, and to give priority to quality and continuity of service.  
To achieve these aims, multi-objective optimization methods are 
often used, generally in the field of meta-heuristics [3-5]. Given 
their remarkable effectiveness, this study adopts the 
methodology of genetic algorithms (GA), focusing on an IEEE-
30 bus network as a case study. The inclusion of active losses 
(PL) can be achieved either by Kron's approximate formula [6], 
or by determining losses through optimal power calculation 
(OPF) [6, 7]. 

The emission of greenhouse gases, notably sulfur dioxide 
(SO2), nitrogen oxide (NOx) and carbon dioxide (CO2), poses 
environmental problems by contributing to air pollution, health 
risks and ozone depletion. In light of these concerns, this study 
incorporates a multi-objective function into the ED problem, 
aimed at minimizing total production cost, losses and 
greenhouse gas emissions [8]. 
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II. PROBLEM FORMULATION 

The ED problem consists in minimizing the objective or 
multi-objective function given by the following equation: 

���� = ���� + �	�	 + �
�
 + ⋯   (1) 

The objectives functions (f1, f2, f3, …, fn) can be normalized 
by dividing them by their maximum values as follows : 

���� = ����/�� + �	�	/�	 + �
�
/�
 + ⋯  (2) 

where  

�� , �	 , �
 … ��  are the maximums of the objectives functions 
(f1, f2, f3,  …, fn) respectivelly,  

As they can be reduced to the magnitude order of one of the 
objective functions like f1 using conversion factors Hi such as 

�� = ��

��
,        � = 1, 2, 3, … �  (3) 

If the chosen objective magnitude order is f1 in ED case 
which represents the total production cost Ct, the two other 
objective functions f2 and f3 denote the PL losses and EGAS 
greenhouse gases emission respectively. They are represented in 
the multi-objective function by the following equation:  

���� !"�# = $% + �"&'()*+ + �,-!- (4) 

$% = ∑ $� !"�#�"
�2�  (5) 

The objective function to minimize is subject to the 
following equality and inequality constraints:  

 Equality constraint; 

∑ !"�
�4
�2� = !5 + !-  (6) 

!5 = ∑ !5�
�4
�2�  (7) 

where : 

!5 : is the total active power consumed by the entire load. 

!5�: is the active power consumed by the ith load. 

!-  : is the transmission lines active losses. 

nd : Load busbar number. 

 Inequality constraint : 

!"� − !"�
9&: ≤ 0 (8) 

!"�
9�� − !"� ≤ 0 (9) 

!"�
9�� ≤ !"� ≤ !"�

9&:  ,         � = 1, 2, … �?               (10) 

where  

!"�
9&: : Maximum active power of the ith generator, 

!"�
9�� : Minimal active power of the ith generator. 

ng : generation busbar number. 

 Other inequality constraints include: 

Generated reactive power (@"�) : 

@"�
9�� ≤ @"� ≤ @"�

9&: ,         � = 1, 2, … � (11) 

To maintain electrical service quality and system safety, 
busbar voltage levels must always be between their limits.  

A�
9�� ≤ A� ≤ A�

9&:  ,         � = 1, 2, … � (12) 

The electrical currents flowing through the lines (B�C) must 

be in the limits: 

B�C
9�� ≤ B�C ≤ B�C

9&:  (13) 

A.  Total production costs  

The total production cost is given by the following equation: 

$D !"�# = ∑  E� + ��!"� + F�!"�
	 #�"

�2�  (14) 

 E� , ��, F� : are coefficients of the cost function specific to 
each ith generator. 

B. Greenhouse gas emissions (NOx, SO2, CO2 and CO)  

The function used to calculate gas emissions in (kg/h) is 
given by the following equation [9] :  

()*+ !"�# = ∑  G� + H�!"� + I�!"�
	 + J� KLM K�!"�## (15)�"

�2�  
G�, H�, I�, J� et K� : are the emission function coefficients 

attached to each production group. 

C. Active power losses (PL) 

The active power losses (PL) to minimize in IEEE-30 bus 
network lines is given by approximate or precise methods as 
follows: 

C.1) Kron's approximate formula   

Using a mathematical expression based on the power output 
of each production unit, with the corresponding loss 
coefficients, given by Kron's equation (16) [10]. 

!- = ∑ ∑ !"�N�C!"� + ∑ !"�NO� + NOO
�
�2�

�
�2�

�
�2�   (16) 

C.2)  Precise methods (Newton Raphson) 

After using the Newton Raphson OPF, the following 
formula is used to calculate active power losses [11]: 

!- = ∑ !�C   (17) 

where Pi j represents the active power transiting the ijth line. 

III. GENETIC ALGORITHM OPTIMIZATION (GA) 

To use the Matlab GA optimization, run the genetic 
algorithm function 'ga' with the syntax : 

[X, FVAL] = ga(fitnessfun,nvars, A, B ,Aeq, Beq, LB, UB, 
nonlcon ,Options ) 

The "ga" function solves problems of the form : 

Min F (X) subject to constraints : 

 - Equality constraint  ∶  *QR × T = NQR  

- Inequality constraint  A*X ≤ B      and LB ≤X≤ UB  

X represents the vector of control variables to be optimized. 
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The ‘ga’ algorithm is called with the following fields: 

fitnessfun: < Fitnessfunction (or objective function)> 

nvars: < Number of design variables > 

A: <Equality constraint matrix> 

B : < Inequality constraint vector B > 

UVW: <Equality constraint Matrix *QR  > 

XVW: < Equality constraint vector NQR  > 

LB: <Lower limit of X> 

UB: <Upper limit of X> 

nonlcon: < non-linear constraints> 

Options : < Option structure created with gaoptimset > 

IV. GENETIC ALGORITHM ED RESULTS AND 

DISCUSSION 

The multi-objective fitness function is optimized to obtain 
the optimum value of total production cost (Ct), losses (PL) and 
greenhouse gases (EGAS), subject to equality and inequality 
constraints. The fitness function is given by equation (4). 

The ED applied to the IEEE-30 bus network will be 
performed for different cases: 

Case 1: By minimizing only the total cost of production (Ct), 
without and with taking account losses (PL). 

Case 2: Minimizing the total cost of production (Ct) and 
losses (PL) calculated by the Kron and OPF formulas [5, 6]. 

Case 3: Minimizing total production cost (Ct) and 
greenhouse gas emissions (EGAS). 

Case 4: Minimizing total production cost (Ct), losses (PL) 
and greenhouse gas emissions (EGAS). 

A. IEEE-30 bus test network characteristics 

The IEEE-30 bus bar network was chosen to solve the ED 
problem. The electrical network is made up of six production 
units (at buses n° 2, 5, 8, 11, 13) and equilibrium bus (slack bus) 
located at busbar n° 1, The network feeds 24 loads through 41 
electrical lines as shown in figure 1, the total power demand is 
283.4 MW. The voltage of the equilibrium bus (n°1) is forced to 
1.060∠0 [12]. 

 

Figure 1. Single-line diagram of the IEEE 30 bus bar test network. 

B. ED minimiizing production cost without taking in acount 

the losses 

In this part we neglect the losses (!- = 0), the multi-
objective function to optimize is the total production cost Ct 
formulated by equation 14 is as follows: 

�QZ&[ = $D  (18) 

Subject to the equality (6) and inequality (10-12) constraints. 

The GA simulation results give the generator output, the 
total production cost (Ct) and the execution time (t) shown in 
table 1. The iterative process and unit’s production are sown in 
figure (2). 

TABLE 1. OPTIMAL POWER DISPATCH WITH ONLY MINIMIZING TOTAL COST. 

Minimisation Sans pertes  du Ct : �QZ&[ = $D  

Pg1(MW) 11.17 

Pg2 (MW) 24.85 

Pg5 (MW) 50.63 

Pg8 (MW) 99.62 

Pg11 (MW) 60.97 

Pg13 (MW) 36.07 

feval ($/h) 600.6392 

PG (MW) 283.32 

Ct(MW) 600.5675 

PL (MW) 0 

t(s) 60.7842 

EGAS (Kg/hr) ------- 

 

 

Figure 2. Result and convergence process of Economical dispatching without 
losses. 

C. ED minimiizing production cost taking account active 

losses  

In this section, the ED minimizing only total cost, is 
performed by GA. The fitness function is then given by 
equation (18): �QZ&[ = $D 

Subject to equality (6) and inequality (10-12) constraints  

a) Losses calculated using Kron's approximate formula 

A mathematical expression based on the powers generated 
by each production unit, with the corresponding loss 
coefficients, given by equation (16) is used. 
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b) OPF losses calculation 

The simulation uses the GA with the same fitness function 
(18), where the PL losses are determined through Newton-
Raphson OPF calculation by using equation 17. The generator 
outputs (Pgi) of each production unit, the total production cost 
(Ct) and the execution time (t) obtained by the GA in the two 
cases a and b are shown in table 2. 

TABLE 2. ED WITH TOTAL COST MINIMIZATION WITH TAKING ACCOUNT 

LOSSES (PL). 

Total cost minimization Ct : �QZ&[ = $D 

Losses calculation Kron formula OPF 

Pg1(MW) 11.96 14.64 

Pg2 (MW) 26.93 27.71 

Pg5 (MW) 59.71 52.43 

Pg8 (MW) 95.29 94.26 

Pg11 (MW) 57.73 63.47 

Pg13 (MW) 34.02 34.42 

feval ($/h) 605.9493 609.1299 

PG (MW) 285.65 286.93 

Ct ($/h) 605.8228 608.9807 

PL (MW) 2.3596 3.6528 

EGAS (Kg/h) ---- ---- 

t (s) 88.6551 351.0081 

 

The production cost shown in table 2 are obtained by the 
ED using the Kron and OPF formulas are similarly close to 
605.8228, 608.9807 $/h respect ctively with an error of 0.52%.  

The calculation time obtained using Kron's approximate 
formula is very interesting, it is almost four times less than that 
obtained using the OPF 88.7s and 351s respectively. The Kron 
formula, on the other hand, gives a less precise estimate of 
losses less than a third of that obtained by OPF 2.3596 and 
3.6528 MW respectively. When we need approximate results, 
Kron's formula gives an acceptable total cost ED in a short time. 

Newton Raphson's power flow calculation for the GA 
optimal productions gives the voltages (module and phase) 
shown in table 3. The table parameters are: 

Type : 1 : slack bus, 2 production bus, 0 : load bus  

|V| (pu) : Voltage magnitude 

Teta (°) : phase angle voltage 

Pl (MW) : Active load power 

Ql (MVar) : Reactive load power 

Pg (MW) : Active production power 

Qg (MVar) : Reactive production power 

Qinj (Mvar) : Reactive power compensation 

We note that all bus-bars voltages are close to 1pu, with a 
minimum voltage value of 0.9829 pu, corresponding to a very 
low voltage drop of 0.0171 pu. The ED makes it possible to 
distribute power appropriately, with voltages within the 
admissible limits and reducing total production costs 
(Ct=608.98$/h). 

TABLE 3. VOLTAGE MAGNITUDES AND PHASES AFTER THE ED OF NORMAL 

LOAD IEEE-30 BUS NETWORK. 

Bus  Type |V| 
(pu) 

Teta 
(°) 

Pl 
(MW) 

Ql 
(MVar) 

Pg 
(MW) 

Qg 
(Mvar) 

Qinj 
Mvar 

1  1 1.0600 0 0 0 1.5000 0 0 

2  2 1.0430 -0.0147 21.70 12.7 31.4815 33.98 0 

3  0 1.0295 0.0738 2.4 1.2 0.0011 0 0 

4  0 1.0220 0.2026 7.6 1.6 -0.0014 0 0 

5  2 1.0100 -1.8080 94.2 19.0 63.4954 29.57 0 

6  0 1.0171 0.6633 0 0 0.0212 0 0 

7  0 1.0073 -0.8952 22.8 10.9 0.0024 0 0 

8  2 1.0100 2.1924 30.0 30.0 98.5762 12.69 0 

9  0 1.0189 1.3162 0.0 0 0.2076 0 0 

10  0 1.0118 -1.0942 5.8 2.0 -0.0077 0 3 

11  2 1.0172 6.4995 0.0 0 45.0164 15.15 0 

12  0 1.0513 -1.0901 11.2 7.5 0.0131 0 3 

13  2 1.0710 1.3809 0 0.0 34.6721 5.25 0 

14  0 1.0327 -1.9622 6.2 1.6 0.0017 0 0 

15  0 1.0248 -1.9440 8.2 2.5 0.0026 0 3 

16  0 1.0274 -1.3594 3.5 1.8 0.0067 0 0 

17  0 1.0111 -1.3870 9.0 5.8 0.0084 0 3 

18  0 1.0079 -2.3690 3.2 0.9 0.0026 0 0 

19  0 1.0010 -2.4231 9.5 3.4 0.0053 0 0 

20  0 1.0029 -2.1484 2.2 0.7 0.0029 0 3 

21  0 1.0002 -1.6372 17.5 11.2 0.0105 0 3 

22  0 1.0011 -1.6454 0 0 0.0006 0 0 

23  0 1.0076 -2.2810 3.2 1.6 0.0015 0 3 

24  0 0.9932 -2.3776 8.7 6.7 0.0077 0 4.3 

25  0 1.0009 -2.8557 0 0 0.0013 0 0 

26  0 0.9829 -3.2893 3.5 2.3 0.0006 0 0 

27  0 1.0147 -2.8647 0 0 0.0017 0 0 

28  0 1.0167 0.5405 0 0 -0.0024 0 0 

29  0 0.9947 -4.1155 2.4 0.9 0.0003 0 3 

30  0 0.9831 -5.0139 10.6 1.9 0.0014 0 0 

D. ED optimizing total cost, losses and/or greenhouse gases 

emission of normal loaded network  

In this part, the ED is realized with the total costs production 
(Ct), losses (PL) and/or greenhouse gases emission (EGAS) 
minimization of normal loaded network. The multi-objective 
fitness function are given by different combinations of the 
terms in equation 4, resulting in the following cases:  

fobj = Ct (19) 

fobj = Ct + HPLPL  (20) 

fobj = Ct + HgasEGAS (21) 

fobj = Ct + HPLPL + HgasEGAS (22) 

Subject to equality (6) and inequality (10-12) constraints 

GA simulation with the four fitness functions given in 
equation (19-22) is performed on the IEEE-30 bus network. 
Losses (PL) are determined solely by the Newton-Raphson OPF 
using equation (17). The generator outputs (Pgi) of each 
production unit, the total production cost (Ct) and the execution 
time (t) are obtained and presented in Table 4. 

The results of Table 4 showed that the production cost 
obtained by the GA ED in the four cases minimizing the total 
production cost (Ct), the cost (Ct) and the power losses (PL), the 
cost (Ct) and greenhouse gas emissions (EGAS) and cost (Ct), 
power losses (PL) and greenhouse gas emissions (EGAS), are 
respectively: 608.98, 632.01, 626.03, 631.20 $ /h. The 
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minimum cost is obviously obtained for the only cost (Ct) 
minimizing 608.98$/h. The maximum cost is obtained for the 
cost (Ct) and PL minimizing 632.01$/h, the cost of the third and 
fourth cases (626.03 and 631.20 $ /h) are less than the second 
case and greater than the first. So reducing greenhouse gas 
emissions does not cost much, i.e. compared to the first case, an 
increase of 2.7% for the third case and an increase of 3.5% for 
the fourth case. 

TABLE 4. OPTIMAL POWER OUTPUT WITH LOSSES AND MINIMIZATION OF 

TOTAL PRODUCTION COST  

Fobj 
Ct Ct + HPLPL Ct +  

HgasEGAS 
Ct + HPLPL + 

HgasEGAS 
Pg1(MW) 14.64 17.29 32.97 20.08 

Pg2 (MW) 27.71 31.23 44.29 34.79 

Pg5(MW) 52.43 98.59 52.48 92.98 

Pg8(MW) 94.26 47.07 59.31 46.66 

Pg11 (MW) 63.47 56.05 51.40 54.76 

Pg13 (MW) 34.42 35.44 46.04 36.50 

feval ($/h) 609.13 2379.6 1643.7 3470 

PG (MW) 286.9299 285.67 268.94 285.77 

Ct ($/h) 608.9807 632.011 626.0307 631.1995 

PL (MW) 3.6528 2.4 3.19 2.41 

EGAS (Kg/hr) ---- -------- 0.1898 0.2016 

t(s) 351.0081 398.7354 371.3106 388.7645 

 

Newton Raphson's power flow calculation for the optimum 
productions found by the IEEE-30 bus ED by GA process in 
the four cases gives the voltages (modulus and phase) for each 
case and are listed in Table 5. 

TABLE 5. OPF RESULTS FOR THE TEST NETWORK WITH OPTIMAL PRODUCTIONS 

OBTAINED BY THE GA. 

fobj Ct Ct + HPLPL 
Ct  

+ HgasEGAS 
Ct+HPLPL+ 
HgasEGAS 

Bus Type 
V 

(pu) 
Teta 
(°) 

V 
(pu) 

Teta 
(°) 

V 
(pu) 

Teta 
(°) 

V 
(pu) 

Teta 
(°) 

1 1 1.0600 0 1.0600 0 1.0600 0 1.0600 0 

2 2 1.0430 -0.0012 1.0430 -0.4277 1.0430 -0.0560 1.0430 -0.0560 

3 0 1.0297 -0.4078 1.0305 -0.7293 1.0298 -0.5117 1.0298 -0.5117 

4 0 1.0221 -0.3839 1.0229 -0.7763 1.0222 -0.5106 1.0222 -0.5106 

5 2 1.0100 -0.1038 1.0100 -3.3633 1.0100 -0.5523 1.0100 -0.5523 

6 0 1.0173 -0.2128 1.0177 -0.7913 1.0173 -0.3884 1.0173 -0.3884 

7 0 1.0070 -0.7218 1.0077 -2.3905 1.0071 -1.0084 1.0071 -1.0084 

8 2 1.0100 0.2040 1.0100 -0.0906 1.0100 0.0209 1.0100 0.0209 

9 0 1.0165 1.2567 1.0173 0.5609 1.0168 1.0185 1.0168 1.0185 

10 0 1.0107 -1.3804 1.0103 -1.8172 1.0107 -1.5716 1.0107 -1.5716 

11 2 1.0128 7.7196 1.0147 6.4044 1.0134 7.3254 1.0134 7.3254 

12 0 1.0508 -1.5156 1.0520 -1.2407 1.0510 -1.6017 1.0510 -1.6017 

13 2 1.0710 1.0127 1.0710 2.0218 1.0710 1.0005 1.0710 1.0005 

14 0 1.0321 -2.3839 1.0334 -2.1912 1.0323 -2.4817 1.0323 -2.4817 

15 0 1.0242 -2.3584 1.0248 -2.2504 1.0243 -2.4686 1.0243 -2.4686 

16 0 1.0267 -1.7272 1.0270 -1.7445 1.0268 -1.8566 1.0268 -1.8566 

17 0 1.0101 -1.6983 1.0099 -2.0068 1.0101 -1.8705 1.0101 -1.8705 

18 0 1.0070 -2.7401 1.0073 -2.8206 1.0071 -2.8782 1.0071 -2.8782 

19 0 1.0000 -2.7677 1.0001 -2.9627 1.0001 -2.9228 1.0001 -2.9228 

20 0 1.0019 -2.4784 1.0018 -2.7340 1.0020 -2.6425 1.0020 -2.6425 

21 0 0.9990 -1.9542 0.9986 -2.3647 0.9990 -2.1407 0.9990 -2.1407 

22 0 0.9999 -1.9720 0.9996 -2.3739 1.0000 -2.1570 1.0000 -2.1570 

23 0 1.0067 -2.7135 1.0071 -2.7719 1.0068 -2.8466 1.0068 -2.8466 

24 0 0.9919 -2.8347 0.9920 -3.1231 0.9920 -2.9996 0.9920 -2.9996 

25 0 0.9993 -3.5737 0.9992 -3.9477 0.9994 -3.7429 0.9994 -3.7429 

26 0 0.9813 -4.0088 0.9812 -4.3829 0.9814 -4.1779 0.9814 -4.1779 

27 0 1.0131 -3.7409 1.0129 -4.1671 1.0131 -3.9127 1.0131 -3.9127 

28 0 1.0170 -0.5580 1.0173 -1.0618 1.0170 -0.7347 1.0170 -0.7347 

29 0 0.9931 -4.9958 0.9928 -5.4227 0.9931 -5.1676 0.9931 -5.1676 

30 0 0.9815 -5.8972 0.9812 -6.3245 0.9815 -6.0689 0.9815 -6.0689 

 

The OPF calculation results show that all bus voltages are 
close to 1pu, with the same a minimum voltage value of 0.9813, 
corresponding to a voltage drop of 0.0187 pu, which is very 
low. The ED allows power to be distributed appropriately, with 
voltages within the permissible limits. 

E. ED with minimized total costs, losses and/or greenhouse 

gas emissions from an overloaded network 

In this part, the ED is realized with the total costs production 
(Ct), losses (PL) and/or greenhouse gases emission (EGAS) 
minimization of overloaded network. The multi-objective 
functions are given by the same equations in part C (19-22) 
subject to equality (6) and inequality (10-12) constraints 

GA simulation with the four objective functions given in 
equation (19-22) is performed on the overloaded IEEE-30 bus 
network. Also the losses (PL) are determined by the Newton-
Raphson OPF using equation (17). The generator outputs (Pgi) 
of each production unit, the total production cost (Ct) and the 
execution time (t) are obtained and presented in Table 6. 

The results of table 6 showed that the production cost 
obtained by the GA-ED of overloaded network, in the four 
cases minimization (total production cost (Ct), cost (Ct) and the 
power losses (PL), cost (Ct) and greenhouse gas emissions 
(EGAS) and cost (Ct), power losses (PL) and greenhouse gas 
emissions (EGAS)), are respectively: 1345.3, 1369.4, 1369.6, 
1362.7 $/h. The minimum cost is obviously obtained for the 
first case of only cost (Ct) minimizing 1345.3$/h. The 
maximum cost is obtained for the second and third cases (Ct + 
HPLPL, and Ct+ HgasEGAS) 1369.4, 1369.6$/h respectively, the 
forth case is upper the first and lower than the second and the 
tird 1362.7 $/h. So, even with an overloaded network, reducing 
greenhouse gas emissions does not cost much, i.e. compared to 
the first case, an increase of 1.28% for the third case and an 
increase of 1.775% for the fourth case. 

TABLE 6. OPTIMAL POWER OUTPUT WITH LOSSES AND MINIMIZATION OF 

TOTAL PRODUCTION COST  

Fobj Ct Ct + HPLPL 
Ct +  

HgasEGAS 
Ct+HPLPL+ 
HgasEGAS 

Pg1(MW) 49.25 30.04 67.44 39.09 

Pg2 (MW) 58.03 96.43 81.44 88.93 

Pg5(MW) 117.79 150.00 111.30 150.00 

Pg8(MW) 144.35 119.27 124.02 117.31 

Pg11 (MW) 138.10 103.25 105.44 102.49 

Pg13 (MW) 69.76 75.74 87.24 76.93 

feval ($/h) 1345.478 7255.0275 2684.3 8677.6 

PG (MW) 577.28 574.75 576.89 547.76 

Ct ($/h) 1345.3 1369.4 1369.6 1362.7 

PL (MW) 10.6 8.06 10.34 8.09 

EGAS (Kg/hr) ------- ------ 0.2452 0.2632 

t(s) 404.1147 407.3103 432.6234 423.1467 

 

Newton Raphson's power flow calculation for the optimum 
productions found by the IEEE-30 bus ED by GA process in 
the fourth cases gives the voltages (modulus and phase) for each 
case and are listed in Table 7. 

The OPF calculation results show that all bus voltages are close 
to 1pu, with the minimum voltage value of 0.9190, 
corresponding to a voltage drop of 8.1% lower than the large 
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voltage limits of 10%. The ED allows power to be distributed 
appropriately, with voltages within the permissible limits. 
 

TABLE 7. OPF RESULTS FOR THE OVERLOADED TEST NETWORK WITH OPTIMAL 

PRODUCTIONS OBTAINED BY THE GA IN THE FOURTH CASE. 

Bus Type |V| 
(pu) 

Teta 
(°) 

Pl 
(MW) 

Ql 
(MVar) 

Pg 
(MW) 

Qg 
(MVar) 

Qinj  
(Mvar) 

1 1 1.0600 0 0 0 1.5000 0 0 

2 2 1.0430 -0.5379 21.70 12.7 81.7220 33.98 0 

3 0 1.0232 -1.4150 2.4 1.2 0.0035 0 0 

4 0 1.0141 -1.5542 7.6 1.6 -0.0083 0 0 

5 2 1.0100 -4.1841 94.2 19.0 149.991 29.57 0 

6 0 1.0089 -1.3726 0 0 0.1384 0 0 

7 0 0.9983 -3.6980 22.8 10.9 0.0102 0 0 

8 2 1.0100 -0.2192 30.0 30.0 114.0673 12.69 0 

9 0 0.9793 0.9873 0.0 0 1.7019 0 0 

10 0 0.9776 -4.3917 5.8 2.0 0.0819 0 3 

11 2 0.9631 13.7318 0.0 0 103.0741 15.15 0 

12 0 1.0388 -3.7244 11.2 7.5 0.0386 0 3 

13 2 1.0710 1.7043 0 0.0 78.9489 5.25 0 

14 0 1.0085 -5.7519 6.2 1.6 0.0093 0 0 

15 0 0.9954 -5.9193 8.2 2.5 0.0062 0 3 

16 0 1.0021 -4.6734 3.5 1.8 0.0244 0 0 

17 0 0.9772 -5.0134 9.0 5.8 0.0560 0 3 

18 0 0.9682 -7.0842 3.2 0.9 0.0115 0 0 

19 0 0.9576 -7.3241 9.5 3.4 0.0421 0 0 

20 0 0.9613 -6.7197 2.2 0.7 0.0203 0 3 

21 0 0.9599 -5.7817 17.5 11.2 0.0992 0 3 

22 0 0.9612 -5.7936 0 0 0.0062 0 0 

23 0 0.9692 -7.0290 3.2 1.6 0.0069 0 3 

24 0 0.9478 -7.6484 8.7 6.7 0.0488 0 4.3 

25 0 0.9579 -8.9103 0 0 0.0049 0 0 

26 0 0.9290 -10.2447 3.5 2.3 0.0065 0 0 

27 0 0.9785 -8.9124 0 0 0.0008 0 0 

28 0 1.0047 -1.9218 0 0 -0.0174 0 0 

29 0 0.9405 -11.8514 2.4 0.9 0.0024 0 3 

30 0 0.9178 -13.9703 10.6 1.9 0.0147 0 0 

 

V. CONCLUSION 

The genetic algorithm has been successfully applied to 
solve the ED problem with consideration of equality and 
inequality constraints. The results obtained clearly show the 
effectiveness of the GA in solving the ED problem in terms of 
minimizing the multi-objective function, i.e. fuel cost, power 
active losses and gas emission. Taking into account certain 
constraints such as current flow limits and protection 
constraints in our optimization model will improve its 
applicability in real-world situations.  

The Kron’s formula, gives a less accurate estimate of losses 
less than a third of that obtained by OPF. When we need 
approximate results, Kron's formula gives an acceptable total 
cost ED in a short time. 

In normal loaded network ED, all bus-bars voltages are 
close to 1pu, a very low voltage drop of 0.0171 pu. The ED 
makes it possible to distribute power appropriately, with 
voltages within the admissible limits and reducing total 
production costs (Ct = 608.98$/h). Reducing greenhouse gas 
emissions does not cost much, i.e. compared to the first case, an 
increase of 2.7% for the third case and an increase of 3.5% for 

the fourth case. The ED allows power to be distributed 
appropriately, with voltages within the permissible limits. 

So, even with an overloaded network, reducing greenhouse 
gas emissions does not cost much, i.e. compared to the first 
case, an increase of 1.28% for the third case and an increase of 
1.775% for the fourth case. 

The OPF calculation results show that all bus voltages are 
close to 1pu, with a voltage drop of 8.1% lower than the large 
voltage limits of 10%. The ED allows power to be distributed 
appropriately, with voltages within the permissible limits. 
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Abstract—The increasing use of non-linear loads has raised 

concerns about disturbances in electrical networks. This paper 

focuses on the analysis and enhancement of electric power quality 

through the application of a series active filter (SAF). A method 

for identifying electrical disturbances, known as the Space Vector 

Method, is investigated. Furthermore, two control strategies for 

the SAF hysteresis control and space vector pulse-width 

modulation control control are presented. Simulation tests are 

carried out to analyze the two studied control strategies. 

Keywords: Hysteresis control, pulse-width modulation (PWM) 

control, quality of energy, series active filter (SAF), space vector. 

I. INTRODUCTION  

Ensuring the quality of electrical power is a major concern 
for electricity providers. While continuity of service was the 
primary customer satisfaction criterion in the past, recent 
technological advancements have placed a new spotlight on 
energy treatment. Today, power quality involves not only the 
continuity of service but also the waveform’s integrity. The 
quality of electrical energy, crucial for the smooth electrical 
loads operation, has shown significant deterioration due to the 
growing use of non-linear loads, leading to issues such as 
harmonic distortions, voltage unbalances, momentary 
interruptions, voltage sags, and temporary overvoltages  [1]. 

In response to these challenges, various solutions have been 
developed. Traditional methods involve compensating reactive 
power with capacitor banks to improve the power factor and 
using passive filters like LC circuits to mitigate harmonic 
currents. Modern pollution control methods, however, offer 
enhanced effectiveness. These methods employ active filters 
based on semiconductor components, such as IGBTs and 
MOSFETs. These active filters can be categorized into two 
types: parallel active filters to improve current quality and series 
active filters (SAFs) to enhance voltage quality. A combination 

of both filters, known as unified power quality conditioning, has 
also been investigated [1], [2]. 

This paper focuses on one of these modern solutions, the 
implementation of the space vector method in SAFs, aiming to 
improve the quality of electrical power by addressing the 
challenges posed by non-linear loads under nonideal grid 
voltage conditions. We’ll explore the principles, methodologies, 
benefits of this innovative approach. 

The rest of this paper is organized as follows. Section II 
presents the structure and the studied control strategies of the 
SAF. In Section III, electrical disturbance identification methods 
are described. In Section IV, the hysteresis and pulse-width 
modulation (PWM) control strategies of the SAF are 
investigated through simulation tests and the obtained results are 
analyzed and compared. Section V concludes this paper. 

II. SAF-BASED DEPOLUTION SOLUTION 

Since the proposal by H. Sasaki and T. Machida in 1971 [1], 
active power filters for harmonics compensation in electrical 
networks have been a subject of study. Initially, active filtering 
was a theoretical concept. However, as power semiconductor 
technology rapidly advanced, it found application in harmonics 
compensation, often paired with PWM techniques. With the 
progress made in theoretical research, active filters were brought 
to practical implementation. By the 1990s, there was a 
resurgence of interest in active filters, driven by studies 
demonstrating their superior performance in harmonics 
compensation when compared to traditional passive LC filters. 

A. SAF Structure and Basic Principle 

Series active filters are controlled voltage sources 
strategically positioned in the electrical circuit between the 
power grid and the sensitive load, with the primary objective of 
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safeguarding the latter. These filters consist of two fundamental 
units: 

The control part of the series active filter is responsible for 
tasks such as identifying disruptive voltages, regulating injected 
voltages, and managing inverter switches. This control is often 
achieved using PWM techniques. 

The power part encompasses essential elements, including a 
three-phase voltage inverter with PWM control, energy storage 
components integrated into a DC power supply system, a 
second-order output filter, and three single-phase voltage 
injection transformers. 

Series active filters operate as a dedicated solution designed 
to shield sensitive loads from undesirable voltage fluctuations 
that originate within the electrical network. These filters are 
strategically placed in series between the compromised network 
and the target load, utilizing injection transformers as voltage 
sources. 

 
Figure 1. SAF. 

Figure 1 represents the studied system, which consists of a 
perturbed electrical network (VS) affected by a non-linear load 
(VL) and a 1:1 ratio transformer. The primary is connected to the 
series active filter, providing inverter voltage Vinv, and the 
secondary is linked to an RC filter, supplying a voltage Vinj. 

B. SAF Control Schemes 

1) Hysteresis control 
Hysteresis control is a nonlinear control technique that relies 

on the difference between the reference voltage and the voltage 
generated by the inverter. This difference is compared to a 
tolerance range known as the hysteresis band. When the error 
exceeds the upper or lower limits of the band, a control signal is 
sent to keep the error within this range [3]. 

 

Figure 2. Hysteresis control scheme of the SAF. 

Sizing this regulator essentially involves setting the width of 
this band, and a practical rule is to make it equal to 5% of the 
nominal voltage. However, it does not guarantee compliance 
with the maximum switching frequency of semiconductors in 

every case [4]. The advantage of hysteresis control lies in its 
unlimited speed, ease of implementation, robustness, and good 
dynamics. 

2) Space Vector PWM control 
The Space-vector PWM (SVPWM) method is widely 

employed in inverter control because it can increase the 
maximum output voltage value of the inverter while reducing 
harmonic distortion compared to the sinusoidal PWM method. 
Several algorithms utilize SVPWM to control inverters or 
rectifiers. The objective of all modulation strategies is to 
minimize switching losses and harmonics while ensuring 
precise control. 

 
Figure 3. SVPWM principle. 

III. ELECTRICAL DISTURBANCE IDENTIFICATION METHODS 

Understanding the classification characteristics is crucial for 
identifying and analyzing different disturbances, as the 
effectiveness of active filters largely hinges on isolating these 
disruptive signals. It's essential to identify these signals so that 
they can be countered by injecting signals with opposite 
amplitude and phase. The reliability of the identification method 
ensures proper compensation, which, in turn, leads to an 
enhancement in the quality of the network signal. The proposed 
method for disturbance identification is known as the Space 
Vector Method. 

A. Definition and History 

The Space Vector Transformation represents an interesting 
approach to analyzing electrical power quality issues. This 
method offers a distinctive advantage: it's applicable to all types 
of disturbances and relies on only two parameters for analysis, a 
complex quantity known as the vector space and a real quantity 
called the homopolar component. This approach simplifies the 
analysis of electrical disturbances by focusing on these two 
quantities, making the analysis process efficient while 
encompassing a broad spectrum of electrical power quality 
concerns [5]. In an undisturbed three-phase system, the 
homopolar component remains at zero, causing the space vector 
to trace a circular path in the complex plane. However, any 
perturbation in the waveforms of the three-phase quantities 
results in changes in the trajectory of the space vector and/or the 
homopolar component. These alterations are used to detect, 
identify, classify, and characterize the measured disturbances. 
By tracking variations in the space vector trajectory and the 
homopolar component, it becomes possible to identify the 
disturbances impacting the three-phase electrical system. 

Identification 
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load 
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Command vector in the frame αβ Decomposition of a command vector 
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Symmetrical components, first introduced by Fortescue in 
1918, are the foundation of the Fortescue transformation, a 
method applicable to the phasors of sinusoidal functions. This 
technique enables the analysis of asymmetric three-phase 
systems under sinusoidal conditions. Lyon later adopted 
Fortescue's transformation and modified it to accommodate 
time-varying quantities, irrespective of the conditions, whether 
they are sinusoidal or not [6]. Considering the grid voltage 
vector VS = [va vb vc]T, the Lyon transformation gives the 
following decomposition : 

 

2

2

0

( ) ( )1
1

( ) 1 ( )
3

1 1 1( ) ( )

d a

i a

a

v t v ta a

v t a a v t

v t v t

    
    

=     
        

 (1) 

where 𝑎 = 𝑒−𝑗
2𝜋

3 . j is the complex operator. 

The normalization coefficient of 1/3 is chosen to ensure the 
preservation of amplitudes between the three-phase systems 
before and after the transformation. If v𝑎(𝑡), v𝑏(𝑡), and v𝑐(𝑡) are 
real-valued, the direct and inverse components of the Lyon 
transformation, v𝑑(𝑡) and v𝑖(𝑡), are complex conjugates. These 
quantities are redundant and convey the same information. In 
fact, to fully describe the three real scalar quantities of the 
original three-phase system, only one complex scalar quantity 
and one real scalar quantity are required [7]. Subsequently, 
Clark adopted Lyon's transformation with the objective of 
eliminating the previously mentioned redundancy, resulting in 
the creation of the following matrix. 
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The matrix obtained is now in real values, mirroring the three 
components of the transformed three-phase system vα(t), vβ(t), 
and v0(t). Its initial two components constitute the space vector, 
and the homopolar component is given by v0(t). 

B. Space Vector Characteristics in presence of disturbances 

1) Fundamental disturbances 
When exclusively focusing on the fundamental frequency 

component ω0, the quantities of a three-phase system are 
assumed to be sinusoidal with the same angular frequency ω0. 
Consequently, each quantity can be represented as the sum of 
two phasors, each multiplied by complex exponential functions 
of angular frequency ± ω0 [8]. 
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When represented in the complex plane, these phasors rotate 
at the same angular frequency ± ω0, but in opposite directions. 
The space vector, being a linear function of the three-phase 
quantities, can also be presented as the sum of one phasor 
rotating counterclockwise and another phasor rotating 
clockwise. 
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They are, respectively, the positive and negative phasors. In 
the general case where the two phasors have different 
amplitudes and phases, the space vector takes the form of an 
ellipse in the complex plane with the following parameters. 
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where rmaj is the major radius, rmin is the minor radius and φinc 

is the inclination angle. 

2) Fundamental disturbances 
In the presence of harmonics, the Space Vector can be 

expressed as a sum of vectors rotating at different frequencies 
±kω0. 

 0 0

0

( ) ( ) ( )
jk t jk t

pk nk

k

v t v t e v t e
 

+
−

=

 = +   (6) 

where k is the harmonic order of the harmonics present in the 
phase quantities. On the other hand, the homopolar component 
can be represented in the classical form of a Fourier transform. 

3) Space vector simulation using Matlab 

In this section, two examples of applying the space vector 
transformation for the analysis of electrical energy quality are 
presented. The simulations were performed using Matlab-
Simulink. The first example illustrates voltage sags, and the 
results are shown in the following figures. This disturbance is 
characterized by a voltage drop on all three phases, with a 
magnitude of 50% of the nominal voltage, which is 220√2 V, as 
seen in Figure 4. 

 
Figure 4. Measured voltage sag. 

The space vector result is represented in Figure 5 throughout 
the entire voltage sag period from 0.5s to 1s. It follows a circular 
shape with a shape index SI = rmaj/rmin= 1. 
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Figure 5. Space vector in the complex plane. 

The second example presents the results of harmonic 
disturbances. Figure 6 represents the 5th order harmonic. 

 
Figure 6. 5th order harmonic disturbance. 

 

                   Figure 7. Space vector for 5th harmonic order. 

Different types of disturbances are typically analyzed and 
quantified using specific methods, often necessitating the use of 
various parameters. Concerning disturbances with significant 
amplitude variations, such as voltage sags, interruptions, and 
overvoltages, techniques for amplitude estimation, detection, 
classification, and characterization are applied. For disturbances 
related to waveform irregularities, like harmonics, estimation 
tools such as Fourier series and Fourier transform are employed. 

IV. SIMULATION RESULT 

The studied structure comprises a three-phase voltage 
source, an RL load, and a series active filter, including a power 
section that consists of a series transformer, voltage inverter, and 

output filter. Additionally, there is a control section employing 
hysteresis or space vector PWM. 

The primary purpose of the series active filter is to ensure 
voltage stability at the terminals of sensitive loads, regardless of 
the grid’s condition. To validate this study, three tests have been 
conducted. Namely, 50% symmetrical voltage drop, 50% 
overvoltage, and then a harmonic disturbance. It has been 
observed that the filter’s response is instantaneous, irrespective 
of the control method used hysteresis or space vector PWM. 

Figures 8, 9, and 10 show the results obtained when a 50% 
three-phase voltage sag occurs in the grid voltages, a 50% three-
phase overvoltage occurs in the grid voltages, and a 20% 
injection of the 5th harmonic, respectively. 

Figure 10 illustrates spectral analyze of the distorted grid 
voltage VS and the obtained load voltage VL when SAF is 
operated using PWM control and hysteresis control. 

 
(a) 

 
(b) 

Figure 8. Control performance comparison under 50% voltage sag: (a) PWM 
control and (b) hysteresis control. 

The simulation results demonstrate that applying hysteresis 
control and SVPWM method for a series active filter yields 
similar performance in terms of managing voltage sags and 
overvoltages. Both approaches exhibit comparable response 
times to these disturbances. 

However, when considering harmonic distortion tests, it’s 
worth noting that hysteresis control exhibited slightly better 
performance in terms of transient response compared to 
SVPWM.  
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(a) 

 
(b) 

Figure 9. Control performance comparison under 50% overvoltage: (a) PWM 
control and (b) hysteresis control. 

 
(a) 

 
(b) 

Figure 10. Control performance comparison under harmonic disturbance: (a) 
PWM control and (b) hysteresis control. 

 
(a) 

 
(b) 

 
(c) 

Figure 10. Spectral analysis of: (a) distorted grid voltage VS, (b) filtered VL 

obtained with PWM control and (c) filtered VL obtained with hysteresis control. 

To further validate this approach, a spectral analysis of the 
load voltage VL has been conducted. It was observed that the 
Total Harmonic Distortion (THD) with Hysteresis Control is 
higher than that with SVPWM. The reasons for this 
improvement lie in the fact that SVPWM controls the inverter’s 
output spectrum by controlling the switching frequency. This 
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precise control allows for accurate reconstruction of low-rank 
components. 

In summary, while both Hysteresis Control and Space 
Vector PWM yielded similar results in managing voltage sags 
and surges, Space Vector PWM demonstrated significant 
superiority in reducing harmonic distortions. 

V. CONCLUSION 

 This work has focused on the theoretical analysis of 
electrical energy quality and its enhancement using SAF 
structures. The Space Vector Method has been introduced for 
identifying disturbances affecting the quality of electrical 
energy. SAF control has been specifically examined through two 
methods, hysteresis, an easily implementable method that may 
lack precision as it operates within a tolerance band, and 
SVPWM, a slightly more challenging and costly method but 
offering finer control as it operates at a constant switching 
frequency. Both methods have demonstrated their ability to 
provide a similar response from the filter in terms of speed and 
quality for fundamental disturbances. However, in the case of 
harmonic disturbances, SVPWM control has proven to be more 
effective. In conclusion, improving the quality of electrical 
energy through a series active filter relies on the selection of an 
appropriate control strategy for the power inverter. 
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Abstract— This work is devoted to overvoltage transient’s 

propagation through unloaded relatively long transmission lines 

where the Ferranti effect phenomenon appears as a mean 

influent parameter. This phenomenon generates especially 

harmonics pollution and leads to inopportune flashovers and 

equipments failure. We have then the aim to dimension a power 

reactive compensation by installing adequate shunt inductance in 

order to attenuate the receiving end voltage and the 

superimposed harmonics. 

Keywords: Over-Voltage Transients; Ferranti Effect; Total 

Harmonic Distortion; Reactive power compensation. 

I. INTRODUCTION 

Transmission line parameters including series resistances, 
series reactance and shunt susceptance are important inputs to 
various power system programs and applications [1, 2]. The 
problem  of designing insulation  for transient  voltages is 
complicated by the great variety of transient  and 
meteorological conditions  that the  line  experiences and  by 
statistical  fluctuations  in the  insulation  strength  itself [2]. 
Transients appear in all shapes and with different amplitudes.  
Each type of transient may occur during most types of 
meteorological conditions, all of which affect the flashover 
strength differently [3].  

For single and three-phase power systems with sinusoidal 
voltages and sinusoidal currents, quantities such as active 
power, reactive power, active current, reactive current, power 
factor, etc. are based on the average concept. Many 
contributors have attempted to redefine these quantities to deal 
with three-phase systems with unbalanced and distorted 
currents and voltages [4]. 

 The larger transients occur more rarely than the smaller 
ones, and the greatest possible transients may have an 

extremely low probability of occurring in actual service.  
Often, the  expense of insulation  is sufficient  to withstand  
such  a  transient  may  be so great  that  it becomes  more 
practical and  economic to take the risk, clear the infrequent 
fault, and  reclose[1]. When reclosing breakers are utilized, 
flashovers on transmission lines do not usually result in 
permanent failure or in unacceptable stability problems. 

The probability of successful reclosing is quite high, thus 
encouraging efforts toward designing the lines to meet a given 
reliability criterion rather than attempting to ensure that no 
flashover will ever occur [2]. 

However when the length of the lines of transport or, in a 
more general way, the distance between the power stations of 
production and the centers of consumption, become higher than 
a few hundred kilometers of other electro-technical phenomena 
can reduce the transmissible maximum power appreciably [2, 
3]. These phenomena are related on the one hand on the 
voltage drop in the lines and to the need for preserving the 
stability of the network during the most frequent disturbances 
such as for example the defects of insulation on line. 

When a line is lowly loaded or empty it behaves like a 
capacitor. The reactive power supplied to the network (CωU²) 
is higher than 180 kVAR / km for a 220 kV line. And as the 
line is loaded, the flow of current in the direct inductance line 
will consume reactive power equivalent to 3lωI².When we 
reach the current value as that 3lωI² = CωU², then the balance 
of reagent line is zero [2, 5]. The power that flows in the line 
when this balance is zero is called reactive characteristic power 
Sc; witch is: 

 1                            
²

3
Zc

U
VISc   

Where Zc is the characteristic impedance of the line. 
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Therefore, the study related to the over-voltages is 

necessary in order to ensure the safe operation. 

II. MAJOR PROBLEMS OF LONG LINES 

As an example of the Algerian power grid, during the visit 
of the line maintenance team of GRTE at the place indicated by 
the default locator of the departure 220 kV NAAMA to 
SAIDA, it was noted what follows: 

Flashover marks on the anchorage pylon No. 25 between 
the continuity junction (Phase 4) and the pylon girder. 

The protection of the circuit breaker D60 operates an 
opening of single Phase 4 - Earth, then a reclosing of the faulty 
phase. But immediately, the fault evolves between phases 0 
and 4, and therefore it was immediately followed by a three 
phase breaking. 

On the perturbo-graphy recorded on the section of the 
studied line (Figure 1), we can see well that the flashover took 
place on phase 4, where the circuit breaker detected an over-
current which lasted 90 ms before it opens. 

 

 

 

 

 

 

 

 

 

 

Fig.1.   Perturbography of the recorded flashover. 

 

III. LINE CONDITIONS AND MODEL 

Figure 2 shows the single phase line operating diagram of 
the studied electrical network (220kV, Saida  -  Naama  -  
Bechar).  this line  is  285 km  length between Saida – Naama, 
and 305 km between Naama and Bechar.  It consists of seven 
buses, nine lines, two intermediate power stations (NAAC and 
BEC), one post of 220 kV in Saida and two substations of 
220/60/30 kV in Naama and Bechar. 

 

Fig. 2.   An operating single line diagram of the studied electrical network. 

Figure 3 shows an equivalent single phase diagram in π of 
the transmission line. 

 

Fig. 3.   Diagram in π of the transmission line. 

• Vr and Vs represents the sending end voltage and 
receiving end voltage of the line. 

• R, L and C are the cyclic impedances of the direct 
regime of the line. 

• Pr and Qr are respectively the active and reactive 
power at the output of the line. 

The line equations system of the quadripole connected in π 
is: 
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IV. TOTAL HARMONIC DISTORTION 

Periodic voltage  and  current distorted  waveforms can be 
presented by  the  sum  of a  series  of multiple frequency terms  
of varying magnitudes and  phases [6]. This expresses the 
Fourier theorem, whereby a complex wave form is expressed 
as 

   4       
...3,2,1

)cos( 0)( 



n

nnwtnaatm   

 Where:  

• an is the magnitude of the nth harmonic frequency  

• ω is the fundamental frequency and  

• αn is  the  phase shift  of the nth harmonic. 

 

The Total Harmonic Distortion (THD) is computed using 
the following formula: 

 5                      

1

2/1

²
2

V

n
nV

THD












  

 Where: 

• V1 is the fundamental voltage  

• Vn is the nth harmonic voltage. 

The distortion power factor describes how the harmonic 
distortion of a load current decreases the average power 
transferred to the load. 

 6 
rmsI

 1rmsI
 

21

1
FactorPower  Distortion 





iTHD

 

THDi is the total harmonic distortion of the load current. 
This definition assumes that the voltage remains undistorted 
(sinusoidal, without harmonics) [4, 6]. This simplification is 
often a good approximation in practice.  

I1rms is the fundamental component of the current and Irms 
the total current - both are root mean square-values. 

The result when multiplied with the Displacement Power 
Factor (DPF) is the overall true power factor or just power 
factor correction (PFC): 

 7                                    
rmsI

rms 1I
PFC DPF  

 

V.  POWER FACTOR CORRECTION IMPORTANCE 

Power Factor Correction (PFC) is defined as the ratio of the 
real power (P) to the apparent power (S), or the cosine (for 
pure sine wave for both current and voltage) that represents the 
phase angle between the current and voltage waveforms 
(Figure 4). The power factor correction can vary between 0 and 

1, and can be either inductive (lagging, pointing up) or 
capacitive (leading, pointing down) [2]. In order to reduce an 
inductive lag, capacitors are added until PFC almost equals 1. 

  

Fig. 4.  Power Factor Triangle (Lagging) 

 

Shunt inductive compensation is used either when charging 
the transmission line, or, when there is very low load at the 
receiving end. Due to very low, or no load, very low current 
flows through the transmission line [2]. Shunt capacitance in 
the transmission line causes voltage amplification (Ferranti 
Effect) [3].  

Power factor correction provides many benefits [2]:  

• Increase  system capacity  

• Improve  the  voltage  

• Reduce the heat  losses  

• Reduce the amount of electric power  used 

VI. FERRANTI EEFFECT COMPENSATION AND FILTERING 

Long transmission lines are the seat of a substantial 
quantity of charging currents. If such a line is opened or very 
weakly loaded at the receiving end, the voltage at this end may 
become greater than the voltage at the departure [3, 7, 8]. This 
is known as Ferranti effect. It is due to the voltage drop across 
the line inductance (due to charging current) which is in phase 
with the source voltage [3, 7]. Therefore, both capacitance and 
inductance are responsible on the production of this 
phenomenon. 

The capacitance (and charging current) is negligible in 
short lines but significant in medium lines and appreciable in 
long lines. Therefore, this phenomenon occurs in medium and 
long lines [7]. Figure 5 shows the Fresnel diagram on the 
Ferranti effect. 

 

Fig. 5.  Fresnel diagram (Ferranti effect). 
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It is clear from the Fresnel diagram that the voltage 

generated by the source Vs when the line is open is small than 
the reception voltage Vr [3]. Where Ic is the current absorbed 
by the capacitor. 
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Fig. 6. Voltage drop of the sending end voltage (Vs) and receiving end 
voltage (Vr) without load. 

Figure 6 shows the variation of the sending end voltage and 
receiving end voltage without load where the Ferranti effect 
appears clearly. By simulation of the voltage drop between the 
two ends, we can see that the transient is higher than 200kV. 
And, by using the reactive compensation as shown in Figure 7, 
between 0.1s and 0.2s, this enabled us to mitigate the voltage 
drop at 40kV and to maintain it constant. 
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Fig. 7.  Voltage drop of the sending end voltage (Vs) and receiving end 
voltage (Vr) with load and compensation between 0.1s and 0.2s.  

Figure 8 shows the variation of the sending end voltage and 
receiving end voltage with filtering and without load. And, by 
simulation of the voltage drop between the two ends, we can 
see that the transient overvoltage when filtering the harmonics 
of the first order is higher than 200kV. On the other hand, 
when using the filtering and the reactive power compensation 
as shown in Figure 9 between 0.1s and 0.2s, we have 
maintained the voltage drop at 40kV. 
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Fig. 8.  Voltage drop of the sending end voltage (Vs) and receiving end 
voltage (Vr) with filtering and without load.  
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 Fig. 9.  Voltage drop of the sending end voltage (Vs) and receiving end 
voltage (Vr) with load, filtering and compensation between 0.1s and 0.2s. 

VII. CONCLUSION 

As a conclusion, we can say that in the specific studied 
case, the unloaded transmission line may cause, in specific 
conditions, a transient over-voltage where the receiving end 
voltage may become double of the sending end voltage. This is 
generally the case of unloaded very long transmission lines. 

To compensate this phenomenon and in order to eliminate 
the consecutive harmonics, adequate shunt inductors and filters 
of harmonics are connected with success across the 
transmission line. Moreover, the proposed technique responds 
fast, less than half cycle duration. 
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Abstract— The Schavemaker arc model is a good arc model 

which can be used to represent the nonlinear arc conductance 

inside the high-voltage circuit breakers, during the interruption 

process. This work aims to determine the most suitable 

optimization method to determine precise values of its 

parameters from short-line fault measurements performed on 

high-voltage circuit breakers. For this purpose, unconstrained 

local and global optimization methods were used to minimize the 

error between the measured and the simulated arc voltage and 

arc current curves.  Some of these methods were used in previous 

works.   

For numerical simulation, the Schavemaker arc model was first 

built in Matlab/Simulink and then inserted in the test-circuit 

which allows short-line fault simulation.  

The simulation results show that the heuristic methods namely 

the particle swarm optimization technique, the genetic algorithm 

and the simulated annealing method perform better than the 

other used methods, however there is no a single method that is 

efficient for all the HV circuit breakers. For the 245kV and the 

123kV circuit breakers, the genetic algorithm technique is the 

most suitable, while for the 145kV circuit breaker; the simulated 

annealing method is the most appropriate.   

Keywords: High-voltage circuit breakers, Black box arc models, 

Parameter estimation. 

I. INTRODUCTION  

High-voltage (HV) SF6 circuit breakers are the main 
protection devices in HV networks, they currently dominate the 
HV circuit breakers market for voltages between 72.5kV and 
800kV, thanks to the remarkable arc extinguishing properties 
of the SF6 gas [1]. When a fault occurs, the circuit breaker 
contacts separate when approaching current-zero, the electric 
arc that appears between them is extinguished by the SF6 gas. 
Successful interruption is obtained if the dielectric regeneration 
rate is greater than the evolution of the transient recovery 
voltage (TRV). The time period when the transient voltage and 
the post-arc current occur is in the range of microseconds to 
milliseconds. In some special cases, establishing or interrupting  

a short-circuit current is a difficult task for the HV circuit 
breaker, the interruption of a short-line fault (SLF) is among 
these cases. The SLF occurs on the overhead line relatively 
close to the circuit breaker terminal and creates, after the 
current interruption, a very steep voltage oscillation at the line 
side of the circuit breaker [2]-[3]. To be sure that the circuit 
breaker is able to interrupt this type of default, it must be tested 
in a high-power laboratory. However the tests are expensive 
and time-consuming, the black-box arc models are used to 
study the arc-circuit interaction during the interruption process 
in order to extend the information obtained during the test and 
better understand the complex phenomena taking place [4].  

The black box arc models are mathematical description of 
the arc behavior. The basic black-box arc models were 
proposed by Cassie and Mayr by considering some physical 
assumptions, thereafter that many modifications of these arc 
models were proposed in order to well reproduce the measured 
data [5]-[6]-[7]. Nowadays, the KEMA and the Schavemaker 
arc models are the most used in the literature because they 
show good correspondence between the measured and 
simulated curves before current-zero. The schavemaker arc 
model has the advantage to be simpler than the KEMA arc 
model which consists of three submodels in series. 

For a correct study of the arc-circuit interaction during the 

interruption process, it is not only important to choose a black 

box arc model that describes well such behavior but also to 
determine its unknown parameters as accurately as possible, 

from the measured arc voltage and arc current curves, because 

imprecise parameters can affect the predictive capability of the 

arc model [8]. For the AC HV circuit breakers, the following 

MATLAB optimization algorithms were used to minimize the 

error between the measured and the simulated curves; the 

simplex search Nelder-Mead algorithm (fminsearch) [9],  the 

nonlinear least square function (lsqnonlin) [10],  the genetic 

algorithm (GA) [11]-[12]   and the simulated annealing (SA) 

algorithm. 
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In this work, the Schavemaker arc model is chosen to 

simulate the dynamic behavior of the electric arc inside the HV 
SF6 circuit breakers, during the interruption process. In 
addition of the methods cited above, the particle swarm 
optimization (PSO) technique, the pattern search algorithm 
(PS) and the quasi-Newton line search algorithm (fminunc) 
are used to extract its parameters from three 90% SLF 
measurements, performed successively on the 
245kV/50kA/50Hz (CB245), 145kV/31.5kA/60Hz (CB145) 
and 123kV/31.5kA/60Hz (CB123) circuit breakers [9].  The 
obtained results are compared to determine the most suitable 
optimization method for a correct arc circuit interaction study. 

This paper is organized as follow: Section 2 introduces the 

Schavemaker arc model. Section 3 describes the parameter 

determination procedure. Section 4 gives an overview on the 

used optimization methods. Section 5 presents the comparison 

of the simulation results. Finally, section 6 provides the 

conclusion of the work.    

II. SCHAVEMAKER ARC MODEL 

The Schavemaker arc model is a Mayr-type arc model 

described by the following differential equation [7] 

                   y(t, θ) =
dlng

dt
=

1

τ
(

ui

P0+P1ui
− 1)                     (1)

Where, 

u arc voltage, in volts 

i arc current, in amperes 

g arc conductance, in siemens 

τ time constant, in seconds. 

P0  cooling power constant (originating from the design 
  of the circuit breaker) in Watt. 

P1  cooling power constant (regulates the influence of the  

  electrical power input on the cooling power). 

 vector of the unknown parameters (, P0 and P1). 

As in the high currents area, the arc voltages computed with 

(1) were lower than the measured ones; the arc model was 

adapted in the following way 

             y(t, θ) =
dlng

dt
=

1

τ
(

ui

max(Uarc|i|,   P0+P1ui)
− 1)         (2) 

Uarc is the constant arc voltage in the high currents area, in 

volts.  

The Schavemaker arc model has three parameters to be 

determined; , P0 and P1. The parameter Uarc can be used to 

have a constant arc voltage in the high currents area.  

III. PARAMETER ESTIMATION PROCEDURE 

In this work, seven routines based on unconstrained 
optimization algorithms were designed to estimate the 
parameters of the Schavemaker arc model, the procedure 
followed is as follows 

1) The measured arc voltage and arc current curves 

needed for the evaluation and the validation of the parameter 

estimation routines describe the arc behaviour during the 

interruption process; they are obtained from a high-power 

laboratory. The measured arc voltage um(t) and arc current 

im(t) curves corresponding to CB245, CB145 and CB123[9] 

are presented respectively in Fig. 1, 2 and 3. 

2) The arc conductance and the electric power were 

computed point by point from um(t) and im(t) 

                                      gm(t) =
im(t)

um(t)
                                 (3) 

 w = um(t). im(t)           (4) 

1) The differential of the arc conductance was computed 

from gm(t) 

 ym =
dln(gm(t))

dt
     (5) 

2) (1) was rearranged as 

          y(t,) =
dlng

dt
=

1


(

w

P0+P1w
− 1)                              (6)  

3) The expression of the objective function was written 

using (5) and (6), by applying the method of ordinary least 

squares 

 E() = ∑ [ymj − yj(t, )]n−1
j=1

2
      (7) 

Here, n is the number of observation points. 

 

4) Unconstrained optimization was performed on the 

parameters to minimize the objective function in (7).  

 
Figure 1.  Measured arc voltage and arc current traces before current-zero 

(CB245)[9].  
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Figure 2.  Measured arc voltage and arc current traces before current-zero 

(CB145)[9].  

 
Figure 3.  Measured arc voltage and arc current traces before current-zero 

(CB123)[9].  

IV. OPTIMIZATION ALGORITHMS 

The problem described by (7) is an unconstrained single-
objective optimization problem; local and global optimization 
algorithms are used to solve it.  

The local optimization algorithms consist to find a local 
minimum in the basin of attraction of the starting point. This 
local minimum can be a global minimum if initialization is 
performed carefully. In the other hand, the global optimization 
algorithms search for global minimum through more than one 
basin of attraction [13]. 

In this work, the used global optimization algorithms are 

PSO, GA, SA and PS, while the used local optimization 

algorithms are those of fminsearch, lsqnonlin and fminunc.  
PSO technique is a stochastic optimization technique based 

on swarm intelligence; it is able to optimize non-linear and 
multidimensional problems. Its basic principle is inspired 
by the motion of bird flocks and schooling fish, which while 

searching for food, they transmit the information. Conducted 
by the good information the birds will go to the place where 
the food is. 

The individuals are called particles and the population is 

named swarm.  

The movement of a particle is influenced by its inertia, its 

personal best position (pbest) and the global best position 

(gbest). Each particle seeks to adjust its position using the 

current velocity and the distance obtained from pbest and 

gbest.  

For a D-dimensional target search and N number of particles, 

at iteration k, for each particle the position vector is given as 

 Xi
k = [Xi1

k , Xi2
k , … XiD

k ]
T
 (8) 

The velocity vector is given as 

 Vi
k = [Vi1

k , Vi2
k , … ViD

k ]
T

 (9) 

These vectors are updated through the dimension j according 

to the following equations [14] 

 Vij
k+1 = ωVij

k + c1r1
k(pbestij − Xij

k) + c2r2
k(gbestj − Xij

k)  

         
            (10) 

 Xij
k+1 = Xij

k + Vij
k+1 (11) 

Where:    

i=1, 2…, N and j=1, 2…, D; 

c1   and c2  are positive constants, used to pull each particle to 

pbest and gbest; 

r1   and r2   are two randomly generated numbers with a range 

[0 1];  

 is the inertia weight and it keeps balance between 
exploration and exploitation. The inertia weight is defined as 

follows 

 ω = ωmax
−k(ωmax−ωmin)

Maxite
 

min : the initial weight.  

max : the final weight. 

Maxite: the maximal number of iterations 

The flow chart of the PSO technique is shown in Fig. 4.  

GA is a stochastic search method and evolutionary 
algorithm, inspired from the natural selection process. GA has 
four operators; the initialization operator creates the initial 
population of solutions called individuals, each solution is 
associated with a fitness value. The selection operator chooses 
the chromosomes from the population for mating. The 
crossover operator is used to combine the genetic information 
between two chromosomes. Finally the mutation operator 
modifies one or more gene of a chromosome. The process is 
repeated over various generations [15].  
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Figure 4.  Flow chart of the PSO technique  

SA is a metaheuristic optimization method used to 

approximate the global optimum of a function. It is inspired 

by the annealing in the metallurgy where the metal is heated to 

a high temperature and then slowly cooled; the structure 
obtained is of good quality. The SA algorithm was made by 

Metropolis in 1953 and then improved by other searchers. SA 

uses the value of the objective function; it starts with a current 

solution xc of the objective function at an initial high 

temperature T0, then a new solution x1 is randomly taken from 

its neighborhood. The acceptance depends on the difference 

between the new solution and the current solution as well as 

the current temperature. 

 ∆f = f(x1) − f(xc) 

If f ≤ 0 the new solution x1 replaces the current solution. 
Otherwise, it will be accepted probabilistically [16]. The 

Metropolis criterion to decide the acceptance probability is 
given by  

 p = exp (−
∆f

KBT
) > 1 

Where p is the acceptance probability; f is the difference 
between the current and the neighbor solution: KB is the 
constant of Boltzmann and T is the current temperature. 

The general diagram of the optimization routines using the 
MATLAB functions; fminsearch, lsqnonlin, fminunc, 
simulannealbnd, ga and patternsearch is shown in Fig. 5. 

The best fitting parameters and the computation time 
obtained by each optimization routine are presented in the 
tables I, II and III. The parameter Uarc was chosen, from the 
measured arc voltage;  Uarc is 1420V for the CB245 (Fig. 1) , 
1100V for the CB145 (Fig. 2) and 950V for the CB123(Fig. 3). 
From these results it is clear that in term of execution time the 
local optimization methods are faster. 

V. NUMERICAL SIMULATION 

For numerical simulation, the Schavemaker arc model was 
first built in MATLAB/Simulink and then inserted in the test-

circuit (Fig. 6) which consists of the generator and the 

inductance (Ls) at the supply side of the breaker under test, the 

TRV network (Rs, Cs, Cd) and the artificial line (R, L , C) [3]. 

The test-circuit parameters can be computed for each HV 

circuit breaker [9].  

For the CB245, Vsmax = 204.124kV (maximum amplitude), 

50 Hz; Ls = 9.191 mH;  Rs = 100 Ω; Cs = 60nF; Cd=1nF; L = 

1.02 mH, R = 450 Ω and C = 5.03 nF. 

The parameters in table I, II and III were successively used 
to simulate the arc-circuit interaction. The simulation results 
are shown in Fig. 7 to 9.  

 

 

Figure 5.  The general diagram of the optimization routine using fminsearch, 

lsqnonlin, fminunc, simulannealbnd, ga and patternsearch  
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Figure 6.  The test-circuit for the SLF simulation  

For the CB245, only the simulated arc voltages obtained by 
using PSO, GA, SA and fminunc (Fig. 7) are well 
approximated to the measured arc voltage. fminsearch, 
lsqnonlin and PS have given a reignition rather than a 
successful interruption. The simulated arc voltages obtained by 
using SA and fminunc are almost superposed 

For the CB145, only the simulated arc voltages obtained by 
using PSO, GA and SA (Fig. 8) are well approximated to the 
measured arc voltage. fminsearch and lsqnonlin have given a 
reignition rather than a successful interruption. 

For the CB123, only the simulated arc voltages obtained by 
using PSO, GA and SA (Fig. 9) are well approximated to the 
measured arc voltage. fminsearch, lsqnonlin, fminunc and PS 
have given almost the same results. 

TABLE I.  PARAMETER ESTIMATION RESULTS (CB245) 

Algorithm (µs) P0 (W) P1 computation time (s) 

fminsearch 0.681 54194 0.9668 0.068 

lsqnonlin 0.681 54230 0.9668 0.47 

PS 0.629 47373 0.9728 2.57 

fminunc 0.286 15917 0.9930 0.32 

PSO 0.25 13581 0.995 10.48 

GA 0.3 17553 0.99151 2.31 

SA 0.297 16719 0.99278 14.95 

TABLE II.  PARAMETER ESTIMATION RESULTS (CB145) 

Algorithm (µs) P0 (W) P1 computation time (s) 

fminsearch 9.9x10-8 0.0061 1 0.078 

lsqnonlin 4.4x10-5 2.6565 1 0.46 

PS 0.18553 11972 0.9972 2.27 

fminunc 0.17946 11500 0.9976 0.23 

PSO 0.27 12000 0.999 7.04 

GA 0.27107 11873 0.9964 2.06 

SA 0.27008 11550 0.999 3.35 

TABLE III.  PARAMETER ESTIMATION RESULTS (CB123) 

Algorithm (µs) P0 (W) P1 computation time (s) 

fminsearch 0.18096 14510 0.99799 0.093 

lsqnonlin 0.18087 14498 0.998 1.86 

PS 0.1839 14920 0.99772 3.05 

fminunc 0.17434 13640 0.99841 0.32 

PSO 0.27 14000 0.995 8.35 

GA 0.27006 13254 0.995 1.59 

SA 0.27 13996 0.995 5.32 

 
Figure 7.  The simulated arc voltages using PSO, GA, SA and 

fminunc(CB245). 

 

Figure 8.  The simulated arc voltages using PSO, GA, SA, PS and fminunc 

(CB145). 

 

Figure 9.  The simulated arc voltages using PSO, GA, SA, PS, fminunc, 

fminsearch and lsqnonlin ( CB123). 
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In order to determine the most efficient optimization 

method for each circuit breaker subjected to SLF test, the Rout 
Mean Square Error (RMSE) is computed, by using (15), 
between the measured arc voltage um(t) and the simulated arc 
voltage us(t) obtained by using PSO, GA, SA and fminunc 
(Table IV).  

 RMSE = (
1

n
∑ (umj − usj)

2n−1
j=1 )

1/2

 

From these results, it is clear that for the CB245 and the 
CB123, the GA technique is the most suitable, while for the 
CB145; the SA method is the most appropriate. 

TABLE IV.  RMSE CORESPONDING TO THE USE OF PSO, GA, SA AND 

FIMINUNC. 

RMSE PSO GA SA fminunc 

 (CB245) 522.03 518.32 531.23 530.50 

 (CB145) 848.97 2043.30 589.21 6682.35 

 (CB123) 1094.10  690.70 1090.80 328281.93 

 

VI. CONCLUSION 

Through this work, the Schavemaker arc model was chosen 
to simulate the nonlinear arc conductance inside the high 
voltage circuit breakers. Unconstrained local and global 
optimization methods were used to estimate its unknown 
parameters from short-line fault measurements performed 
successively on a 245kV, 145kV and 123kV high-voltage 
circuit breakers.  

The used local optimization methods were the simplex 
search Nelder-Mead algorithm of fminsearch, the large-scale 
algorithm based on the trust-region reflective Newton method 
of lsqnonlin and the quasi-Newton line search algorithm of 
fminunc. Although these methods converge faster, they have 
not given, in most of cases, precise values of the arc model 
parameters.  

The used global optimization methods were the particle 

swarm optimization technique and the following MATLAB 

optimization algorithms; the genetic algorithm, the simulated 

annealing algorithm and the pattern search algorithm. These 

methods have given good parameter values, except the pattern 

search method.  

However, there is no a single method that is appropriate for 

all the HV circuit breakers subjected to SLF test. For the 

245kV and the 123 kV circuit breakers, the genetic algorithm 

technique is the most suitable while for the 145kV circuit 

breaker; the simulated annealing method is the most 

appropriate. Nevertheless, the most suitable method for any 
HV circuit breaker can be selected among the heuristic 

methods namely particle swarm optimization technique, the 

genetic algorithm and the simulated annealing algorithm. 
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Abstract— Electrical energy demand is constantly increasing, and 

current production capacities are insufficient to meet this huge 

demand, particularly during peak periods and periods of high 

consumption. Algeria has no choice but to face up to this 

challenge by drawing up an investment plan accompanied by a 

medium- and long-term technical and economic study. Dynamic 

management of the power network through planning must take 

into account all the parameters linked to generation, 

transmission and consumption, while imposing adjustments 

designed to ensure the quality and stability of the power system. 

These objectives can only be achieved through the use of 

decision-support tools. This work consists in the realization of the 

Algerian substation planning model, which allows to determine 

the investment cost and the expansion capacity of the existing 

substations, as well as the location, allocation and size of the 

selected and non-selected new substations, while verifying the 

equality and inequality constraints to ensure that the loads are 

adequately supplied. 

Keywords: Electrical Substations, Planning, Optimization, 

Transmission Networks, Economic Cost. 

I. INTRODUCTION 

The energy sector, and in particular the electricity sector, is 
the lifeblood of a country's economy, in the sense that its 
growth conditions a nation's social and demographic 
development and growth. Today, electricity is an essential 
consumer good that cannot be stored. Supply must be able to 
satisfy demand at all times, so we could say that the power grid 
is driven by consumption due to social, economic and 
industrial activities. A balance must be struck between the 
generation capacities and transmission and distribution 
networks available in the medium and long term, on the one 
hand, and the evolution of future electricity demand, on the 
other. 

Electricity network planning involves planning new 
generation plants, various network extensions and the sizing of 
structures such as lines, transformers and substations. Power 
system planning takes into account a number of objectives 
which must be optimized simultaneously, and which are often 
contradictory. These objectives include, on the one hand, 
minimizing operating costs (line losses) and investment costs 
(construction of new facilities), and on the other hand, 
improving reliability, safety of people and property, quality 

and continuity of supply, and taking into account multiple 
environmental factors [1]. 

The high degree of interdependence between network 
elements means that transmission and distribution networks 
have to be separated. This means that the planning problem can 
be dealt with independently, and decisions can be taken for 
each sub-problem separately. The latter must be consistent to 
avoid errors in the planning studies, which can lead to 
erroneous decisions and considerable financial losses. 
Consequently, it is necessary to take account of uncertainties 
and random factors in long-term network evaluation 
calculations. Thus, it is necessary to develop new planning 
tools with mathematical methods that take into account all the 
uncertainties of social, economic and industrial electrical 
variables and their consequences on the power network [2]. 

This work consists in the realization of the Algerian 
substation planning model, which allows determining the 
investment cost and expansion capacity of existing substations, 
as well as the location, allocation and size of selected and non-
selected new substations, while verifying the equality and 
inequality constraints to ensure that loads are adequately 
supplied. 

II. SUBSTATION PLANNING 

As the demand for electric load continues to increase, it is 
crucial that sub-transmission networks are capable of 
consistently supplying power to the distribution system. Failure 
to do so would result in a loss of network reliability and 
effectiveness [3, 4]. 

A.   Description of the case study  

Substation expansion planning can be defined as an 
optimization problem in which all investment costs, as well as 
operating costs, must be minimized. The expansion capacities 
of existing substations, the location and size of new substations 
and the required uptime must be defined so that loads can be 
adequately supplied [5]. The final solution is given by: 

- The expansion capacity of all existing positions.  

- Assignment and size of all new substations. 

- Investment costs. 
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The planner must decide on the best choice, which implies 

choosing the lowest cost.  

Overall costs can be divided into two main terms [6]: 

1) The cost associated with the downstream network  
Mainly depends on the cost of the feeder, i.e. it depends on 

the cost per unit length. 

2) The cost associated with the HV substation  
Divided into three main terms: 

- Land cost is higher near load nodes (Independent term in 
MVA); 

- The cost of equipment is due to transformers, switchgear, 
etc. for each substation, which is proportional to the capacity of 
that substation (Dependent term in MVA); 

- The cost of losses, which is considered an operational 
cost.  

Consequently, the cost associated with the HV substation is 
the sum of the preceding costs 

                cccc lossesequipmentslandHVsub
++=

_
          () 

B. Mathematical formulation 

The problem is formulated as a mathematical optimization 
problem; furthermore, it is assumed that the cost of the 
downstream network is simply proportional to the distance 
from the load node to the feeder station [7, 8]. 

a. Objectif  function: This is the sum of the cost of the 

downstream network and the cost of the HV substations. 

                          ccc statlinedowntotal
+=

_
                     () 

1) Downstream network cost c linedown _
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NN ls
& : Number of stations and load nodes respectively; 

( )ig
l

: Cost of load node i; 

( )jiX ,  Decision variable (1 if load access i is supplied by   

feeder j otherwise 0); 

( )jiD ,  Distance between load nodes i and station j; 

( )isl
 Amplitude of load nodes i in (MVA) . 

2)  Cost of HV substations cstat
 is the sum of the fixed 

cost and the variable cost 
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( )jg
f

s
 Fixed cost of substation j (nil for existing 

substations); 

( )jX s
 Binary integer (1 if substation j is selected otherwise 

0); 

( )jg
v

s
 Variable cost of substation j; 

( )jcexis
 Existing capacity of substation j (nil for new 

substations). 

b.  Length constraint: If a load is supplied by a 

substation far from the load node, the voltage drop may 

exceed a permissible value. We can define this constraint as 

follows: 

 

( ) ( ) NsjNliDjiDjiX ,...,1;,...,1max,, ==    () 

                                                                                                     

maxD : Maximum distance a load can be supplied by a 

substation. 

c. Capacity constraint: All loads supplied by a j 

substation must be less than or equal to the substation's 

maximum capacity. We can define this constraint as follows: 

 

             ( ) ( ) NsjijiX ss j

Nl

i
l

,...,1max,
1

=
=

           () 

 

III. PRESENTATION OF NETWORK STUDIED AND ITS 

CHARACTERISTICS 

The simulation is carried out in MATLAB according to the 
following algorithm, and is applied to the case of an Algerian 
generation and transmission network with 59 accesses, 10 
generators and 83 branches (5 transformers and 78 lines) with a 
load of 684.10 MVA (6,841pu). The network comprises five 
existing substations (1 to 5) and a further 21 are considered as 
new candidate substations. 

The aim is to determine the HV substations required for the 
loads to be fully satisfied. 
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IV. PROPOSED ALGORITHM 

V.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Organigram of electrical substations planning method 

VI. APPLICATION AND RESULTS 

The algorithm calculates the geographical position and 

optimal capacity of all existing and candidate substations after 

expansion, as well as the assignment of load nodes to 

substations, while calculating the various investment, operating 

and total costs to be minimized. 

 

TABLE I.  COSTS  VALUES 

Costs values (DA) 

cstat var_
 c f ixstat _

 c linedown _
 ctotal

 

-3.00E+006 51.00E+006 85.32E+006 13.33E+007 

 

This table presents various costs calculated after the 
simulation. It includes the variable static cost, the fixed static 
cost, as well as the downward line cost, all of which contribute 
to the total cost resulting from the sum of these costs.  

 

TABLE II.  OPTIMUM POSITION AND CAPACITY OF SUBSTATIONS 

INSTALLED AFTER EXPANSION  

Substation 

Number 

Position Optimal 

Capacity 

(Pu) X (Km) Y (Km) 

6 1 42 2.8 

12 23 30 3.0 

17 48 47 2.0 

 

The second table highlights the three selected substations 
(numbered 6, 12, & 17) along with their geographical 
positions. Furthermore, it presents the optimal capacity of each 
substation after expansion, as clearly depicted in Fig 2. 

 

 

 

Fig 2: Location of selected candidate substations 

Start 

 

Input of lines and substations data 

Calculating the distance between nodal loads and substations 

Forming the objective function calculation 

ccc statlinedowntotal
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- Forming the length constraint 

( ) ( ) NsjNliDjiDjiX ,...,1;,...,1max,, ==  

- Forming the capacity constraint 

( ) ( ) NsjijiX ss j

Nl

i
l

,...,1max,
1
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Solving the problem by Branch and Bound solver using the 

predefined MATLAB program Linprog (OF, A, B, Aeq, Beq) 

Calculating different components of total cost 

( ) ( ) ( ) ( )ijiDjiXi sgc l

Nl

i

Ns

j
llinedown

,,
1 1

_ 
= =

=  

ccc statfixstatstat var__
+=  

 

Plotting results 

Calculating the optimal capacity of substations based on the 

obtained decision variables in “X” 

Calculating of total cost  
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Fig 3: Location of unselected candidate substations 

 

 
 

Fig 4: Location of load nodes 
 

Figure 3 displays the geographical locations of the 
remaining 18 substations that were not selected from the initial 
21 proposed substations. Additionally, Fig 4 highlights the 
geographical locations of all the load nodes that need to be 
assigned to the three selected substations to ensure their 
adequate power supply.  

 

TABLE III.  LOAD NODES CONNECTED TO SUBSTATION 6, 12 &17 

Load nodes connected 
to substation 6 

Load nodes connected 
to substation 12 

Load nodes connected 
to substation 17 

Node 
Position 

Load 
(Pu) 

Load  
Node 

Position 
Load 
(Pu) 

Node 
Position 

 Load 
(Pu) 

X 
(Km) 

Y 
(Km) 

X 
(Km) 

Y 
(Km) 

X 
(Km) 

Y 
(Km) 

1 1 38 0.1 8 5 9 0.1 52 24 57 0.1 

2 1 40 0.1 9 5 9 0.1 57 30 45 0.1 

3 2 20 0.1 15 6 5 0.1 59 31 50 0.1 

4 2 55 0.1 16 6 13 0.1 62 33 48 0.1 

5 3 20 0.1 17 6 13 0.1 63 36 43 0.1 

6 4 27 0.1 22 8 14 0.1 64 38 44 0.1 

7 4 27 0.1 24 9 14 0.1 65 40 41 0.1 

10 5 23 0.1 25 9 14 0.1 66 40 58 0.1 

11 5 23 0.1 29 12 11 0.1 67 40 58 0.1 

12 5 27 0.1 31 13 3 0.1 68 42 59 0.1 

13 5 27 0.1 34 14 29 0.1 69 43 52 0.1 

14 5 46 0.1 36 16 15 0.1 70 45 44 0.1 

18 6 30 0.1 37 16 34 0.1 71 45 59 0.1 

19 6 30 0.1 38 17 39 0.1 72 47 49 0.1 

20 7 40 0.1 40 18 22 0.1 73 47 58 0.1 

21 7 56 0.1 42 19 22 0.1 74 49 56 0.1 

23 8 25 0.1 43 19 32 0.1 75 50 53 0.1 

26 10 40 0.1 44 20 28 0.1 76 51 53 0.1 

27 10 40 0.1 46 21 20 0.1 77 57 56 0.1 

28 11 48 0.1 48 22 21 0.1 78 57 59 0.1 

30 12 37 0.1 49 23 26 0.1     

32 13 34 0.1 50 23 27 0.1     

33 13 34 0.1 51 23 46 0.1     

35 15 54 0.1 53 25 29 0.1     

39 17 44 0.1 54 26 27 0.1     

41 18 51 0.1 55 28 43 0.1     

45 20 55 0.1 56 29 39 0.1     

47 21 54 0.1 58 31 34 0.1     

    60 32 34 0.1     

    61 33 35 0.1     

            
 

Fig 5: Selected substations, load nodes & downward lines
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Table 3 provides a breakdown of the load node distribution 

across the three selected substations (6, 12 & 17), while 
adhering to two essential constraints. Firstly, the distance 
constraint limits the distance between load nodes assigned to 
the same substation to 50 kilometers. Secondly, the substation 
capacity constraint is set at 3 pu, indicating which substation is 
assigned to each load node, along with the geographical 
position and the associated load for each node. Figure 5 
complements this information by illustrating the downward 
lines, depicting the connections between the load nodes and 
their corresponding substations. 

VII. CONCLUSION 

Electricity network planning aims to meet the general 
objectives defined by the sector strategy. Maximizing access to 
electricity in a given territory, within a given timeframe, for a 
given level of subsidy. 

The planning of substations in Algeria is of crucial 
importance for the optimization of the country's electrical 
network. It brings about several major advantages, including 
the improvement of network reliability, the integration of 
renewable energies, the increase in transport capacity, the 
reduction of energy losses, demand management, network 
flexibility, and security. Moreover, it stimulates economic 
development by ensuring a stable energy supply while 
complying with specific regulations and standards in the 
electric power sector. This strategic planning plays a key role 
in the modernization and sustainability of the electrical sector 
in Algeria. 

The obtained results could be utilized by the national 
dispatch center to inform their planning and deployment 
analyses of new substations. This usage would aid in 
evaluating investment costs, the expansion capacity of existing 
substations, determining the locations, distribution, and sizing 
of new substations, whether selected or not. This will facilitate 
optimal decision-making regarding the installation of 
substations, thus ensuring appropriate power supply to load 
nodes. 

 

 

 

 

 

 

 

 

 

 

Among the conceivable perspectives, it is possible to add a 
constraint related to pollution. This would imply that the sum 
of polluting emissions from the existing substations, added to 
the sum of polluting emissions from the new substations, must 
remain below an acceptable threshold. This measure would be 
integrated into the constraints already taken into account in the 
substation planning process, in order to address the growing 
concerns regarding environmental sustainability. 
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Abstract-- Transient stability may be defined as the ability of a 

power system to maintain machines’ synchronous operation when 

subjected to large disturbances. From the system theory one can see 

that power system transient stability is a strongly nonlinear, high 

dimensional problem. To assess it accurately, one therefore has to 

resort to numerical integration methods, referred to as “time 

domain” (TD) methods. In this study, a software package is 

developed in MATLAB environment to analyze the transient 

behavior of the 9-bus system and while analyzing the effects of fault 

position, machine damping and critical clearing time.  A three 

phase fault is introduced at three different locations and with 

different machines damping values. 

From the obtained results one can see that transient stability is 

greatly affected by the type, and location of a fault and the machine 

damping. 

 

Keywords: Transient stability, short circuit fault, synchronous 

machine, Power flow, clearing time, damping. 

I. INTRODUCTION  

Transient stability is an important consideration that must be 

dealt with during the design of power systems. In the design 

process, time-domain simulations are conducted to assess the 

stability of the system under various conditions and when 

subjected to various disturbances. 

Since it is not practical to design a system to be stable under 

all possible disturbances, design criteria specify the disturbances 

for which the system must be designed to be stable. The criteria 

disturbances generally consist of the more statistically probable 

events, which could cause the loss of any system element and 

typically include three-phase faults cleared in normal time and 

line-to-ground faults with delayed clearing due to breaker 

failure. In most cases, stability is assessed for the loss of one 

element (such as a transformer or transmission circuit) with 

possibly one element out-of-service in the predisturbance 

system. In system design, therefore, a wide number of 

disturbances are assessed and if the system is found to be 

unstable (or marginally stable) a variety of actions can be taken 

to improve stability [1].  

Transient stability of a power system is its ability to maintain 

synchronous operation of the machines when subjected to a 

large disturbance. The occurrence of such a disturbance may 

result in large excursions of the system machine rotor angles 

and, whenever corrective actions fail, loss of synchronism 

results among machines. 

The transient stability is categorized into two major classes: 

inter-area, which refers to when a group of coherent units lose 

their synchronization with other groups, and the other class is 

when a single generator loses synchronization in respect to the 

rest of the system [2] 

The power system is a highly nonlinear system that operates 

in a constantly changing environment; loads, generator outputs, 

topology, and key operating parameters change continually. 

When subjected to transient disturbance, the stability of the 

system depends on the nature of the disturbance as well as the 

initial operating condition. The disturbance may be small or 

large. Small disturbances in the form of load changes occur 

continually, and the system adjusts to the changing conditions. 
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The system must be able to operate satisfactorily under these 

conditions and successfully meet the load demand. It must also 

be able to survive numerous disturbances of a severe nature, 

such as a short-circuit on a transmission line or loss of a large 

generator. Following a transient disturbance, if the power system 

is stable, it will reach a new equilibrium state. 

Stability analysis of power systems involves the computation 

of the nonlinear transient dynamic trajectory of the postfault 

system, which depends on the initial operating conditions, the 

nature and duration as well as magnitude of the perturbation.  

The deviation of the synchronous machine rotor angle during 

transient period is used as an index to assess its ability to 

maintain or restore equilibrium between electromagnetic and 

mechanical torques by analyzing the electromechanical 

oscillations inherent in power systems. 

Several classes of methods are developed to obtain transient 

stability limits of power systems. Time-domain simulation 

(TDS) methods via numerical integration are largely used in 

transient stability study. Numerical methods, by solving the 

second order nonlinear differential swing equation, using time-

domain numerical integration are the most accurate and very 

efficient given their ability to analyze very complex nonlinear 

mathematical models. This is, because they take into account all 

the phenomena present in the system. The main drawback of 

these approaches is that they are time consuming and require the 

whole system of equations for assessing stability of large power 

systems [3-6]. 

   Other aspect of transient stability assessment is to consider the 

parameters which influence it. Researchers have been writing 

their observations and findings to address this problem. 

   For instance, [7] elaborates the effect of different parameters 

of power system on transient stability, like Fault Clearing Time 

(FCT), location of fault, Generator Armature Resistance  based 

on numerical integration to compute the critical clearing time 

(CCT) accurately. 

   Similarly, [8] studied transient stability for various load 

configurations and power transfer limitations for transient and 

post transient period. In [9] stability based on Critical Moment is 

assessed by comparing dc power flow model and transient 

stability analysis method (TSA) can be performed qualitatively 

using time-domain simulations (TDS) based on integration 

methods, which yield yes or no answer, whether synchronous 

generators maintain synchronism or not [10,11]. 

   The primary concern in the stability analysis is to verify the 

synchronism of the generator machines in a short period of time 

after the occurrence of a disturbance and the determination of 

the critical clearing time of the fault. 

The objective of this study is to obtain time solution for the 

individual generators rotor angles and relative rotor angle after 

the transient is introduced. These time solutions are called 

“swing curves”. 

II. POWER SYSTEM MODELING AND ANALYSIS OF A 

MULTIMACHINE SYSTEM 

 

   To obtain a time solution for the rotor angle, we need to 

develop expressions for the mechanical and the electrical 

powers. The classical model of synchronous machine may be 

used to study the stability of the power system for a period of 

time during which the system dynamic response is dependent 

largely on the stored kinetic energy in the rotating masses. 

   Transient stability problem with n machines can be modeled 

by a set of oscilltation equations one for each machine of the 

system.  These equations can be expressed by a set of first order 

differential equations as follow: 

 

𝑀𝑖
𝑑𝜔𝑖

𝑑𝑡
+ 𝐷𝑖𝜔𝑖 = 𝑃𝑚𝑖 − 𝑃𝑒𝑖   (1) 

 
𝑑𝛿𝑖

𝑑𝑡
= 𝜔𝑖(𝑡) − 𝜔𝑠    (2) 

      

  Where: 

 𝑀𝑖: Inertia constant of the ith machine, t : time in seconds,   𝐷𝑖  : 

damping constant of the ith machine,𝜔𝑖: angular speed at each 

instant, 𝑃𝑚𝑖: mechanical input power of the ith machine, 𝑃𝑒𝑖: 
active electric  power injected in to the network by the ith 

machine, δ : angular position of the axis of the ith machine with 

respect to an axis rotating at synchronous speed, 𝜔𝑠: 

synchronous speed.   

   The above set of equations is a set of n-coupled equations 

nonlinear second order differential equations. 

These can be written in the form: [12] 
 

𝑥′ = 𝑓(𝑥, 𝑥0, 𝑡)  (3) 

 

Where  𝑥 is a vector of dimension (2n x 1). 

 

𝑥′ = [𝜔1, 𝛿1, 𝜔2, 𝛿2………𝜔𝑛 , 𝛿𝑛] 
 

And 𝑓 is a set of nonlinear functions of the elements of the state 

vector  xErreur ! Signet non défini. 

 

 

Active electrical power injected in to the network at node i by 

the ith machine is given by: 

 

𝑃𝑒𝑖 = 𝑅𝑒𝐸𝑖𝐼𝑖
∗                (4) 

 

 

𝑃𝑒𝑖 = 𝐸𝑖
2𝐺𝑖𝑖 + ∑ 𝐸𝑖𝐸𝑗𝑌𝑖𝑗𝑐𝑜𝑠(𝜃𝑖𝑗 − 𝛿𝑖 + 𝛿𝑗)

𝑛
𝑗=1
𝑗≠𝑖

            (5) 

i=1…n 

   

Since the transfer admittance between nodes i and j,   𝑌𝑖𝑗   is by 

definition given by: 
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𝑌𝑖𝑗 = 𝐺𝑖𝑗 + 𝑗𝐵𝑖𝑗     (6) 

 

The equation above is rewritten as follow: 

 

𝑃𝑒𝑖 = 𝐸𝑖
2𝐺𝑖𝑖 + ∑ 𝐸𝑖𝐸𝑗[𝐵𝑖𝑗𝑠𝑖𝑛(𝜕𝑖 − 𝜕𝑗) + 𝐺𝑖𝑗𝑐𝑜𝑠(𝜕𝑖 −

𝑛
𝑗=1
𝑗≠𝑖

𝜕𝑗)] , 𝑖 = 1,… , 𝑛           (7) 

 

It should be noted that prior to the disturbance 𝑃𝑚𝑖0= 𝑃𝑒𝑖0     are 

given by the pretransient conditions. 

 

III. CASE STUDY 

 

This study focuses on transient stability analysis of a nine-

bus power system under symmetrical fault. Numerical 

integration method of the swing equation is implemented using 

MATLAB software. The results of this analysis are represented 

as swing curves. The network examined includes three 

generators, each connected to buses 1, 2 and 3 by power 

transformers, which contribute to the power supply of three 

loads A, B, C connected respectively to nodes 8, 5and 6.  The 

configuration and the system data of the nine bus system were 

taken from reference [12]. Validity of the developed software is 

checked with some of the results given in the reference [12]. A 

line diagram of this network is shown in figure 1. 

 

 

 

 

 
 

1. Figure 1. Configuration of IEEE 9 Bus System 

 

 

   Before solving the swing equation, a power flow program is 

performed using Newton’s Raphson method to determine the 

steady state operating conditions of the power system network. 

A software code for transient stability in power systems using 

the classical model of the machine is performed. 

   This code is simulating the swing curve for a power system.    

The swing curve shows the variation of the rotor angle of a 

synchronous generator with respect to time after a disturbance. 

   The simulation considers the effect of a fault and subsequent 

clearing of the fault after a specified time. The values of the fault 

clearing time (FCT), the fault duration (FD), the critical clearing 

time (CCT), and the time step (ts) are all specified in the code. 

 

IV. RESULTS AND DISCUSSION 

 

For the rotor angle analysis, we consider a three-phase fault  

occurring at time  0.1s at the level of bus9, such that the fault is 

close to generator 3, the fault is eliminated after 3 cycles by 

opening the line [6-9] and the critical clearing  time is 

determined by increasing the fault application duration just 

before the system becomes unstable.   

   The system response is given for different values of fault 

clearing time and different machines damping values. 

To verify whether the system is stable or unstable for the 

particular transient under study, it is sufficient to carry out the 

time solution for one swing only. If the rotor angle or the angle 

difference reaches a maximum value and then decrease, the 

system is stable; if any of the angle difference increase 

indefinitely the system is unstable because at least one machine 

will lose synchronism. 
 

A. First case, Damping D=0, and a fault clearing time             

t= 0.150 s.  

 

 

Fig. 2 (a) and (b) show the individual generator angles and 

the difference angles with gen 1 (as reference). In this case, the 

system is stable for a fault clearing time (FCT) of 0.150s and 

without considering damping.  Fig. 3  (a) and (b)  show the 

evolution of  the individual generator angles and the difference 

angles for a FCT of  0.318s. At this time the system becomes 

unstable. 
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Figure 2.  Transient response for a) rotor angular for individual generators and b) 

relative angular position (fault clearing FCT=0.150s, D=0). 

 

 
Figure 3.  Transient response for a) rotor angular for individual generators and b) 

relative angular position (fault clearing  FCT=0.318s, D=0). 

 

B. Second case, Damping D=1, and a fault clearing time        

t= 0.150 s.  

   The results shown in figure 4 (a) and (b) for a the same FCT of 

0.150s the system remains stable and  figure 5 (a) and (b) for 

FCT 0.353s, the system becomes instable. 

 
Figure  4.  Transient response for a) rotor angular for individual generators and 

b) relative angular position (fault clearing FCT=0.150s, D=1). 

 

 
Figure 5. Transient response for a) rotor angular for individual generators and b) 

relative angular position (fault clearing  FCT=0.353s, D=1). 

 

C. Third case, Damping D=2, and a fault clearing time            

t= 0.150 s.  

 

   Fig. 6 (a) and (b) show the system responses for a FCT of  

0.150 s, where we can see that the system is stable. In this case, 

the maximum angle difference is about 40°, this is the value of 

δ21 at t=0.50s.  
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Fig. 7 (a) and (b) show the system responses for an FCT value of 

0.390 s. At this point the system is critically stable. The system 

becomes unstable for FCT = 0.391s.

 
Figure 6. Transient response for a) rotor angular for individual generators and b) 

relative angular position (fault clearing FCT=150s, D=2). 

 
Figure  7. Transient response for a) rotor angular for individual generators and b) 

relative angular position (fault clearing FCT=0.391s, D=2). 

 

D. Critical clearing time for different fault locations in IEEE 9-

BUS  

 

   In this subsection, the impact of fault location in transient 

stability after a three phase fault introduced is considered.  The 

three buses concerned are Bus 9, 7 and 4. The fault is introduced 

at t=0.1s, and eliminated after 3 cycles. To determine the critical 

clearing time for each location fault, the simulation is repeated 

till the system loses synchronism, and then the critical clearing 

time (CCT) is obtained. 

   The simulation results giving the critical clearing time with 

and without integrating damping coefficient are given in table 1. 

 

 
TABLE1. CRITICAL CLEARING TIME FOR DIFFERENT DAMPING VALUES AND 

DIFFERENT FAULT LOCATIONS 

 
Line Fault bus 

number 

D=0 D=1 D=2 

CCT(s) CCT(s) CCT(s) 

5  -  7  7 0.268 0.306 0.344 

6  -  9 9 0.317 0.352 0.390 

4  -  6 4 0.418 0.462 0.700 

 

   The critical conditions obtained are very closest to those 

obtained by [11].  

   Also, obtained results, show that the damping coefficient has 

an important effect on transient stability improvement, since the 

critical clearing time increases with increasing damping value. 

When the fault is near to a generator bus, the electrical power 

generated by the corresponding generator becomes zero or near 

to zero as the fault is feed by affected generator. 

   When the fault is far from the generator bus, inter-machine 

oscillations occur in all 3 machines while accelerating speed and 

change of rotor angle depends on the machine inertia and 

distance to the fault [13]. 
 

V.     CONCLUSION 

   In this paper, transient stability analysis is studied under three-

phase balance fault and tested on the IEEE-9 bus power system 

under prefault  and faulted conditions. Time domain simulation 

is used for analyzing the swing behavior of the system and to 

assess the stability of the system when subjected to various 

disturbances at different locations with and without integrating 

damping machines coefficient. 

   A power flow analysis is performed to determine the initial 

operating conditions just before the disturbance affect the 

system. 

   During transient stability analysis it was shown that increasing 

FCT increases the rotor angle difference. Moreover, the results 

of different case studies of fault location on power system show 

that fault clearness after CCT makes the system unstable while 

fault clearness before CCT keeps the system in synchronism.   

Also, The obtained results show that the machine damping 

improve critical clearing time and thus the stability of the 

system. 
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Abstract— In the realm of power system optimization, this 

conference paper delves into the strategic integration of Thyristor-

Controlled Series Compensator (TCSC) devices for the optimal 

enhancement of both active and reactive power, as well as 

substantial voltage improvement. in the IEEE 30-bus system. 

Leveraging the Adaptive Acceleration Coefficients Particle 

Swarm Optimization (AAC PSO) algorithm, our study 

meticulously explores the most effective placement of TCSC 

devices. The research not only advances the understanding of 

TCSC deployment but also pioneers the utilization of AAC PSO, 

a cutting-edge optimization algorithm. Utilizing the MATPOWER 

framework, a comprehensive analysis of the IEEE 30-bus system 

is conducted, demonstrating significant improvements in both 

active and reactive power and voltage stability. This work 

contributes valuable insights to the domain of power system 

engineering, showcasing a novel approach to enhance the 

efficiency and stability of complex power networks. 

Keywords: Optimization, TCSC, IEEE 30-bus system, AAC PSO, 

MATPOWER, Voltage stability. 

I. INTRODUCTION  

       Various methods and equipment such as Flexible 

Alternative Current Transmission Systems (FACTS) devices 

are reported to manage the active power flow [1]. FACTS 

devices control the line power flow without any changes in the 

grid topology, leading to improved performance, increased 

power transmission capacity, and reduced power grid 

congestion. Due to the considerable costs of FACTS devices 

and the maximum usage of their capabilities, the optimal 

location of such devices should be determined accurately [2-5]. 

        Particle Swarm Optimization (PSO) is a powerful 

metaheuristic method for optimization derived from the 

demeanor of bird flocking or fish schooling. This approach 

involves a group of particles working to find the most optimal 

solution in a given problem space by iteratively adjusting their 

positions and velocities guided by their individual experience 

and the finest experiences of their neighbors [6]. 

          In power flow calculations, PSO dynamically adjusts the 

system's parameters, such as voltage magnitudes and phase 

angles, to minimize the objective function, typically 

representing active and reactive power mismatches. By 

iteratively optimizing these parameters, PSO converges toward 

a solution that satisfies power balance equations, ensuring a 

stable and efficient power flow within the electrical network. 

          In this conference paper, our focus lies on the strategic 

integration of Thyristor-Controlled Series Compensator 

(TCSC) as a Flexible AC Transmission System (FACTS) 

device, aiming to enhance both active and reactive power 

performance while minimizing losses and ensuring voltage 

stability within the IEEE 30-bus distribution system. 

Leveraging the power of the Adaptive Acceleration 

Coefficients Particle Swarm Optimization (AAC PSO) 

algorithm, we embarked on a comprehensive analysis.  

           Our study delves into the comparison between the 

system's fundamental state, absent the TCSC device, and the 

optimized scenario achieved through 15 executions of AAC 

PSO. This comparative approach sheds light on the significant 

improvements brought about by our methodology, elucidating 
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the transformative impact of integrating TCSC and employing 

advanced optimization techniques in modern power systems.  

II. PROBLEM FORMULATION  

A.  TCSC Modelisation 

       Thyristor-Controlled Series Compensator (TCSC) 

fundamentally operates by compensating for the inductive 

voltage drop in power lines through the application of 

capacitive voltage, mitigating the impact of power transmission 

line reactance. This process enhances line load ability and 

contributes to an optimized power transmission system. 

 
Figure 1. A model of a Thyristor-Controlled Series Compensator. 

 

       The active and reactive power flow equations in a 

transmission line can be determined as follows [7]: 

𝑃𝑖𝑗 = 𝑉𝑖
2𝐺𝑖𝑗 − 𝑉𝑖𝑉𝑗(𝐺𝑖𝑗 cos 𝛿𝑖𝑗 + 𝐵𝑖𝑗 sin 𝛿𝑖𝑗)         (1) 

𝑄𝑖𝑗 = −𝑉𝑖
2(𝐵𝑖𝑗 + 𝐵𝑠ℎ) − 𝑉𝑖𝑉𝑗(𝐺𝑖𝑗 sin 𝛿𝑖𝑗 − 𝐵𝑖𝑗 cos 𝛿𝑖𝑗)   (2) 

       Where  𝑃𝑖,𝑗, 𝑄𝑖,𝑗 are active and reactive powers respectively 

from bus i to bus j, 𝑉𝑖, 𝑉𝑗 is voltage in the bus i and j, 𝛿𝑖𝑗 is the 

phase angle difference between the voltage at bus i and j, 𝐺𝑖𝑗 

and 𝐵𝑖𝑗 represent transfer conductance and transfer susceptance 

respectively between bus i and bus j. 

       Equations (3) and (6) show the active to reactive power 

flow equations in the presence of a TCSC: 

𝑃𝑖𝑗
𝑐 = 𝑉𝑖

2𝐺′𝑖𝑗 − 𝑉𝑖𝑉𝑗(𝐺′𝑖𝑗 cos 𝛿𝑖𝑗 + 𝐵′𝑖𝑗 sin 𝛿𝑖𝑗)         (3) 

𝑄𝑖𝑗
𝑐 = −𝑉𝑖

2(𝐵′𝑖𝑗 + 𝐵𝑠ℎ) − 𝑉𝑖𝑉𝑗(𝐺′𝑖𝑗 sin 𝛿𝑖𝑗 − 𝐵′𝑖𝑗 cos 𝛿𝑖𝑗)   (4) 

𝑃𝑗𝑖
𝑐 = 𝑉𝑗

2𝐺′𝑖𝑗 − 𝑉𝑖𝑉𝑗(𝐺′𝑖𝑗 cos 𝛿𝑖𝑗 + 𝐵′𝑖𝑗 sin 𝛿𝑖𝑗)         (5) 

𝑄𝑗𝑖
𝑐 = −𝑉𝑗

2(𝐵′𝑖𝑗 + 𝐵𝑠ℎ) + 𝑉𝑖𝑉𝑗(𝐺′𝑖𝑗 sin 𝛿𝑖𝑗 − 𝐵′𝑖𝑗 cos 𝛿𝑖𝑗)   (6) 

        𝑃𝑖𝑗
𝑐  and 𝑄𝑖𝑗

𝑐  are active and reactive powers respectively 

from bus i to bus j after inserting TCSC. 

       Active and reactive power losses on the line (𝑃𝑙, 𝑄𝑙) can be 

assessed through the following approach: 

𝑃𝑙 = 𝑃𝑖𝑗 + 𝑃𝑗𝑖                             (7) 

𝑄𝑙 = 𝑄𝑖𝑗 + 𝑄𝑗𝑖                            (8) 

       Where: 

𝑃𝑙 = 𝐺′𝑖𝑗(𝑉𝑖
2 + 𝑉𝑗

2) − (2𝑉𝑖𝑉𝑗𝐺′𝑖𝑗 cos 𝛿𝑖𝑗)          (9) 

        𝑄𝑙 = −(𝑉𝑖
2 + 𝑉𝑗

2)(𝐵′
𝑖𝑗 + 𝐵𝑠ℎ) + (2𝑉𝑖𝑉𝑗𝐵′𝑖𝑗 cos 𝛿𝑖𝑗) (10)   

       Where:  

𝐵′𝑖𝑗 =
−(𝑥𝑖𝑗−𝑥𝑐)

𝑟𝑖𝑗
2 +(𝑥𝑖𝑗−𝑥𝑐)

2                            (11) 

𝐺′𝑖𝑗 =
𝑟𝑖𝑗

𝑟𝑖𝑗
2 +(𝑥𝑖𝑗−𝑥𝑐)

2                            (12) 

        𝐺′𝑖𝑗 and ′𝐵𝑖𝑗 represent the new transfer conductance and 

transfer susceptance respectively between bus i and bus j. 
 

B. Adaptive acceleration coefficient AAC PSO algorithms 

        The Particle Swarm Optimization (PSO) algorithm was 

first introduced in 1995, which can be seen as a global search 

technique. In this algorithm, each particle, denoted by i, has a 

velocity vector (Vi) and a position vector (Xi) [8]. It can be 

modeled by the following equations: 

𝑉𝑖
𝑘+1 = 𝜔𝑉𝑖

𝑘 + 𝑐1𝑟1[𝑃𝑏𝑒𝑠𝑡
𝑘 − 𝑋𝑖

𝑘] + 𝑐2𝑟2[𝐺𝑏𝑒𝑠𝑡
𝑘 − 𝑋𝑖

𝑘]   (13) 

𝑋𝑖
𝑘+1 = 𝑋𝑖

𝑘 + 𝑉𝑖
𝑘+1                            (14) 

 Where 𝜔, r, are inertia weight and random values between 
0 and 1 respectively, c1 and c2 acceleration coefficients, 𝐺𝑏𝑒𝑠𝑡 is 
the global best position and k is the iterations number. 

       This paper proposes novel PSO strategy that utilize time-
varying acceleration coefficient (c1 and c2) to improve the global 
search performance. The primary concept behind employing 
PSO with time-varying acceleration coefficients is to increase 
the global search during the initial phase of the optimization 
process [6]. 

 This is accomplished by altering c1 and c2 over time in such 
a way that the cognitive component decreases while the social 
component increases [9]. 

        The AAC-PSO acceleration coefficient formula and 

constants [10]: 

𝑐1 = 𝑐𝑚𝑖𝑛 + (𝑐𝑚𝑎𝑥 − 𝑐𝑚𝑖𝑛)𝑒
−(

4×𝑘

𝑘𝑚𝑎𝑥
)

2

              (15) 

𝑐2 = 𝑐𝑚𝑎𝑥 − (𝑐𝑚𝑎𝑥 − 𝑐𝑚𝑖𝑛)𝑒
−(

4×𝑘

𝑘𝑚𝑎𝑥
)

2

              (16) 

 

With  

𝑐𝑚𝑖𝑛 = 𝑐𝑚𝑎𝑥 = 0.5                         (17) 

       𝐶𝑚𝑖𝑛  , 𝐶𝑚𝑎𝑥 the constants of the AAC-PSO method, 

𝑘 , 𝑘𝑚𝑎𝑥 represent the iteration number and the maximum 

number of iterations, respectively.   

III. TEST RESULTS AND DISCUSSIONS  

       The IEEE 30-bus network, pivotal in our study, comprises 

30 buses, 6 committed generators, and 21 loads, split into 21 

fixed and 0 dispatchable types. The network also includes 2 
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shunts, regulating voltage, and 41 branches enabling power 

flow, along with 4 transformers for voltage level adjustments. 

       In the initial phase of our analysis, we utilized the basic 

Newton-Raphson method without optimization to examine the 

power flow. Using MATPOWER data, we obtained results 

pertaining to voltage levels, as well as active and reactive power 

losses. Subsequently, to identify the optimal placement for the 

TCSC device, ensuring the most effective optimization of 

power flow and voltage stability, we employed the AAC PSO 

algorithm. This advanced algorithm was run through 100 

iterations and 15 executions, enhancing the precision and 

efficiency of our study. 

 
Figure 2. IEEE 30-bus test system. 

       Figures 3 and 4, respectively, illustrate the active and 

reactive power losses as functions of the number of executions, 

employing the AAC PSO algorithm for precise analysis and 

optimization. 

       As shown in Figures 3 and 4, it is evident that execution 

number 11 and 15, respectively, yield the most favorable 

outcomes for minimizing active and reactive power losses. 

 

 
Figure 3. Curve of active power losses versus the number executions. 

 
Figure 4. Curve of reactive power losses versus the number executions. 

       In order to compare the voltage stability before and after 

implementing our optimization algorithm and inserting the 

TCSC device, Figures 5 present the obtained results. 

       We mention that the optimal location for the TCSC is 

between bus numbers 27 and 28, as determined by execution 

number 11. We have chosen this case as our reference best case 

to compare it with the basic case. 

       It is clear that optimizing power flow using the AAC PSO 

algorithm with the integration of the TCSC significantly 

impacts voltage stability.  

        The voltage fluctuated significantly, ranging from 1.08 pu 

to 0.99 pu, indicating an unstable distribution. However, after 

integrating the TCSC, this range noticeably narrowed to 0.99 

pu and 1.02 pu, exepting only 2 buses (11 and 12) confirming 

the enhanced voltage stability achieved through this 

optimization approach. 

 

Figure 5. Improved voltage profile. 

       Table 1 displays the values of active and reactive power 

losses before and after implementing our optimization method 

and inserting the TCSC device.  

       Figure 6 provides a comparison of values in percentage for 

each case. 
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       Table 1 and figure 6 illustrate the influence of the 

optimization algorithm method and the FACTS device on the 

substantial minimization of active and reactive power losses. 

TABLE I.  TOTAL ACTIVE AND REACTIVE POWER LOSSES WITH 

DIFFRENTE CASES. 

Cases 
Total Active Power 

Losses Mw 

Total Reactive Power 

Losses Mvar 

Basic Case 17.557 67.690 

With 

Optimization

+TCSC 

8.7609 

 

41.6921 

 

 

 
 

Figure 6. Minimization of active and reactive power losses in percentage. 

 

IV. CONCLUSION 

       In conclusion, our study delved into the intricate realm of 

power system optimization, specifically focusing on the 

integration of the Thyristor-Controlled Series Compensator 

(TCSC) device with the innovative Adaptive Acceleration 

Coefficients Particle Swarm Optimization (AAC PSO) 

algorithm. Through meticulous analysis and rigorous testing on 

the IEEE 30-bus system, our research achieved remarkable 

results. 

 

       The implementation of the AAC PSO algorithm, coupled 

with the strategic insertion of the TCSC device, led to 

significant advancements in both active and reactive power 

losses. Our method not only optimized power flow but also 

substantially enhanced voltage stability, a critical factor for a 

resilient power grid. The achieved voltage stability within the 

range of 0.99 pu to 1.02 pu, evident in the minimized range, 

aligns with the regulatory norms of  ∓ 5% for voltage regulation 

in distribution systems demonstrating the efficacy of our 

approach. This substantial reduction in voltage variation 

signifies the effectiveness of the TCSC integration, ensuring a 

more stable and regulated distribution system. 

 

       In essence, our research presents a pioneering synergy 

between advanced optimization algorithms and FACTS 

devices, offering a promising avenue for future developments 

in the field of power systems engineering. This work not only 

contributes valuable insights but also sets a benchmark for the 

integration of innovative techniques, paving the way for more 

resilient and efficient power grids in the future. 
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Abstract---The aim of this paper is to study the influence of the 

two layers horizontally stratified soil on the electric and magnetic 

fields generated by a lightning stroke to the ground surface. 

Calculations are carried out   using the Finite Difference Time 

Domain (FDTD) method in three Dimensions (3D) associated 

with an engineers' models of lightning return stoke current 

representation. This models are the modified transmission line 

with linear decay (MTLL) and the modified transmission line 

with exponential decay (MTLE). Results are obtained using a 

calculating code developed on Fortan. The electric and magnetic 

components are calculated on and below the ground.  A 

comparison between the obtained results for two cases of 

stratified ground and using the two MTL models is done and 

discussed.  

 

Keywords: Lightning, Electromagnetic Field, Finite-Difference 

Time-domain (3D_FDTD)Method, Horizontal Stratified Ground. 

MTL models. 

I. INTRODUCTION  

The electromagnetic field radiated from a lightning strike 
to ground has recently been the subject of research within the 
scientific community. The characterization of this field 
requires knowledge of the spatiotemporal distribution of the 
current along the lightning channel [1]. The correct 
determination of this current distribution makes it possible to 
correctly evaluate the electromagnetic field generated by this 
phenomenon [2] ,[3] ,[4].  

In this article, we will present an analysis of the 
electromagnetic field associated with a soil configuration. this 
configuration is relative to a horizontally stratified[5],[6] and 
the electromagnetic field components are evaluated above and 
below the ground[7] ,[8] ,[9]. The calculations are carried out 
by THE NUMERICAL IMPLEMENTATION of finite differences 

time domain method in the three-dimensional (3D-FDTD), 
[10], [11] ,[12] ,[13] we adopted in this work the conditions 
with ABSORBING LIMITS (1ST ORDER MUR), with a speed of 
propagation of lightning along the channel equal to 1.5 m/μs. 

 In addition, among the conditions with absorbent limits (2nd 

order Mur, UPML (Uniaxial Perfect Matched Layer), PML 

(Perfectly Matched Layers) and Liao conditions) [14],[15],  

 For this purpose, a numerical calculation code has been 

developed on FORTRAN dedicated to evaluation and analysis 

as well as determination of disturbances electromagnetic 

radiation at lightning in the presence of a horizontally 

stratified 

II. FINITE DIFFERENCE TIME DOMAIN METHOD (FDTD) 

The Finite Difference Time Domain (FDTD) method is a 
numerical method for solving time-dependent differential 
equations. It allows the calculation and analysis of the wave 
propagation of the electromagnetic field generated by 
lightning. 

The application of this method to Maxwell's equations in 
the time domain was first developed in the field of 
electromagnetism by Yee in 1966 [16], and subsequently 
generalized by Taflove [17]. Currently, it is considered among 
the most powerful methods for the numerical resolution of 
Maxwell's equations in the time domain. Indeed, the latter has 
attracted the attention of many researchers (Hagness et al. [18] 
and Sillvan [19]) in fields involving electromagnetic wave 
propagation phenomena. 

Furthermore, the method (FDTD) was used to calculate 
([20, 21, 22, 23, 24,11]) the electromagnetic field radiated by 
a lightning strike from a perfectly conductive ground and 
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more recently in the presence of a soil of finite conductivity 
([25,10,26,27, 28,]). 

The finite difference method is very effective in  solving 
Maxwell's equations in the time domain. It is characterized by 
its precision and flexibility [29]. In addition, it allows direct 
consideration of the nature of the soil. 

Moreover, to study the propagation of electromagnetic 
field components using the FDTD method in an unbounded 
space, it is essential to choose boundary conditions of the 
working domain. 

Note that the FDTD method was used for the first time in 
the calculation of the electromagnetic field generated by 
lightning by Baba and Rakov [30]. 

Below we present the different mathematical formulations 
describing the electromagnetic field components in three 
dimensions expressed in Cartesian coordinates associated 
which are obtained by the application of the FDTD method on 
the Maxwell’s equation.  

 

 

 

 
 

 

   In the same way, we obtain the components of the electric 

field and by the following relations: 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
          (b) 

Figure 1.: Geometry showing the position of the electric field and the 

magnetic field [31] 
                           (a): Position of the electric field relative to the magnetic    

                                                          Fields loop. 

               (b): Position of electric and magnetic fields in the cell 
 

   Figure 1 presents the position of the electric and magnetic 

field components according to the cells obtained by the work 

space discritization.   

A.   Current at The Base of The Lightning Channel   

The model used to represent the current at the base of the 
lightning channel is that of Heidler [32] (for the subsequent 
lightning return stroke Eq. 4). Table 1 summarize the 
parameters values used in Eq. 4. 

        

 

(1) 

(2) 

(3) 

(4) 

(a) 

 

  

 

 

 

 
 

 
 

219



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 

 

 

Where i01 and i02 are the current amplitudes,  and  are 

the front-time constants, and  and  are the decay time 

constants, while n1 and n2 are exponents. 
 

,  

TABLE 1.  Parameters of The Lighting Current Source. 

 

Parameter value 

        i01 

 

 
i02 

 

 
n1 

n2 

10.7 kA 

0.25 µs 

2.5   µs 
6.5  kA 

2.1   µs 
230  µs 

2 

2 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Schematic representation of the lightning channel above a 

horizontally stratified ground. 
 

   Figure 2 shows the schematic representation of the lightning 

channel above a horizontally stratified ground. The lightning 

channel is excited in its base by a current source.  

B.   Model of The Lightning Current Along The Channel 

The lightning channel is represented by distributed current 
sources  along the channel and placed in the form of a vertical 
vector (Figure 2). Each current source is activated by the 
arrival of the current wave at the point concerned. The 
calculations are performed using the FDTD-3D method with a 
lightning current propagation speed along the channel equal to  

. 

The spatiotemporal distribution of the return stroke  

current along  the lightning channel is calculated using the 

engineering models MTLE and MTLL.  

 

 

 

 

C.   Geometry of the problem 

  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Geometry adopted for the lightning electromagnetic  

fields computation 

 

 

 

 

 

(a) Side view 

 

(b)  

 

 

 

 

(b) Top view 

Figure 4 .  Position of the observation points 

(a) side view and (b) Top view 
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III.  THE CONFIGURATION OF THE HORIZONTAL 

STRATIFIED SOIL 

 
in this section, evaluation, the electromagnetic field is 

generated by lightning, so the influence of the presence of a 
horizontally stratified ground on the calculation of this field 
having a height H = 7500 m . However, due to the 
discretization adopted in the direction z ( z = 10 m),  In 
addition, simulations are performed for two soil conductivity 
cases as presented in Table 2, the first MTLE case is a soil 
conductivity σ1=0.001, σ2=0.01 S/m, the second MTLL case 
is a soil of conductivity σ1=0.01, σ2=0.001 S/m, . In addition, 
the soil is characterized by a relative permittivity ε1= ε2=10, a 
relative permeability μ1=μ1=1 and a depth of 122 m. 

This system is accommodated in working volumes with 
lengths . The computation of the electromagnetic 
fields is carried out by solving the Maxwell’s equations using 
the three dimension finite difference time-domain method 3D-
FDTD [10],[12],[25],[34],[35] ],[36].  

This computation is based on the discretization of  the 
working volume into cubic or parallelepiped parts with length 
∆x, ∆y and ∆z, and a time discretization of the time domain 
into time increments ∆t. In this work the Mur absorbing 
boundary conditions are applied to the six limits of the 
working volume in order to avoid unwonted reflection.   

Figure III, presented above, describes the geometry of the 

problem studied in this part. The values of the various 

parameters of this figure will be given below in the phase of 

the simulation parameters. 
 

IV.    Simulation settings 

The vertical lightning channel having an altitude of 7km is 

located at the center of the horizontal xy plane above the 

ground surface, 

• The observation point has a distance =70 m from the 
lightning channel, 

• Volume of the workspace of 150×200×7122m.  

•   Parallelepiped air discretization cells: 2.5×2.5×10 m,  

• Parallelepiped discretization cells for the ground: 
2.5×2.5×0.5 m, for a depth of 2 m below the ground 
surface, and 2.5×2.5×5 m for the rest of the depth. 
*Time step : 1 ns, 

 

• The parameters relating to the current are recorded in 
table 1, with v = 130 m/μs. 

 

• The spatiotemporal distribution of the return arc 
current is carried out using the MTLL model (with H 
= 7500m), as well as the MTLE model (with λ=2000 
m),The soil conductivity values are recorded in Table 
2. 

 

TABLE 2.   Electrical Parameters Relative toTthe Ground Two-Layer     
              Stratified Vertical Stratification. 

 

 

 

 

 

V. SIIMULATION RESULTS 

A. Ectromagnetic Field Calculated Above The Ground 

The temporal variations of the vertical and horizontal 
components of the electric field, as well as that of the 
azimuthal component of the magnetic field [37], [38], are 
presented in figures 5, 6 and 7 respectively.  
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Figure 5. Temporal variations of the vertical electric field  

                   (a)MTLE model, (b) MTLL model 
 

                 Layer 1                                   Layer 2 

      Settings         Values             Settings          Values 

Case1                     0.001s /m                      0.01 

                                              10                                        10 

Case 2                    0.01s /m                       0.001 

                                              10                                        10 
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         (b) 

Figure 6 .  Temporal variations of the horizontal electric field  

                  (a)MTLE model, (b) MTLL model 
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Figure 7.  Temporal variations Azimuthal magnetic field 

                  (a) MTLE model, (b) MTLL model 

 

The analysis of the waveforms relating to the vertical and 
horizontal components of the electric field, presented in 
figures  5 and  6  respectively, shows that the amplitudes of 
these waveforms are significantly affected by the change in 
the conductivity of the two layers of the stratified soil. 

 
The maximum amplitudes of the magnetic field presented 

in figure 7, are slightly affected by the variation in the 
conductivity of the stratified soil. The results obtained using 
the MTLE model are characterized by an increase in the 
amplitudes compared to those obtained using the MTLL 
model. 

B. Electromagnetic Field Calculated Below Ground 

 
In figures 8, 9 and 10 we present respectively the 

appearances of the temporal variations of the vertical electric 
field, the horizontal electric field and the azimuthal magnetic 
field, obtained using the FDTD-3D method and the two 
current models of return arc MTLE and MTLL, calculated 
below the ground at a height of 10 m and at a distance of 70 m 
from the lightning channel. 
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Figure 8.  Temporal variations of the vertical electric field 

(a) MTLE model (b) MTLL Model 
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Figure 9.  Temporal variations of the horizontal electric field  

(a) MTLE model (b) MTLL Model 
 

 

 

        

0 1 2 3 4 5 6 7 8 9 10
0

5

10

15

20

Time (us)

A
z
im

u
ta

l 
m

a
g
n
e
ti
c
 f

ie
ld

 H
x
(A

/m
)

 

 

case 1

case 2

 
         (a) 

 

0 1 2 3 4 5 6 7 8 9 10
0

5

10

15

20

Time (us)

A
z
im

u
ta

l 
m

a
g

n
e

ti
c
 f

ie
ld

 H
x
(A

/m
)

 

 

case 1

case 2

 
 

     (b) 

Figure 10.  Temporal variations of the azimuth magnetic field  
(a) MTLE model, (b) MTLL model 
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According to the results obtained, it can be seen that the 
vertical electric field presented in figure 8 is significantly 
affected by the variation in the values of the conductivity of 
the soil layers, and that it is characterized by a change in 
polarity ( from positive sign to negative sign). 

The horizontal electric field (Figure 9) is in turn 
significantly influenced from the amplitude point of view. 

For the azimuth magnetic field, the corresponding 
waveform of which is shown in Figure 10, is affected at the 
level of the maximum amplitude and at the level of the rise 
time of the field pulses. 

The difference between the curves of the fields obtained, 
by exploiting the MTLL model, and those obtained using the 
MTLE model is negligible. 

VI. CONCLUSION 

We conclude, in this study of the electromagnetic field 

generated by lightning in the presence of a horizontally 

stratified ground realized by a three-dimensional method of 

fine difference domain  time  (3D-FDTD). The spatio-

temporal distribution of the lightning current along the 

lightning channel was using distributed current sources 

engineer model . In addition, we developed a calculation code 

on FORTRAN based on the 3D-FDTD method associated 

with the MUR absorption limit conditions. Finally, we 

performed a comparison between the electromagnetic field 

components obtained by the implementation of the MTLE and 

MTLL model. 

Subsequently, we can note after the comparison that our 

simulation results, in particular the waveforms of the vertical 

electric field and the magnetic field, resulting from the 3D-

FDTD calculation, are satisfactory on the amplitude plane and 

the waveform plane. 

 From these results obtained by the implementation of the 

FDTD-3D approach, we conclude that the influence of the 

horizontally stratified ground  the vertical and horizontal 

components field at above ground are more affected by this 

variation in conductivity by the presence of two layers soil of 

horizontally stratified   

which the component azimutal magnetic results in the slightly 

greater increase in waveform amplitude of the MTLL method 

compared to that of MTLE 

Thus, the components of the vertical, horizontal electric field 

and azimuth  magnetic field are affected by the variation of 

the soil conductivity value, that is to say by stratification of 

the soil which causes a temporal variation of the amplitude of 

the waveform on these fields which make by comparison 

between the MTLE with MTLL method. 
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Abstract—The aim of this work is the design of a drum magnetic 

separator (DMS) with only three NdFeB permanent magnets of 

size 10-21.210-210-1m3 and residual magnetic flux density 

Br=1.1T intended for the extraction of iron particles of fine size 

from materials transported by a conveyor belt. Such design was 

done in two stages where firstly we looked for the best 

positioning of the group of three magnets (initially the angle 

between two neighbors is 45°) in respect to the entrance of the 

material in the drum region.  In the second stage, we kept the 

best position of the middle magnet and we searched for the best 

spacing angle between it and each neighbor. The searching 

process was based on the estimation and comparison between the 

particle capture efficiencies computed for several cases of 

magnets arrangement. To know the particle final site that 

permits the checking of its capture, we computed its trajectory. 

For this, we solved the particle dynamic governing equation 

where a computing program based on the coupling of finite 

element (FE) and Runge-Kutta (RK4) numerical methods was 

developed and used. 

Keywords: Drum Magnetic Separator, Finite Element Modeling 

and Simulation, Particle Trajectory. 

I. INTRODUCTION 

Magnetic separation is a technique based on the application 
of a magnetic field to extract magnetic objects from dry or wet 
non-magnetic materials. It is largely used in mining industry, 
metallic waste sorting and liquid and gas purification processes 
[1-3]. To achieve efficient separation, the device to be used 
must be well-designed [4-8]. The problem of separation 
(capture) of magnetic particles by using permanent drum 
separators was treated in [4]. In such separator, several 
arrangements of different numbers of permanent magnets were 
proposed and treated. 

In this work, and to reduce the investment cost and drum 
monitoring constraints, we were interested in the design of a 
magnet drum separator containing only three NdFeB 
permanent magnets intended for the extraction of fine iron 

particles (assumed of cubic shape of size 10-610-610-6 m3 and 
relative magnetic permeability μrp = 80). The treated material 
that contains the particles to be extracted is transported to the 
drum through a conveyor belt with controlled speed (see 
Figure. 1). 

The design process consists of two stages. In the first 
stage, we looked for the best positioning of all the three 
magnets along the half-perimeter of the drum that is in contact 
with the conveyor belt where the capture of particles can be 
occurred. In fact, we deal with six cases of the three magnets 
positioning for which we always keep the same angle (45°) 
between the middle one and the others. 

At each time, we change the position of the three magnets 
by shifting the entire group by an angle of 15° from a 
reference line (see Figure. 1). To research the best positioning 
of the magnets among the treated cases, we compare between 
the capture efficiencies (particle capture). These later were 
obtained from the computation of the particle trajectories for 
different ranges of the moving speed of the conveyor belt.  

In the second stage, we search for the best shifting angle 
between the middle magnet and the two others. For this, we fix 
the middle magnet in its best position found in the first stage 
and we change every time the shifting angle, we compute and 
compare the separation efficiency until the obtaining of the 
best result. 

To reduce the computing cost we limited the searching 
process to four cases of shifting angles 35°, 40°, 45° and 50°. 

 

Figure 1.  2D view of the considered magnet drum separator. 

As we have processed in the first stage, the investigation of 
the optimal positioning of the three magnets was based on the 
computation of the particle trajectories that provide all 
information on their capture. 
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To compute a particle trajectory, one can solve its dynamic 

governing equation [4]. Because we are interested in a 
qualitative result here, we have only taken into account the 
magnetic force and that of gravity. To take into account the 
non-linearity of the particle dynamic equation and the 
geometrical complexity of the study domain, a numerical 
resolution was achieved. Assuming that the magnetized fine 
particles not disturbs the applied magnetic field on one hand 
and the device has very important depth according to the 
direction perpendicular to the study plane on the other hand, a 
reduced 2D resolution program based on the coupling of the 
FE and RK4 methods has been developed and used [4]. 

II. MODELING EQUATIONS 

A.  Magnetic Field and Applied Magnetic Force 

In our study, the magnetic field is generated by permanent 
magnets. To compute the distribution of such field, we have 
solved the magneto-static equation given by [4] 

�⃗� ∧ (
1

𝜇
�⃗� ∧ 𝐴 ) =

1

𝜇𝑎
�⃗� ∧ �⃗� 𝑟                                 (1) 

Here  is the magnetic vector potential, �⃗� 𝑟 is the magnets 
residual flux density, µ is the magnetic permeability (𝜇 =
𝜇0𝜇r, 0 is the magnetic permeability of vacuum, 𝜇r is the 
relative magnetic permeability), 𝜇𝑎 is the magnetic 
permeability of the permanent magnet (𝜇𝑎 = 𝜇0𝜇𝑟𝑎, 𝜇𝑟𝑎 is the 
relative magnetic permeability of the permanent magnet). 

The magnetic force applied on a magnetized particle is 
given by [4], [8] 

𝐹 𝑚 = 𝜇0𝑉𝑝(�⃗⃗�  . �⃗� )�⃗⃗�                                          (2) 

where M


is the particle magnetization, H


is the magnetic 
field strength and 𝑉𝑝 is the particle volume.  

B. Force of Gravity and Dynamic Equation 

Under the effect of the gravity field, the moving particle is 
also subject to a gravitational force given by 

𝐹 𝑔 = 𝑚𝑔                                                            (3) 

where m is the particle mass and 𝑔  is the gravity 
acceleration. 

By considering the two previously mentioned forces, the 
motion of the particles is then governed by [4], [8] 

𝑚
𝑑�⃗� 𝑝

𝑑𝑡
= 𝐹 𝑚 + 𝐹 𝑔.                                              (4) 

Here 𝑣 𝑝 the particle velocity.  

III. COMPUTING RESULTS 

A. Magnetic Filed and Applied Magnetic Force Density 

To check the exact and precision of both the developed 
mathematical models and computing program on one hand 

and to show the possible separation of magnetized particles 
when they pass in the vicinity of the drum on the other hand, 
we have computed the distributions of the magnetic field and 
the magnetic force density in the useful part of the study 
domain. 

The results obtained for the case of positioning angles of 
the magnets α1=90°, α2=135° and α3=180° (see Figure. 1) are 
presented in Figure 2. 

 

 

Figure 2.  Distributions of the magnetic field and magnetic force density in 

the vicinity of the drum. (a) magnetic vector potential, (b) magnetic force 

density. 

In Figure 2 (a), we see clearly the periodic and symmetric 
distribution of the magnetic vector potential, which is in 
concordance with the chosen polarity of the magnets. 

These particularities of the obtained result approve the 
accuracy and precision of the computing process. 

On Figure 2 (b), we see that an attractive force exists in the 
environment of the drum which means that if a particle crosses 
this region, it will be captured. 

Such a force is very high close to the permanent magnets 
and decreases when we displace away from them. If we 

A


(a) 

(b) 
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change the positions or the size of the magnets, the 
distribution of the force changes.  

B. Particle Trajectories 

In order to define the best positioning of the group of the 
three permanent magnets (aim of the first stage) in the 
proposed drum separator, we computed the trajectory of one 
particle (assumed cubic of fine size) carried by the belt with 
its linear speed. Such a computation has given for different 
belt speeds and magnets positioning the results presented in 
Figure 3. 

 

 

 

 

 

 

Figure 3.  Particle trajectories obtained for different belt speed and magnets 

group positiong. (a) α1=15°, α2=60° and α3=105°, (b) α1=30°, α2=75° and 

α3=120° (c) α1=45°, α2=90° and α3=135°, (d) α1=60°, α2=105° and α3=150°, 

(e) α1=75°, α2=120° and α3=165°, (f) α1=90°, α2=135° and α3=180°. 

Figure 3 shows that the separation efficiency degrades 
with the increasing of the belt speed and such degradation can 
be considerably treated by the changing of the positioning of 
the magnets group. 

For the considered cases, the best efficiency is obtained for 
the case (e). As a result of the first stage of the design process, 
the best position of the middle magnet is that obtained for the 
case of Figure 3 (e).  

The position of the middle magnet is fixed. To search the 
optimal positioning of the other magnets in respect to that of 

(e) 

(f) 

(d) 

(a) 

(b) 

(c) 
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the middle one, a series of computation of the particle 
trajectory for different belt speeds and positions of the other 
magnets has been achieved.  

For this, and to reduce the computing cost, we have limited 
the computation to four cases.  

For the same conditions concerning the FE and RK4 
running processes, we have obtained the results presented in 
Figure 4. 

 

 

 

 

Figure 4.  Particle trajectories obtained for different belt speeds and magnets 

positionning. (a) α1=85°, α2=120° and α3=155°, (b) α1=80°, α2=120° and 

α3=160° (c) α1=75°, α2=120° and α3=165°, (d) α1=70°, α2=120° and α3=170°. 

Figure 4 shows that the best separation efficiency is 
obtained for the case (c). In this case, high separation 
performances are obtained for a speed belt Vb = 5.8 m/s. 

IV. CONCLUSION 

This study represents a contribution to the optimization of 
the magnet drum separators. Basing on previously achieved 
works, we have researched for an optimal configuration of a 
magnet drum with only three magnets which permits a 
considerable reducing of the investment cost and operating 
constraints.  In the achieved computations only magnetic and 
gravitational forces have been taken into account. The fine size 
of the considered particles and the qualitative nature of 
searched results have permitted a 2D resolution of the 
separation problem. The obtained results have shown that for a 
given size of particles and used magnets, high efficient 
separation can be realized by an optimal choice of both the 
magnets positions in respect to the supplying of the material to 
be treated and the conveyor belt speed.  
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 Abstract— This paper proposes a new extension of the Jiles-

Atherton (J-A) hysteresis model that allows for its use in both 

quasi-static and dynamic regimes. While the quasi-static J-A 

model is effective in characterizing hysteresis behavior regardless 

of frequency. However, the Jiles-Atherton model is limited in its 

ability to calculate iron losses in electrical machines when they 

operate under varying supply voltage frequencies. To overcome 

this challenge, we introduce a dynamic model that takes into 

account two critical counter-field effects, namely eddy currents 

and excess field. The excess field is obtained from the Loss-Surface 

(L-S) model. This formulation depends on two crucial parameters, 

which are calculated by using the Fmincon algorithm to solve a 

quadratic function. To validate the proposed extension, 

experiments were conducted using 3% Fe-Si sheets. The results of 

these measurements are then compared with the predicted results 

of the dynamic model. Notably, the results demonstrate an 

agreement between the model and the experimental data, 

especially in the context of low- and medium frequency. This 

research makes a significant contribution to the understanding 

and modeling of hysteresis phenomena in electrical machines that 

operate under dynamic regime conditions. 

Keywords: Hysteresis, Jiles-Atherton model, Excess field, loss-

surface. 

I. INTRODUCTION  

Optimal electromagnetic device design is closely tied to the 
selection of iron core materials. These materials have a vital role 
in directing the magnetic flux density, leading to the emergence 
of a non-linear phenomenon called hysteresis. Fundamentally, 
this phenomenon manifests as heat in ferromagnetic materials, 
which are frequently employed in electromagnetic devices. 
Several models have been developed to describe and evaluate 
hysteresis loops under quasi-static and dynamic regimes [1-5]. 
Some of these models provide an energetic explanation of this 
phenomenon, including the energetic model [6, 8] and the Jiles 
Atherton model [9-10]. The Jiles Atherton (J-A) model is 
notably well-suited for the modeling of quasi-static hysteresis. 
To extend the applicability of the quasi-static model to dynamic 
regimes, various methods have been employed that involve 
adding two additional factors: the counter-field eddy current and 
the excess field [11-12]. The primary aim of this paper is to 

predict the dynamic behavior of hysteresis loops subjected to 
various frequencies. 

This proposition is founded on the J-A model and employs 
the Berttoti approach to compute energy losses. Magnetic 
energy losses are typically classified into two groups: a 
frequency-independent hysteresis contribution, known as Whys, 
and a frequency-dependent dynamic contribution, termed Wdyn. 
The calculation of the energy loss Wdyn integrates both eddy 
current and excess field formulations. 

The excess field formulation is obtained from the model 
presented in reference [13], with its equation bearing a 
resemblance to that of the loss surface model. To validate the 
proposal, it was applied and compared to measurements 
conducted on a sample containing 3% Fe-Si over a frequency 
range. 

II. QUASI-STATIC J-A MODEL 

The J-A model enables the modeling of the hysteresis loop 

phenomenon from a physical approach in ferromagnetic 

materials. In the modified inverse quasi-static J-A model, the 

magnetic flux density B is considered as an independent 

variable which is based on the modified direct one [14]. The 

hysteresis loop was represented by putting the underlying 

phenomenon into a clear first-order differential equation. 
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Where He, Man, and Ms are, respectively,   the effective field, 

the anhysteretic magnetization, and the saturation, 

magnetization. a,  , c, and k and are the model parameters 

where a represent quantified domain wall density.  is the 

parameter of inter-domain coupling. c is the coefficient 

magnetization reversibility and k represents quantified energy 

to break the pinning site in ferromagnetic materials, these 

parameters have to be determined from measured hysteresis 

characteristics. δ is a directional parameter taking the values +1 

for dB/dt>0 and -1 for dB/dt<0.   
 

III. DYNAMIC MODEL 

A. Loss-surface model 

This model provides acceptable accuracy for the real behavior 

of the phenomenon [13], but it is based on two contributions, 

static and dynamic. The first is the more sensitive part of the 

model, taking into account the B induction and the history of 

the magnetization, and the other is linked to the B induction and 

its temporal variation dB/dt, making it possible to reproduce the 

dynamic behavior of the material as a function of the excitation 

frequency and waveform. This contribution contains all the 

dynamic effects: macroscopic induced currents, nucleation, 

displacement, and deformation. Its identification is based 

mainly on a single characteristic surface Hmes0 (B, dB/dt) 

determined experimentally: 

 

)
dt

dB
,B(H)history,B(H)

dt

dB
,B(H dynsta +=                  (6)  

  

Hstat is represented by a scalar hysteresis model in which two 

terms are considered an anhysteretic field juxtaposed with a 

friction field which accounts for the roughness of the terrain in 

which the walls move. The roughness of the ground in which 

the walls move. This part requires two inputs: a major quasi-

static cycle performed at saturation induction and a few cycles 

at lower inductions a few cycles at lower inductions [15]. 

Hdyn(B, dB/dt) This term is calculated from the surface Hmesdyn 

(B, dB/dt) extracted from the surface Hmes0 (B, dB/dt) after 

subtraction of the quasi-static contribution. Its shape is regular, 

with no surface discontinuity, and is approximated by portions 

of polynomials [16].  

 

t

B
B

t

B
signCC)

dt

dB
,B(H 21dyn
























+=                      (7) 

B.  Dynamic J-A with Loss-Surface extension                                                                                                                 

The main idea of this paper is the integration of the dynamic 

term into the effective field of the J-A model, which takes into 

account the term of eddy current and effect excess field, by the 

following equation:                              

( )( )
dt

dB
tBKKMHHe s

s21  +−+=                                 (8) 

Where K1 and K2 represent the coefficient terms of eddy current 

excess filed. 

The classical eddy-current field is given as [17]: 

dt

dB
KH s

1edd =                                                                   (9) 

K1 is a coefficient related to the physical and geometrical 

parameters of the material and is given by [18]: 





2

d
K

2

1 =                                                                           (10) 

Where, σ is the conductivity of the material, d and β are 

parameters related to the geometry of the material. In the case 

of a sheet, d corresponds to the thickness of the sheet, and β is 

a form factor. 

IV. RESULTS AND DISCUSSIONS  

To validate this proposition, hysteresis measurements of 

sheets made from non-oriented electrical steel are employed. 

These sheets made from 3% Fe-Si materials, have laminations 

that are 0.35 mm thick, 15 mm width, and a mass density of 

7650 kg/m3. The Epstein frame is utilized for the hysteresis 

loop measurements. With primary coils that have 640 turns and 

secondary coils that have 320 turns, this device functions as a 

transformer. Magnetic cores typically measure 147 mm in 

length. The parameter values of the quasi-static J-A model were 

identified by using the Fmincon procedure, at a low frequency 

(10 Hz) and they are illustrated in Table I. The measured and 

modeled hysteresis loops are shown in Figure 1. 
 

 
TABLE I.   QUASI-STATIC J-A PARAMETERS 

 

J-A  parameters Values 

Ms (A/m) 1.19 106 

a(A/m) 

k(A/m) 

56.14. 

60.1 

 

c  

1.95 10-4 

1.33 10-4 
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Figure  1. Computed and measured loop at 10 Hz 

To extend the J-A in a dynamic regime, by using Eq-8, the same 

parameters of quasi-static are used in this work. These quasi-

static parameters in Table I are constant and unchanged. the 

results are compared with hysteresis loops measured for three 

arbitrary frequencies 10,100,200 and 300 Hz,  as shown in 

Figure 2. This model gives acceptable results. This has been 

done depending on the dynamic parameters shown in Table II.      

       TABLE II. DYNAMIC PARAMETERS  

Parameters Values 

K1 0.0417 

K2 0.0224 

 

 

Figure  2. Computed and measured loops at different frequencies. 

Figure 4 shows the energy losses modeled and measured for 

various frequencies, it is clear that the results of the calculated 

energy losses using equation (8) compared to the experiment.  

The accurate assessment of the magnetic field, as depicted in 

Figure 3, significantly contributes to the determination of 

energy losses in both quasi-static and dynamic regimes. 

 
Figure 3. Computed and measured magnetic field at 200 Hz 

 

 
Figure 4. Comparison of the computed losses energy with measured  

 

V. CONCLUSION  

By incorporating a new formulation based on the dynamic 

loss surface model, the expression of the excess field is refined, 

leading to precise assessments of the energy losses and accurate 

representations of the shapes of the hysteresis loops. The 

computed and measured loops at different frequencies 

demonstrate the agreement between the calculated energy 

losses using equation (8) and the experimental results. The 

precise assessment of the magnetic field significantly 

contributes to the determination of energy losses in both quasi-

static and dynamic regimes, particularly when compared to 

experimental measurements at low and medium frequencies of 

300 Hz. The central approach in this study is based on the 

dynamic variation of the excess field, which is closely linked to 

the characteristics of the loss surface. In particular, the results 

highlight the remarkable effectiveness of the Jiles Atherton 
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model in describing dynamic phenomena.   Two new parameters 

are introduced into the dynamic equation, one linked to the 

eddy current field and the other depending on the excess field. 

This innovative proposal enables the acquisition of hysteresis 

loop shapes that closely resemble the observed data.  
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Abstract— This contribution presents an electromagnetic energy 

harvester based on a multi-pole magnet to harvest energy from 

ambient vibrations. The harvester consists of a cylindrical 

housing, a copper coil, and NdFeB (N35) permanent magnets. 

The  physical  modeling  of  the  EMEH has  been  demonstrated 

through a series of mathematical equations in which we develop a 

direct semi-analytical model of a  voltage-induced system. The 

formulation is based upon the use of coupled electric circuits, in 

which  the  Crank-Nicholson  formula  is  used  to  derive  the 

transient behavior. The model is implemented and simulated 

using   MATLB   environment,   and   finally,   the   results   are 

discussed. 

Keywords: electromagnetic energy harvester, multi-pole magnet, 

semi-analytical, coupled circuits. 

I. INTRODUCTION 

Nowadays self-powering of wearable electronic devices 
attracts the attention of many researchers. The huge demand 
for such devices has contributed to their rapid proliferation but 
posed a great challenge for long-lasting power supply. The 
problem of sustainable supply can be solved by using the 
approach of ambient energy harvesting.  

Among different ambient sources, solar cells offer 
excellent power density in direct sunlight but produce very 
low power in dim ambient light. Significant amount of 
electrical power is possible to harvest from wind and ocean 
energy[1,2]. Still the conversion procedure is very complex 
and cumbersome.  

Nevertheless, vibration as an energy source is very small 
in scale, low in cost, independent on weather conditions, 
suitable for inside remote sensing and human wearable 
devices there are different vibration-based energy harvesters 
incorporating electromagnetic, piezoelectric and electrostatic.  

But the vibration frequencies available in the environment 
And human body are usually very low (below 10 Hz). 

Electromagnetic harvesters are suitable in these cases 
considering their simple structure, portability and low 
resonance frequency. In this paper, an electromagnetic 
vibration energy harvester is presented; it consists of a multi-
pole magnet moving through a coil. 

II. SYSTEM DESCRIPTION 

A.  harvester design 

Fig.1 shows a schematic diagram of the proposed 
harvester. It’s structure consists of a cylindrical housing, a 
wire-wound copper  wrapped horizontally around the iner 
cylinder, with Nb number of turns, has a length of lb, average 
radius of each turn rb. and a middle  active mass which is a 
ring type NdFeB magnet of N-35 grades ,of Length la, radius 
ra, which is aligned along the Y-axis,. When an external 
mechanical vibration is applied to the structure, the middle 
magnet start to oscillate, so an AC voltage will be induced in 
the coil. The harvester works as a transducer that converts the 
mechanical motion to desired electrical energy. According to 
Faraday’s law of induction [5], as the magnet is In motion and 
the conductor (coil) is at rest or vice versa, an electric field 
arises in the neighborhood of the magnet, producing a current.  

 

 

 

 

 

 

 

 

 

Figure 1.  Harvester schematic diagram 
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B. Electromagnetic background 

The system is considering as an axisymmetric 
configuration, the magnetic vector potential and the electric 
current density are reduced to their angular components as 
shown in Fig. 2. 

To describe the phenomena that govern the system, the 
general Maxwell model is reduced to two coupled equations 
given as follows: 
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Where A[T.m] is the magnetic vector potential, J[A/m2] 
the conduction current density, V[V] the electric scalar 

potential,[.m]-1 the electric conductivity, and 0  the 
magnetic permeability[H/m],[3,4].  

 Equation (1a) specifies the relationship between the 
magnetic vector potential A and its source (current density J), 
(1b) expresses the induction phenomenon.  

 

 

 

 

 

 

 

 

 

 

 

The solution of (1a) in the vacuum corresponds with the 
Biot and Savart formula, the development of this formula 
along the contour of the loop q relatively to the point p, Fig. 2 
leads to (2a) and (3) according to elliptic integrals [6]. 

The spatial variation of the electric scalar potential is 
expressed in terms of the applied or induced voltage u(p) at 
the terminals of the turn as shown in (2b): 
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Where G(p,q) represents the response of the system at 
point p(r,z) to Dirac’s distribution located at point q and called 
Green’s function. E1 and E2 are elliptic Legendre functions of   
first and second kind, r(p) and r(q) are the respective radial co-

ordinates of the transmitter and receiver points(p,q). z(p) and 
z(q) are their respective heights, with respect to Fig. 2. 

G(p,q) is given as follows: 
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Replacing (2a) of the magnetic vector potential as well as 
that of the scalar potential (2b) in (1b), we manage to express 
the generalized electromagnetic equation according to the 
currents and the voltage of the various points (p,q) taking into 
account the relationship between current density and its 

intensity ( s/IJ = ). 
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Deriving the equation above, we come to the following 
expression: 
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We're only interested in the radial component, which is 
associated with axial velocity, assuming that: 
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GBr is expressed in terms of z as follows: 
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Equation (5) is rewritten as: 

Figure 2.  Axisymetrical representation 
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III. SEMI-ANALITYCAL MODEL 

In the harvester the magnet creates a permanent magnetic 
field. In motion the magnet is represented by the Amperian 
model with Na number of turns and equivalent current given 
by: 

(9)                                        
hB
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Where Br is the residual magnetic flux, and h the  length of 
the magnet. 

A. Spatial discretization 

The geometry of the system is divided into circular 
elements. The magnet is divided into Na number of turns and 
the coil into Nb number of turns with equal elementary section 
(Sb).  

The geometrical discretization of (8) shows: 
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Given that the coil turns are in series,the voltage induced 
across the coil is the sum of all the elementary voltages u(p) 
and the current is the same in each elementary coil, the 
equation above becomes: 
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b and rb are respectively electric conductivity and coil 
radius, vz is the magnet velocity, where ub is the induced 
output voltage. 

The equation system above is assimilated to an RL electric 
circuit with resistance and self-inductance such that:  
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Identifying the two equations (11) and (12), we obtain: 
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R and L are the resistance and inductance of the coil, 
where Vem is the electromotive force recovered. 

The model thus defined in (12) is valid for any type of 
electric charge. In this proposal, we limit ourselves to a 

resistive load Rex ( bextb IRU = ) such that (12) is rewritten as 

follows:  
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Where is the circuit time constant given by :
L

RR ext +=   

B. Temporal discretization 

The temporal discretization of (14) at the middle point 
using the Crank Nicholson formula [7] provides: 
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So that the discretization  of induced current Ib is given as: 
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IV. SIMULATION AND RESULTS 

For the various parameters shown in the table below taken 
from an article given as a reference1, we simulate the geometry 
of the system as well as the voltage and current recovered at 
the movement, for several number of magnets without ,or ,with 
spacer between them. 
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TABLE I.   SIMULATED PARAMETERS 

Parameter  Value/material 

Number of magnet 1-2-3-4-5 

Magnet material NdFeB (N35) 

Residual flux density 0.37T 

Moving magnet size(mm2) 10*30 

Magnetic  permeability(H/m) 4π10
-7 

Frequence(Hz) 6 

Coil  material Copper 

Electric Conductivity(/m) 59.6 106 

Coil size 4*5 

Spacing  between coil and moving 

magnet (mm) 

1 

Spacer between  magnets(mm) 5 

 

A. Geometrical model 

The figure below shows the geometry of the system with 
two opposites fixed magnets, and Nb number of coil turns 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  Geometrical structure of the system with two opposites fixed 
magnets. 

After having visualized the geometry of the system, we 
move on to the simulation of the movement. 

The magnet moves sinusoidally through the coil. The 
figure below shows the initial (maximum) and final 
(minimum) positions of the magnet, the displacement 
z(t),velocity v(t) and the acceleration a(t) are also visualized as 
it shows in Fig. 2. 
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Figure 4.  Simulated moving magnet through coil 

B.   Simulation and validation  

➢ Induced voltage without spacer 

The figure below shows the induced voltage for 1,3,4  
number of magnets in opposite directions with no space 
between them. 

The distance between north and south poles gradually 
reduces. As a result, the flux line areas become squeezed. 
Therefore, for Nb number of coil turns, some of the coil part 
receives very weak flux force consequently; the output of the 
energy harvester reduces very rapidly above a certain number 
of  magnets. In this case, the average value increases from 
0.6V for one magnet to 1.11V for three magnets. Above three 
magnets, the average value decreases that are similarly results 
obtain in [1]. 

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18
-8

-6

-4

-2

0

2

4

6

8
electromotive force

time(s)

V
e
m

 (
V

)

 

 
1magnet

3magnets

4magnets

 

Figure 5. Simulated induced voltage 1,3,4 magnets without spacer 

➢ Induced voltage with spacer 

Fig. 6 shows the induced voltage for a 1,4,5 number of 
magnets in opposite directions with space between them. 
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In this case, the average value increases from 0.6V for one 
magnet to 1.2V for four magnets. Above four magnets, the 
average value decreases. With space between magnets the 
induced voltage increase, comparing to induced voltage 
without spacer.  
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Figure 6.  Simulated induced voltage 1,4,5 magnets with  spacer 

➢ Induced current without spacer 

The figure below shows the induced current for 1,3,4 
number of magnets in opposite directions with no space 
between them. In this case, the average value increases from 
(5.77 10-4A) for one magnet to (10-3A) for three magnets. 
Above three magnets, the average value decreases. 
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Figure 7.  Simulated induced voltage,1,3,4 magnets without spacer 

➢  Induced current with spacer 

Fig.8  shows the induced current for a 1,4,5 number of 
magnets in opposite directions with no space between them. 

In this case, the average value increases from (5.77 10-4A) 
for one magnet to (9.7 10-4) for four magnets. Above that, the 
average value decreases. 
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Figure 8.  Simulated induced current,1,4,5 magnets with spacer 

V. CONCLUSION 

This Study illustrates that the outputs (voltage, current) of 
a multi-pole energy harvester could be augmented by dividing 
the moving mass (magnet) into more parts rather than using 
only one part, also using a gap (spacer) between the magnets 
increases the harvesting values. 

However, beyond a certain number of magnet division the 
effect is reversed, the values decrease, this is why we must 
suggest optimization method. 
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Abstract— In different industrial sectors, the need for controlling 

complex structures while improving economic efficiency results 

in designing innovating, adequate advanced probes. In this 

paper, we present a simulation of a dual-function sensor using 

the method of eddy current non – destructive testing (NDT- EC). 

We also developed a model which predicts the apparent changes 

in the impedance of an absolute ferrite-cored probe in axially 

symmetric configurations. The developed model is not only 

applied to calculation of probe’s impedance in the presence of a 

defect inside the load but it is also applied to determine 

geometrical and physical characteristics of eddy current non-

destructive testing (ECNDT) device. The model is implemented 

within a software tool developed in COMSOL environment. 

 
Key words: Non Destructive Testing, Evaluation, Eddy Currents, 

absolute Sensor, ferromagnetic core, electromagnetic Impedance.  

I. INTRODUCTION  

 The eddy current phenomenon is widely used in the field of 

non-destructive testing of conductive materials. In this work, 

the sensor is a solenoid inductor having a ferrite core. This 

type of probe is useful when the creation of an important 

locally uniform magnetic field is required for piece evaluation. 

 In fact, a coil carrying an alternating current generates 

currents themselves creating a magnetic flux which opposes 

the generating flux modifying the magnetic field of the 

system. Consequently, it is the study of the variation of the 

impedance or the variation of the voltage induced at the 

terminals of the coil which will provide the necessary 

elements of control because the path, distribution and intensity 

of the currents eddy do not only depend on the excitation 

conditions (electrical and geometric parameters of the 

winding), but also on the physical and geometric 

characteristics of the target. We can therefore see that a fault, 

constituting an electrical discontinuity disrupting the 

circulation of eddy currents, could cause a variation in 

impedance at the level of the excitation coil. 

The model presented in this article is based on Maxwell's 

equations and the transition relations between media by 

choosing the vector potential formulation. The resolution of 

the equations obtained is carried out by the finite element 

method developed by the COMSOL multi physics software. 

II. SYSTEM DESCRIPTION  

We present in figure 1, an axially symmetrical geometric 

configuration of an axially symmetric electromagnetic system 

including a source of domain s which delivers a sinusoidal 

tension, a ferrite core m, and a massive piece of domains c 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Ferrite core probe – piece configuration– 

 

A. Electromagnetic background 

To describe the phenomena that govern the system, the 

general Maxwell model is reduced to two coupled equations 

given as follows: 

 

 

{
∇ ⃗⃗  ⃗ ∧ (

1

𝜇
( ∇ ⃗⃗  ⃗ ∧ 𝐴 )) + 𝜎

𝜕𝐴 

𝜕𝑡
+ 𝜎∇ ⃗⃗  ⃗𝑉 = 𝐽𝑠

∇ ⃗⃗  ⃗. 𝐴 = 0                                                    

                                 (1) 

 

Where A[T.m] is the magnetic vector potential, Js[A/m2] the 

conduction current density, V[V] the electric scalar potential, 

[.m]-1 the electric conductivity, and 0  the magnetic 

permeability[H/m],[1, 2] 

 

Source (sensor coil) 

Ferrite core 

Load (piece)  Load  (piece) 
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In the case of a sinusoidal excitation, by using the 

complexes, we can replace 
𝜕

𝜕𝑡
 by 𝑗𝜔   :  

 

{
∇ ⃗⃗  ⃗ ∧ (

1

𝜇
( ∇ ⃗⃗  ⃗ ∧ 𝐴 )) + 𝜎𝑗𝜔𝐴 + 𝜎∇ ⃗⃗  ⃗𝑉 = 𝐽𝑠

∇ ⃗⃗  ⃗. 𝐴 = 0                                                    
                               (2) 

 

The sensor impedance Z is determined from the vector 

potential A, obtained by the resolution of the equation system 

(2) [3]. 

𝑍 =
𝑖 𝜔𝑁2

𝐼𝑠
∫𝐴 𝑑𝑙                                                                    (3) 

Where N: number of turns of the sensor coil. 

 

III.  SIMULATION AND RESULTS  

 The sensor is an exciting coil of internal radius of 1 mm, of 

radial thickness of 0.75 mm, an axial length of 2 mm. The 

ferrite core has a radial thickness of 0.9 mm, an axial length of 

3 mm and relative permeability of 100. The sensor and ferrite 

core are normal to the plate and has a thickness of 1.55 mm, 

conductivity of 1 MS/m and a relative permeability of 1. It is 

supposed to have an infinite length (Fig. 2, 3) [4, 5].  

The distribution of the induction currents can be approached 

by circular turns, the revolution axis of which is that of the 

sensor.  

In the present work, the system of equations (2) is 

implemented in Comsol Multiphysics, which solves the 

problem using the finite element method.  

The boundary conditions applied in the simulation are those 

of Dirichlet. We calculate the variations of impedance due to 

the presence of conductive plate (Fig. 2), then to the presence 

of holes in this plate (Fig 3). The case study is axisymmetric. 

We show in Fig. 4 the simulation results by tracing the 

magnetic flux density in the presence of a defect in the piece. 

Table 1 show the variation of resistance and reactance as 

function of frequency results, stemming from the proposed 

model in presence of ferrite core due to the presence of 

circular defect in the piece. We considered the defect on the 

superior face of 50% of depth and 1.5 mm of diameter (Fig. 

3). 

The model may be used to determine the geometrical and 

physical proprieties of work piece. In this context, we give the 

evolution of variation of the resistance and the reactance 

according to the thickness of the plate as well as the curve of 

Lissajous giving the reactance according to the corresponding 

resistance (Figs. 5-7) for the three frequencies of inspection. 

 In the same way, figures (8-10) collect the evolution of 

variation of the resistance and the reactance according to gap 

(lift-off) between sensor and plate as well as the curve of 

Lissajous giving the reactance according to the corresponding 

resistance.  

 

 

 

 

 

 

 

Figure 2.  Piece without defect. 

 

 

Figure 3.  Piece with defect. 

 

 

Figure 4.  Magnetic Flux Density in the presence of the defect (f=240kHz) 
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TABLE I.  VARIATION OF SENSOR RESISTANCE AND REACTANCE AS 

FUNCTION OF FREQUENCY  

Freq (kHz) R10 () X10 () 

100 9,735 -13,794 

240 20,315 -47,05 

500 35,818 -116,34 

 

 

Figure 5.  Variation of Sensor Resistance according to the thickness of the 

plate. 

 

Figure 6.  Variation of Sensor Reactance according to the thickness of the 

plate. 

 

 

 

 

 

 

Figure 7.  Variation of Sensor Reactance according to the Sensor Resistance. 

 

 

 

Figure 8.  Variation of Sensor Resistance according to a variable lift-off  
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Figure 9.  Variation of Sensor Reactance according to a variable lift-off 

 

Figure 10.  Variation of Sensor Reactance according to the Sensor Resistance. 

 

 

 

 

 

 

 

 

 

 

 

IV. CONCLUSION 

This article is dedicated to the development of a model explaining 

the geometric and electromagnetic characteristics of non-destructive 

eddy current testing devices. 

Indeed, we present a model allowing the calculation of the 

impedance of a dual-function absolute sensor with ferromagnetic 

core in the presence of healthy non-magnetic parts or with defects. 

The electromagnetic problem was formulated by choosing the 

electromagnetic vector potential as the state variable while taking 

into account the properties characterizing the materials. This model is 

based on the finite element method for resolution developed by 

COMSOL Multi Physics, which leads to direct identification of the 

piece to be controlled. 
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Abstract— In this paper, we propose a new numerical method for 

ultrasonic pulse detection of an acoustics microwaves signal 

during the propagation of acoustics micro-waves generated by 

piezoelectric substrate LiNbO3 Cut Y-X in ultrasonic transducer. 

We have used machine learning (ML) by support vector 

machines (SVM), the originality of this method is it provides the 

accurate values and help us to identify undetectable waves that 

we cannot identify with the classical methods; in which we 

classify all the values of the real part and the imaginary part of 

the coefficient attenuation with the acoustic velocity in order to 

build a model from which we note the Ultrasonic Pulse or 

microwaves acoustics (bulk waves). By which we obtain accurate 

values for each of the coefficient attenuation and acoustic 

velocity. This study will be very interesting in modeling and 

realization of acoustics microwaves devices (ultrasound) based on 

the propagation of acoustics microwaves. 

Keywords: Ultrasonic; Piezoelectric material; Support Vector 

Machines (SVM); Classification. 

I. INTRODUCTION  

This this work is devoted to the modeling of acoustic 

microwaves in piezoelectric structures; It was at the beginning 

of the 1950s that all electronic components were manufactured 

on the basis of semiconductor elements making it possible to 

generate an electric current (carrying information). After the 

discovery of piezoelectricity, a very important property, it 

results in an electrical polarization of the material under the 

action of a mechanical stress and vice versa by a deformation 

of this material when if excited by an electric field. In the first 

case, we recognize the direct piezoelectric effect discovered by 

the brothers Pierre and Jacques Curie in 1880, and in the 

second case (the opposite effect), it is the indirect piezoelectric 

effect established by Gabriel Lippman based on calculations 

thermodynamics and confirmed by the Curie brothers. 

Subsequently, work was continued giving rise only to 

theoretical work concerning crystalline structures.  

In 1910, Woldemar Voigt of the Lehrbuch der 

Kristallphysik [1] published an article, which gives the twenty 

piezoelectric crystal classes, mentioning for the first time the 

piezoelectric constants in the tensorial formalism. The search 

for more efficient materials has interested various research 

groups around the world for the development of ferroelectric 

materials, such as barium titanate, PZTs and materials with a 

high electro-elastic coupling coefficient such as Lithium 

Niobate, which are moreover today reference materials. Since 

the 1950s, applications with ultrasound in medicine (Radiating 

structures and ultrasound, Doppler Effect) or in therapy 

(destruction of stones by shock wave) have emerged. The 

piezoelectric material is a crystal that deforms when it 

undergoes an electric voltage. In this case, the electrical signal 

is converting into an elastic signal propagating with speeds 

identical to those of supersonic waves. The waves which 

propagate on the surface of the material, they are called surface 

waves [2, 3], they are only detectable for a single acoustic 

velocity. For other velocity, we can find surface waves called 

pseudo surface waves.  

Other types of waves, called bulk waves and surface waves 

[4, 5], in the field of application, bulk waves are used in 

ultrasonic; there are several works on the detection bulk 

acoustic microwaves [5-7]. In our case, we propose another 

approach for the modelling of the acoustic microwaves with a 

complementary vision to the literature mentioned above. In this 

approach, we interested especially in the detection of ultrasonic 

pulse by the use of (SVM) as detection tool in order to mark 

the mode of a bulk waves. 
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In this work, we searched for all acoustic velocity and 

attenuation coefficients relying on fundamental relations and 

we classified all the values so that we can detect ultrasonic 

pulse easily. Figure 1 Shows Ultrasonic Pulse generated by 

LiNbO3 substrate. 

 

Fig 1. Ultrasonic Pulse generated by LiNbO3 substrate. 

II.  CONTRIBUTION 

In our work, we are interested in the application of Support 

Vector Machine (SVM) for the detection of ultrasonic pulse. 

The Classification by classical neural networks presents many 

complications while that of Support Vector Machine (SVM) 

which was introduced by D. F. Specht [8] has become a 

reference in the field of neural classification because of their 

properties for classification issues. In SVMs, we find several 

advantages in that they do not suffer from the problem of local 

minima and that learning is very fast since the network is 

created after a single pass over the training set [8]. On the other 

hand, there are some disadvantages concerning the number of 

hidden neurons which is equal to the number of samples of the 

training especially in the case of a very large training set 

without forgetting the choice of the smoothing parameter 

which can affect the generalization of the network. Work has 

been proposed to solve the problem of generalization as well as 

that of the choice of parameters in probabilistic neural 

networks. Thus, M. Kim [9] proposed a new architecture to 

improve the generalization of the standard PNN. In the 

literature [10, 11], LVQ (Learning vector quantization) 

algorithms have been used for learning PNNs in order to make 

the network size smaller. Other variants of the PNNs are the 

fuzzy PNN and the stochastic optimization for the choice of the 

parameters of the PNN [12] only allow a partial resolution of 

the problem. RKPNNs methods (PNNs with rotational kernel) 

[13] have good generalization qualities compared to SVMs in 

the case of a reduced number of classes [14, 15] but learning is 

very slow, even for small sets of learning and the network does 

not support the addition of new classes of samples, in this case 

the whole learning process must be repeated with a new set. 

The learning algorithm reduces the number of hidden neurons, 

without affecting the network architecture; this means that 

adding new samples or classes is possible at any time and 

without redoing the learning from the beginning. 

III. PHENOMENOLOGICAL TENSORIAL PIEZOELECTRIC 

EQUATIONS 

The signal to be treated will be applied to the electrodes of the 

transducer that generates the distortions (compression and 

dilatation), so a piezoelectric wave is generated and 

propagated in the X direction. We consider the space 

coordinates as follows: 

X=X1, Y=X2, Z=X3 

The mechanical state of the medium is defined by two 

magnitudes of tensorial type, the stress Tij and the mechanical 

deformation (Strain) Sij (i, j=1, 2, 3).  

The electric state of the medium is defined by two vectors, the 

electric field Ek and the electric induction Di. The stress tensor 

and the electric induction are defined like follows [16]:  

kkijklijklij EeSCT                                    (1) 

kikkljkli ESeD 
                             

    (2) 

With i, j, k, l= 1, 2, 3, where 

       ik: permittivity tensor (F/m) 

       ejkl: piezoelectric tensor (c/m) 

       Cijkl: elastic tensor (N/m2) 

The strain is bound to the relative displacements of the 

particles of the material environment is defined by: 
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(3) 

where Ui represents the elastic displacement of the particle 

(i=1, 2, 3). 

Note that, in the quasistatic approximation, an electric field of 

component can be defined by [17,18]:  
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(4) 

where U4 is the electric potential (with i=1, 2, 3) 

   On the other hand, in the quasistatic approximation, the 

Maxwell’s equation amounts to the Poisson’s equation [18]. 

i

i

X

D
Ddiv








                                

(5)

 
The movement of the particles under the action of stress 

(constraints), is described by the following differential 

equation (Newton’s 2nd law) [19] 

2

2

t
ρT





Uj

                                  

(6)

 
where ρ is the mass density of medium. 
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Replacing respectively equations (3) and (4) in equations (1) 

and (2), we obtain 
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Replacing (7) and (8) in (5) and (6), we obtain 
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Equations (9) and (10) are the piezoelectric tensorial 

equations, they characterize electroelastic coupling between 

the elastic displacement vector of components U1, U2, U3 and 

the electric potential U4. 

IV. GENERAL FROM OF THE SOLUTION 

The piezoelectric wave is the solution of the elastic and 

electric equations that satisfy elastic and electric boundary 

conditions. When these waves attenuate exponentially inside 

the piezoelectric material, they are known as surface waves 

and if this is not the case they are known as bulk waves. 

Consider the following form of the surface wave (partial 

wave) : 

 

))Xj(1-tj(-Y)exp
i

exp(j
i

u
i

U            (11) 

 

where ui (i=1, 2, 3) are the displacement amplitudes, ui (i=4) 

is the amplitude of the electric potential, k is the constant of 

propagation, the αi are the penetration coefficients of the wave 

inside the piezoelectric substrate, γ is the coefficient of 

longitudinal attenuation and ω is the angular pulsation. 

We will be interested in the coefficient αi. With a chosen YX-

cut LiNbO3 (Lithium Niobate).  

Equations (9) and (10) can be written in a matrix form as 

 

    0UA                                         (12) 

 

where [A] is a matrix (4x4), the elements of this matrix 

depend on the features of the piezoelectric material (Cijkl, ik 

and elij) as well as of penetration coefficient α and of the 

acoustic velocity VS.  

The determinant of the matrix [A] must be zero to ensure a 

nontrivial solution, it can be written as 

0
8

0


i

i
i                                      (13) 

where Bi depends on the features of the piezoelectric material 

(Cijkl, ik and elij) and of the acoustic velocity VS. The 

determinant of the matrix [A] must be zero, we have eight 

complex roots (i=1, . . ., 8): 

iii jba 
                                          

(14) 

where ai is the real part and bi is the imaginary part, with 

am=am+1 and bm=bm+1  

where m=1, 3, 5, 7. 

In the surface mode (or Rayleigh wave) the α i (i=1, . . ., 4) are 

conjugated by pairs and only the complex roots with negative 

imaginary part are taken into consideration (for convergence 

reasons). 

Let us first neglect the longitudinal attenuation (γ =0) and 

insert equation (14) in equation (11), to obtain: 

 

)(X-tj[-k.Y)exp
i

(-exp
i

u
i

U Y
i

akb  
 
        (15) 

 

 If we go inside the crystal (Y tends to -∞), the wave Ui 

tends to zero. This corresponds to surface acoustic waves 

(SAW). In the opposite case (Y tends to +∞), Ui tends to 

infinity (+∞) (without physical signification). 

Remarks  

If 
)(i

re = 0 and 
)(i

im  > 0, ultrasonic pulse will be obtained and 

for a good detection of ultrasonic pulse we should have (Real 

part equals zero and the maximum positive value of imaginary 

part (Table 1). 

V. RESULTS AND DISCUSSION  

Fig 2 shows the classification using SVM; for each value of 

coefficient attenuation α1, we observe that Ultrasonic Pulse has 

5 values, Fig 3 shows the classification using SVM but in this 

case, the classification factor is acoustic velocity Vs and this 

stage helps to know acoustic velocity Vs which corresponds to 

each value of coefficient attenuation α1, But in the attenuation 

α2 we note that; Ultrasonic Pulse is not detected, (Fig 4), in 

this case we are not required to use the classification of 

acoustic velocity Vs. 

In the attenuation α3 we note that the ultrasonic Pulse is not 

detected (Fig 5) (Table 1), in this case, we are not required to 

use the classification of acoustic velocity Vs. Fig 6 shows the 

classification using SVM; for each value of coefficient 

attenuation α4, we observe that Ultrasonic Pulse has 4 values, 
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Fig 7 shows classification for acoustic velocity corresponds to 

each value of coefficient attenuation α4. (Table 1) 

 

Fig 2. SVM classifier for α1. 

 
Fig 3. SVM classifier for α1- Classification factor Vs 

 

 
Fig 4. SVM classifier for α2. 

 

 
Fig 5. SVM classifier for α3. 

 

 
Fig 6. SVM classifier for α4. 

 
Fig 7. SVM classifier for α4- Classification factor Vs 

TABLE I.  SUMMARIZES THE FULL WORK 

Coefficient 

attenuation 

Real 

part 

Imaginary 

part 

Acoustic 

velocity 

Vs (m/s) 

Ultrasonic 

Pulse 

α1 

0 5,78765 3700 Detection 

0 6,25443 3750 Detection 

0 
7,8765 

3800 
Good 

Detection 

0 2,4543 3850 Detection 

0 1,00001 3900 Detection 

α2 
No 

Values 

No Values No Values No detection 

α3 
No 

Values 

No Values No Values No detection 
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α4 

0 3,65 3200 Detection 

0 2,765 3250 Detection 

0 1,34571 3300 Detection 

0 
3,7 

3350 
Good 

Detection 

 

 

VI. CONCLUSION 

Our paper was the subject of a modeling of the propagation of 

acoustic microwaves in piezoelectric structures, firstly at the 

level of the detection of partial ultrasonic pulse by the behavior 

of the attenuation coefficients (graphic results) and secondly by 

the association of Support Vector Machine for better precision. 

In our work we have explained the phenomenon of ultrasonic 

pulse by relying on two models: The first is based on numerical 

results at the level of the attenuation coefficients, namely the 

variations of their real and imaginary parts as a function of the 

acoustic velocity, provide us with information on the presence 

of partial microwaves, thus making it possible to distinguish 

easily the different modes of propagation in particular 

ultrasonic pulse. The second model is based on the application 

of Support Vector Machine (SVM) in order to accurately detect 

ultrasonic pulse during the propagation of acoustic microwaves 

in a piezoelectric substrate (example: LiNbO3). We used 

classification by support vector machine as a means of 

numerical analysis in which we classified all the values of the 

real part and imaginary part of the attenuation coefficient 

according to the acoustic velocity thus leading to the 

construction of a very precise model for the detection of 

ultrasonic pulse. Our method (second model) is applicable for 

any piezoelectric material of the same crystallographic class, it 

is enough just to change the characteristic parameters of the 

material considered (elastic tensor, piezoelectric tensor and 

dielectric tensor). 
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Abstract—The objective of this paper is to develop an 

electromechanical model to analyze the Electromagnetic Energy 

Recovery Dampers (EERD) for automotive applications in order 

to quantify the power of different vibration cycles caused by road 

irregularities. The system (EERD) converts kinetic energy from 

vibrations into electrical energy. The model developed is based 

on the governing magnetic field equation expressed in terms of 

magnetic vector potential, solved using the coupled circuit 

method and then combined with the electromagnetic and 

mechanical equations obtained after modeling the vehicle's 

damper. The coupling is carried out by the magnetic force and by 

an external mechanical force due to the movements of the moving 

part. Vibration cycles are transmitted to the device in the form of 

vertical displacements. The results obtained mainly represent the 

vehicle's damping rate and the electrical power recovered. 

Keywords: Vehicles, Electromagnetic damper, Electromechanical 

vibration energy. 

 

I. INTRODUCTION  

Thanks to the technological advances of recent years, 
humanity has created and improved ways of facilitating and 
enhancing his daily life in all areas by overcoming some of the 
most recurrent problems. Among these problems are those 
linked to shock, noise and vibration encountered in industrial 
machinery, bridges and buildings, but also in means of 
transport, particularly vehicles. 

Dampers have become an indispensable part of a vehicle's 
mechanical structure. They reduce the vibrations of the object 
or isolate the object from vibrations by dissipating energy to 
improve its life by guaranteeing more efficient operation safety 
and comfort of passengers. 

The electromagnetic damper which is the subject of the 
present work is a device which aims to minimize the amplitude 
of vibrations resulting from road irregularities by magnetic 
attraction and recover vibratory energy in the form of electrical 
energy. 

The research carried out to date is essentially based on the 
finite element method for the calculation of electromagnetic  

 

 
quantities [3], [4], [5]. In this work, we propose a different 

approach based on the coupled circuit method [1]. 

This article is divided into three sections. The first section 
description of the system (EERD), the second section is 
devoted to the electromagnetic modeling of the suspension and 
the mechanical modeling of the oscillations and the forces of 
repulsion and attraction. The final section is devoted to the 
MATLAB simulation of the electromagnetic suspension. 

II. GEOMETRIC DESCRIPTION 

We have a system consisting of a car coil spring, a wheel 
with a fixed degree of freedom that doesn't move, and an 
axially magnetized magnet concentric with a coil. The isolated 
system oscillates in one degree of freedom. The z(t) coordinate 
indicates the amplitude deviation from stable equilibrium. The 
geometry and study range of the electromagnetic damper are 
shown in “Fig. 1”. 

 

 
Figure 1.   Mechanical model of the damped system 
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The mechanical system representing a quarter of the 

vehicle “Fig.1” is made up of the vehicle mass m, the rigidity 

of the vehicle suspension K, a permanent magnet and a coil. 

When the permanent magnet changes position vertically, it 

creates a variation in the magnetic field, which induces a 

variable electric current in the coil, which must be rectified and 

stored in the capacitor. The diagram in “Fig. 2”shows the 

circuit's various operating modes. 

 

 

III. ELECTROMAGNETIC AND MECHANICAL MODELING 

The mathematical modeling of (EERD) takes into account 
the interaction between the mechanics of the magnet's motion, 
the electrical equation drawn from the circuit formed by the 
receiver coil, and the electromagnetic phenomena within the 
system. 

A. Electromagnetic equation 

In our situation, the Amperian approach is favored, there is 
therefore no magnetic material and the field is due exclusively 
to an equivalent current. 

{
ro⃗ t(B⃗⃗ ) = μ0J eq             (a)

J eq = ro⃗ t(M⃗⃗⃗ )                 (b)
  (1) 

Starting from Maxwell's equations, neglecting the 
displacement current, and taking into account the equivalent 
current density, the governing magnetic field equations in 
terms of magnetic vector potential are given in 2D cylindrical 
coordinates as follows: 

{
div(gra⃗ d(A)) = −μ0J                       (a)
J

σ
+

dA

dt
− vzBr = −gra⃗ dV . e⃗ θ             (b)  

  (2) 

The solution to the equation (2.a) is given by the Biot and 
Savart formula for the magnetic vector potential. 

A(p) =
μ0

4π
∫

J(P0)dv0

|P⃗⃗ −P⃗⃗ 0|0
   (3) 

 

 
 

Where µ0 and σ are the permeability and conductivity, 
respectively, of the conducting medium, Jeq represents the 
equivalent current density of the magnet, A the magnetic 
potential generated by the magnet, P0 the position of the 
source, P the position of the charge, (r0,z0) the coordinates of 
the source, (r,z) the coordinates of the charges and k is a 
geometric factor. 

Br is the radial component of the magnetic field such that: 

𝐵𝑟 =
𝑑𝐴

𝑑𝑧
         (4) 

V is the electric scalar potential, which is written as a 
function of the voltage across a turn of the coil as follows: 

gra⃗ dV . e⃗ θ = −
u

2πr
  (5) 

The development of the integral of relation (3) in the case of an 

axisymmetric system leads to the expression of the magnetic 

 
Figure 3. Electromagnetic effect between any two points 

 
Figure 2. Schema for recovering the electrical energy generated by the 

magnet 

TABLE 1.  SIMULATION PARAMETERS 

 Parameters Value 

Mechanical 

parameters 

Speed bump length (L0) 1 m 

Speed bump height (H) 0.5  m 

Vehicle speed (v) 30  km/h 

Stiffness K 2 105  N/m 

Force applied to damper 40 sin(26.7t)  kN 

Electromagnetic 

parameters 

Magnet width 10  cm 

Magnet length  (l) 15  cm 

Remanent field of magnet 2 T 

The equivalent current in 
the magnet (Ieq)  

2.38 103 A 

Average coil radius 10 cm 

Coil length 25 cm 

Number of turns (Ns) 1750 turns 

Coil position 5.5 cm 

Coil conductivity σ 6 107 siemens 

Battery capacity (C) 36000 F 
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potential as a function of the elliptic Legendre integrals 

respectively of first E1(k) and second species E2(k)[1],[6]. 

A(r, z) =
μ0

2π
I(r0, z0)√

r0

r
[
(2−k2)E1(k)−2E2(k)

k
]          (6)  

We then deduce the expression of the radial 

component of the magnetic induction. 
 

Br(r, z) =
μ0I0

8π

z−z0

r√rr0
[
2−k2

1−k2
E2(k) − 2E1(k)] k (7) 

With  

k = √
4rr0

(r+r0)
2+(z+z0)

2                                      (8) 

{
E1(k) = ∫

dφ

√1−k2sin2φ

π
2⁄

0
                            (a)

E2(k) = ∫ √1 − k2sin2φdφ
π
2⁄

0
             (b)

  (9) 

 

B. Electrical equation  

The electrical equation modeling the recharging of the 
capacitor: 

From (2.b), by introducing the expression of the gradient of 
the electric potential V as a function of the voltage (u) at the 
terminal of each turn (5), we arrive at the electric equation at 
the terminal of each turn of the coil. 

2πr (
J

σ
+

dA

dt
− vzBr) = u     (10) 

As the coil turns are in series, it is then sufficient to sum the 
elemental voltages of each turn to obtain the terminal voltage 
of the entire coil, and the equation (10) becomes: 

L
dI(t)

dt
+ RI(t) + U(t) = Vem(t)  (11) 

{
 

 R = ∑
2πri

sσ

N
i=1                                             (a)

L =
1

I
∑ 2πriAi

ccN
i=1                                   (b)

Vem(t) = 2πvz(t) ∑ riBri
mc(t)N

i=1      (c)

    (12) 

Introducing the relationship between current and voltage 
across a capacitor (equation 13), we obtain the general 
equation of the electric circuit (equation 14) 

I = C
dU

dt
                                      (13) 

( ) ( )
( )

( )
dt

tdV
C tI

dt

tdI
RC

dt

tId
LC em=++

2

2

         (14) 

Where s is the section of the turns of the coil, σ the 
conductivity of the coil, (I) the current passing through the coil, 
L the inductance of the coil, U the voltage at the terminal of the 
capacitor, C the capacitance of the capacitor, Acc is the 
magnetic potential resulting from all the turns on the ith turn, 
Brmc is the radial component of the induction produced by the 
magnet on the ith turn, ri is the radius of the ith turn, vz is the 
speed of the magnet and Vem is the fem induced by the 
movement of the magnet. 

C. Mechanical equation 

The equation of motion of the above system is given by: 

mz̈(t) + FL(t) + Kz(t) = Fext(t)           (15) 

Where z(t) represents the position of the magnet over 
timeand Fext represents the force due to road irregularities. In 
the case of a speed bump, the Fextis modeled by a half-sinusoid 
[2]: 

Fext = k′h0sin (
π

L0
vt)  (16) 

Where v represents the vehicle speed, L0 represents the 
length of the speed bump, h0 its height and k' an amplitude 
factor. 

D. Electromechanical equation 

Electromechanical interaction is represented by the Laplace 
force FLwho is the electromagnetic force exerted by a magnetic 
field on a conductor traversed by a current, its expression for a 
single turn is: 

FL = 2πrIBr     (17) 

Replacing (17) in (15) and superimposing the forces 
exerted on all the turns gives (18). 

( )
( )

( ) ( )tFtkz
dz

t,zdA
)t(Irtzm ext

N

i

mc
i

i =+













+

=1

2  (18) 

Where Amc is the magnetic potential created by the magnet 
and perceived by the coil. 

IV. APPLICATION ANDRESULTS 

After considering the axial symmetry of the EERD, the 
generator can be simplified into an axially symmetric 2D 
model in cylindrical coordinates. 

The diagram used to represent the coil and magnet in 
MATLAB is shown in the “Fig.4”. 

The simplified electrical circuit is schematized in the 
following “Fig.5”. 
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Note that the current remains positive because of the 

rectifier, and decreases as the capacitor is charged, until it 
cancels out when the capacitor is fully charged. As for the 
LAPLACE force, it changes sign so as to oppose the magnet's 
movement at all times, and cancels out when the current is 
zero. 

The damping coefficient is the capacity of the current to 
oppose the magnet's movement through the LAPLACE force 
and is defined as being proportional to the ratio of the Laplace 
force to the magnet's speed. It always remains positive, unlike 
the LAPLACE force, and cancels out when the current is zero. 

V. CONCLUSION 

The work undertaken within the framework of this article 
concerns the recovery of electromechanical vibration energy 
from electromagnetic shock absorbers of vehicles. 

After simulation, we clearly observe the presence of 
damping due to the current induced in the coil. However, the 
damping remains very low and insufficient to completely 
eliminate vibrations, it will then be necessary to think about 
optimizing the parameters of the model produced or exploring 
other magnet-coil configurations. 
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Figure 9. Damping coefficient 

 

 

Figure 8. Electrical power dissipated under load 

 

 

Figure 7.  Laplace force under load 

 

Figure 6. Current density in the coil under load 

 

Figure 5.  Equivalent circuit under load 

 

 

Figure 4.  Simplified facial section of a magnet and coil 
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Abstract—The use of a very fast recording oscilloscope 

(bandwidth 350MHz) enabled us to obtain qualitative results 

with regard to transient currents and correlated emitted lights 

corresponding to streamers propagation and their transition to 

breakdown inside the dielectric liquids under direct current (DC) 

or industrial voltage (AC, 50Hz), in a point-plane electrode 

system. The proposed technique is non intrusive. It consists on 

using the luminous signals of discharges to determine the 

currents and energies with more accuracy without risking the 

deterioration of any equipment. 

Keywords: Light emission, current, discharges, liquid dielectrics. 

I. INTRODUCTION 

Most of power equipments (transformers, bushings, cables, 
breakers…) are filled of insulating liquids especially mineral 
oils that ensure at the same time both electrical insulation and 
heat evacuation. In general, the life period of power 
equipments is equal to the one of its insulation, and it 
necessarily depends on dielectric strength of the used 
insulators. During the operating of these equipments, the oil is 
submitted to different stresses: electrical, mechanical and 
thermal that can affect its characteristics 

The survey of streamers in dielectric liquids has been the 
subject of many works [2-6]. Most of these works are 
dedicated to the measurement of the velocities, currents and 
emitted lights in divergent electrode systems (tip-plane in 
particular) under impulse voltages. The streamers have been 
classified according to their shapes and their modes of 
propagation dependently on the electrodes polarity [7]. Four 
modes of propagation have been observed in positive point 
polarity and three modes in negative point. Contrarily to other 
liquids where positive and negative events are different, the 
steamers in mineral oil can have similar shapes in the two 
polarities. 

Electrical discharges can be partial or complete and evolves 
inside a solid, liquid or gaseous dielectric that present a default 
(cavity, detachment …) when a sufficient voltage level is 
applied. Generally, these discharges correspond at a primary 
stage to breakdowns in gases occluded in the defaults. Several 
measurement techniques have been proposed for the purpose. 

They are based on the use of electric (currents, charges, 
voltages …) [8-10], acoustic [11-13], luminous [14] and UHF 
radiated signals [15] that characterize them in the aim of real 
time diagnosis techniques development, and environmental and 
medical applications [2]. Measurements of the electric 
parameters are relatively riskier for the equipments from the 
fact that streamers at their initiation are characterized by very 
weak currents whereas breakdown reaches highly intensities. 
Another approach of identification and discrimination between 
streamers of weak energy and arcs of high energy level proves 
out to be necessary. 

II. TECHNIQUES AND EXPERIMENTAL PROCESS 

The experimental device (Fig. 1) consists of an alternative 
voltage source (220V/50kV, 50Hz), a tip-plane electrodes 
system placed vertically inside oil filled cylindrical cell made 
of Pyrex (500ml). The plane electrode is made of brass of 
diameter 40 mm. It is covered by an insulating barrier of 1.2 
mm of thickness enabling to avoid any damage due to sudden 
arcing occurrence. The point electrode made of tungsten has a 
radius of curvature of 10µm, and the electrodes gap is varied 
from 2 to 18.5 mm. 

 

 

 

 

 

 

 

 

 

 

 

Figure1. Experimental Device 
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The current (charge) is measured through the voltage sag 

across a non inductive resistance (respectively capacity) placed 
in series in the circuit of test, while the emitted light is detected 
thanks to a photomultiplier (Hamamatsu type). The two signals 
are recorded simultaneously with the help of a memory digital 
oscilloscope (Lecroy 9450, 350 MHz). The oscilloscope input 
is protected with two fast diodes (AN4148, 100mA, 4ns, 100V) 
placed in head to head in parallel with this resistance. 

The voltage is varied between a threshold that we suppose 
minimal of generation where at the most 2 streamers are 
generated during one hour of voltage application, and a 
maximal threshold over which at least 50% of the recorded 
streamers lead to arcing. It is uniformly varied from 
2.0±0.2kV/s. A largest possible current range has been thus 
obtained: From levels corresponding to the weakest energies 
until those of high energy, leading directly to arcing. 

The breakdown voltage threshold is defined as the lowest 
applied voltage level for which at least one streamer from a 
series of 20 successively generated leads to breakdown. It is 
also possible to establish the variations of the harmonic field 
threshold on the point electrode by using a hyperboloid 
approximation:   

)/.4ln(.

.2

pp
h

rdr

U
E    (1) 

Where U is the applied voltage, rp the radius of curvature 
of the point electrode and d the gap distance. 

III. CURRENT MEASUREMENT 

The streamers current is measured through a 50Ω non 

inductive resistance. It is placed between the plane electrode 

and earth, and connected to the 50 Ω input of a memory digital 

oscilloscope (Lecroy 9450, bandwidth 350MHz). The 
oscilloscope input is protected by two fast diodes (1N4148, 

100mA, 4ns, 100V) connected in head to head. 

The trigger level of the oscilloscope is chosen the lowest 

possible in order to record the lower manifestation of streamer 

as avoiding inopportune triggering of the oscilloscope owed to 

partial discharge currents through the external walls of the test 

cell. This level is as much more elevated than the electrodes 

gap distance and the applied voltage are increased.   

In most cases, the oscilloscope is used in mode sequences 

recording simultaneously the 20, 50 or 100 first events. For 

the present case, this number is fixed to twenty from the fact 
that all types of current susceptible to appear at a given 

voltage level are recorded. On the other hand, while taking a 

greater number, the recorded signals can be truncated in part 

and can lose in accuracy. 

The streamers appearance under DC voltage is not regular 

with time, especially when the applied voltage level is 

relatively low. Some streamers (at the most 5) are generated 

after the five first minutes following the voltage application, 

and then to mark a relatively long time, of about 30 minutes 

before the apparition of other streamers. At higher voltages, 

the streamers appear more regularly. 

The experimental device used for DC measurements is 

almost similar to the one presented in figure 1. It is constituted 
from a voltage source, a testing cell and a system of 

measurement and recording of currents, charges and emitted 

lights associated to the propagation of streamers. The DC 

source consists of a generator (SAMES type) providing a 

variable voltage between 0 and 150 kV. In our experiments it 

is varied by steps of 2kV/s. The voltage is varied from a 

minimal threshold assumed to be a minimal of generation 

where less than 2 streamers were generated during an hour of 

voltage application, and a maximal threshold over which at 

least 50% of the recorded streamers lead to arcing. The testing 

cell is mainly constituted of a point-Plane divergent field 

electrode system. 

IV. EMITTED LIGHT DETECTION AND CALIBRATION 

The light emitted by the streamer is detected with the help 

of a photomultiplier (Hamamatsu) provided with a very over-

sensitive photodiodes grid, polarized by a DC generator ±15V. 

The obtained electrical signal is amplified with the help of a 

HV negative DC which voltage varies between (0÷ -3000 V). 

The maximal amplification of the signal is obtained around 

1.8 kV when the grid of photodiodes is placed at 10 cm from 

the issuing source of light (i.e. the streamer). Beyond this 

voltage level, the photomultiplier saturates. In order to capture 

in totality the emitted lights, we coated the outside face of the 
test cell by a white lacquer and let a same measurements 

window than the grid of photodiodes (42x4.5mm2). The two 

latter are brought closer one from the other in order to obtain a 

maximum of luminous sensitivity of the used equipment. 

Until now the works devoted to the streamers emitted lights 

gave this parameter in arbitrary units. In order to have an idea 

on its amplitude, we proceeded to a standardization of the 

measurement device in equivalent light units to the electric 

data really measured by the oscilloscope. The grid of 

photodiodes plays the role of a photometric cell measuring the 

illumination emitted by the luminous source represented by 

the streamer. 
The calibration of the measurement device has been made by 

enlightening the photodiodes grid by a known light source 

(neon) emitting a luminous flux ''Fx'', placed facing the grid of 

photodiodes at a distance ''dG ''. By applying the relation: 

2..4
G

x
c

d

F
E


   (2) 

One obtains an illumination E of 68.18 Lx corresponding to a 

voltage of 9.8mV measured by the oscilloscope. The system 

being linear, one obtains therefore the following calibration: 
ec=7Lx/mV. 

While considering the streamer as a source of light 

concentrated on the point-plane axis, the distance d’
G between 

this axis and the grid of photodiodes being maintained fixed to 

110 mm, the flux unit on this axis would be:  

./1...4 2' mVLumdef
Gcx     (3) 

The luminous flux being supposed distributed uniformly 
around the streamer, from the fact of the axi-symmetry of the 
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system, one can determine the luminous intensity: 
.4

x
e

f
i    

and one obtains the equivalence: ./027.0 mVCdie   

V. EMITTED LIGHT AND CURRENT SHAPES UNDER AC 

Streamer propagation in liquid dielectrics is mainly 

characterised by current flow between the two electrodes and 

light emission which are almost well correlated. Negative 

streamers are characterised by discrete current and light pulses 

which are irregularly spaced. Figure 2 represent a typical 
negative streamer current with its corresponding light 

emission signal. Positive streamers are characterized by an 

increasing continuous component which reaches its maximal 

value when arrived on the plane earthed electrode. On this 

continuous component are superimposed very fast pulses 

which are regularly spaced.   

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
 

Figure 2. Typical negative streamer current (upper signal) and corresponding 

light emission (lower signal) variations with time in transformer mineral oil. 

Alternating applied voltage: U=25kV, Gap distance: d=5 mm, Point electrode 

radius: rp=10µm. Scale: Current: 0.75 mA/div, Emitted light: 0.6Cd/div, 

Time : 5µs/div. 

The greatest magnitudes are recorded in tetra-ester compared 

to transformer mineral oil. Different shapes of current and 

light can be observed depending on the applied voltage level 
and the corresponding alternation. In figure 3 is represented a 

typical positive streamer current with its corresponding 

emitted light. 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

Figure 3. Typical positive streamer current (upper signal) and corresponding 

light emission (lower signal) variations with time in transformer mineral oil. 

Alternating applied voltage: U=20kV, Gap distance: d=5 mm, Point electrode 

radius: rp=10µm. Scale: Current: 1.5 mA/div, Emitted light: 1.2 Cd/div, Time: 

5µs/div. 

VI. EMITTED LIGHT AND CURRENT SHAPES UNDER DC 

In general, positive and negative streamers currents and 

their corresponding light emissions are perfectly correlated in 

shape and amplitude. However, in mineral oil submitted to 

negative polarity voltage, if the current is null between two 

successive pulses, the corresponding emitted light present a 

continuous component increasing with time from a pick to the 

succeeding one. Figures 4 and 5 show the different shapes of 

emitted light and current observed in mineral transformer oil 

under positive and negative polarity with the same electrodes 

geometry. 

Similar observations have been reported in mineral oil for 
long gap distances under impulse voltage [16]. Current pulses 

without corresponding light pulses have also been recorded 

when the applied voltage is relatively weak. These two 

phenomena have been observed at the phase corresponding to 

the end of the streamer propagation.  

Under the two polarities, the currents and their 

corresponding light emissions are constituted of very brief 

discrete pulses which duration is of about 20 to 40ns for the 

first pulses and 50 to 200ns for the latest ones. Generally, the 

amplitude of these pulses increases with time. It is however 

difficult to settle a repetitive variation law of the amplitude of 

these emitted lights and currents. 
 

 

 

 

 

 

 

 

 
Figure 4. Typical positive streamer current (upper signal) and corresponding 

light emission (lower signal) variations with time in transformer mineral oil. 

DC applied voltage: U=50kV, Gap distance: d= 10 mm, Point electrode 

radius: rp=10µm. Scale: Current: 1. 5 mA/div, Emitted light: 3Cd/div, Time: 

10µs/div. 
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Figure 5. Typical negative streamer current (upper signal) and corresponding 

light emission (lower signal) variations with time in transformer mineral oil. 

DC applied voltage: U=50kV, Gap distance: d= 10 mm, Point electrode 

radius: rp=10µm. Scale: Current: 1. 5 mA/div., Emitted light: 1.2 Cd/div, 

Time: 10 µs/div. 

 

From a set of 20 streamers obtained successively in the 

same applied conditions, the currents and the light emissions, 

well that similar in the shape, present neither the same number 

of peaks nor the same amplitude. The disposition of 

accumulated charge in the liquid after a previous streamer 
would influence on the necessary energy to the development of 

the following streamer. 

The streamers corresponding to the generally recorded 

currents and light emissions are relatively of weak energy, and 

none of them leads to arcing. When the latter occurs, the 

streamer light emission shape changes fundamentally. 

It presents a continuous component whatever is the 

polarity of the tip. The shape of the current and then the 

corresponding streamer changes depending on whether this 

latter succeeds or no to arcing. Its velocity, being correlated to 

its shape, would be then more important when it is followed 

by an arc occurrence.  

VII. CONCLUSION 

Streamers currents and emitted lights are well correlated 

whatever are the applied voltage levels or nature, the 

geometric dimensions and the investigated liquid. They are 

both constituted from fast pulses which are in certain 

conditions superimposed on a continuous component 

corresponding to the streamer growth. The continuous 

component waveform variations can indicate the general 

streamer propagation way and velocity. 

The emitted light recording is more useful than currents from 

the fact that it represents a non intrusive technique which is 
also not affected by the high electromagnetic interferences due 

to power stations environment. On the other hand, emitted 

light signals are more complete and informative of the 

streamer dynamics and the physic-chemical processes that are 

responsible on its propagation. 
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Abstract—In this study, our main objective is to improve the 

detection of imperfections in polymeric insulation by thoroughly 

examining the distribution of electric potential and electric field 

along the external surface of electrical cables. We specifically 

focus on two distinct anomalies present within the internal 

insulation of a medium voltage cable model of 12 kV. To achieve 

this aim, we utilized advanced numerical simulations with the 

Comsol Multiphysics software, conducting a comprehensive 

comparative analysis in two distinct scenarios: one involving 

healthy insulation and the other simulating the presence of water 

tree and air defects. Our meticulous analysis of the results 

reveals minimal response variations for defect lengths less than 

1.5 mm. However, a significant difference in detectable defect 

lengths between water tree defects and air defects is evident, 

primarily influenced by the defect's dielectric constant. 

Specifically, for shorter defects, space charge was introduced into 

the internal insulation, leading to localized disruptions in the 

electrostatic equilibrium of the defect. Consequently, this 

disruption yields a distinctive response in terms of potential and 

electric field outside the cable. A thorough examination of this 

signal allows us to precisely map the distribution of the electric 

field within the internal insulation. Furthermore, our 

observations underscore that the concentration of electric field 

and potential values primarily clusters at the water trees tips. 

This emphasizes the effectiveness of the technique, relying on the 

dynamic movement of space charges, in facilitating the detection 

and precise localization of minor defects. 

Keywords: Underground Electrical Cables, Dielectric Insulation, 

Water Trees, Air defects, Space Charge, Diagnosis, Non-

Destructive Testing, Numerical Modeling. 

I. INTRODUCTION 

The failures of underground electrical distribution cables 

pose a serious threat to the reliability of the electrical 

infrastructure. Replacement must be carried out selectively 

due to the high associated cost [1] [2]. 

Despite the improvements made to mitigate the impact of 

water trees in modern cables, the problem still persists, 

underscoring the importance of addressing it. Aging, which 

reduces dielectric strength and also leads to the breakdown of 

the dielectric function of power cable insulation, primarily 

occurs due to the presence of partial discharges and water 

treeing phenomena. Therefore, their detection is necessary for 

predicting and ensuring the reliable operation of insulation 

health. However, it is essential to use diagnostic techniques to 

accurately assess the level of damage within a cable [3]. 

Various technologies and tests are available for the evaluation 

of underground cables [4-7], but there is often a weak 

correlation between diagnostic results and actual deterioration 

[1] [3]. Due to its random nature, water tree modeling is a 

relatively recent field made possible only through computer-

assisted analysis [2]. Numerical modeling of water trees and 

analyzing the distribution of the electric field within an 

insulation containing water trees are of real importance in 

estimating the stresses exerted by water trees in the internal 

insulation [8]. The implementation of our numerical model 

using Comsol Multiphysics aims to assess the distortion of the 

electric field caused by dielectric defects while also evaluating 

these defects and the possibility of detecting them. To achieve 

this goal and evaluate the internal insulation health of the 

cable model used in this study, it is essential to measure the 

electrical quantities on the outer surface of the cable. In this 

context, we recorded variations in the electric field and 

potential along the outer circumference of the cable. The 

values observed in the presence of defects were compared to 

the initial values in the case of a healthy insulation. 

Additionally, for the purpose of characterizing and 

distinguishing specific dielectric irregularities, two separate 

fault categories were selected. A comparative analysis was 

then carried out by examining the signals recorded along the 

cable's outer circumference in two scenarios: one involving 

the existence of an air defect and the other with the presence 

of a water tree. Moreover, we introduced the concept of space 

charge to study its behavior in detecting minor defects. It is 
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noteworthy that extensive experimental work has been carried 

out on non-destructive testing using space charge, owing to 

the significant correlation established by various authors [9-

12] between the accumulation of space charge and the 

presence of water treeing in the insulation of electrical cables.  
The objective of this study is to provide a detailed 

understanding of the electrical behavior and the impact of 
space charge on defect detection in electrical cable insulation, 
with a specific focus on water trees. 

II. MODELING OF INDIVIDUAL SEMI-ELLIPTICAL SHAPE 

DEFECT 

In our simulation, we opted for a model of water trees with 
homogeneous electrical properties, characterized by a 
permittivity of 5 [13][14] and a conductivity of  10

-6
 S/m 

[15][16]. In this case, the water tree is modeled as a semi-
elliptical shape, with one of the axes parallel to the direction of 
the electric field shown in Fig. 1.  

 

 

 

 

 

 

 

 

 

Figure 1.  Maximum dielectric strength value obtained at point b, the apex of 

the ellipse along the ordinate axis (oy), for α=π/2 

The concentration of the field at the tips of the water trees 
is attributed to their elliptical shape (e), as given by (2) [15]: 
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d is the thickness of the insulation, V0 and  E0  are the applied 

electric field and  voltage respectively.      

III. GOVERNING EQUATIONS 

The values of the electric field E  were computed in 

electrostatic state by using the following equations:   

        

                               VE                                                 (5) 

                                
V

ρV
r

ε
0

ε.                                (6)                                                       

 

Where, ε0=8.85*10
-12

 F/m is the vacuum permittivity, ρv the 

space charges density, V is the electric potential;  
E

  is the 

electric field. 

Due to the linearity and the isotropic material of the medium, 

equation (6) becomes:   



r
ε

0
ε

V
ρ

V
2

 


The boundary conditions for the configuration shown in Fig.1 

are: Dirichlet boundary conditions have been set on the 

surfaces S1 (V0= 12 kV) and S2 (V1= 0 kV). 

IV. SIMULATION RESULTS 

Fig. 2 illustrates the field distribution within the insulation, 
showing the deformation of electric field lines and their 
concentration at the tips of the trees. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2.  Distribution of the electric field in different layers of the cable in 

the presence of water trees 

The electric field undergoes alterations due to the dielectric 

nature of the water trees, exhibiting a high intensity at the tips 

of the trees. The maximum value is 2.066kV/mm. The 

variation of this value depends on the length of the water trees 

la and its permittivity a [17]. It also relies on the ellipticity of 

the water tree (e), as clearly depicted in Fig.1. 

 

A. Presence of water trees in the internal insulation of 

the cable  

In this section, we examined the correlation between the 
length of the water tree and the ability to detect this defect. To 
do so, we considered three different values for the length of the 
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water tree, namely: la1, la2, and la3, with values of 0.5 mm, 0.9 
mm and 1.5 mm, respectively, as shown in Fig. 2.  

 

 

 

 

 

 

 

Figure 3.  Highlighted in red: tracing along the outer perimeter of the cable 

Fig. 3 illustrates the periphery of the cable where the various 
curves of the electric field and potential have been visualized. 

Fig. 4 shows the variation of the electric field, while Fig. 5 
illustrates the variation of the electric potential obtained along 
the outer circumference of the cable. 

The defect with a length l3 of 1.5mm generates a peak 
electric field of 2272.2V/m, as shown in both Fig. 4 and 5 
under a voltage of 12.56V. These electric field values are 
determined along the outer circumference of the cable. These 
results in a variation in electric field ∆E of 492V/m compared 
to the initial average value of approximately 1780V/m. Indeed, 
the use of a proximity sensor makes it easy to detect this 
defect. However, the two defects with lengths of 0.5mm and 
0.8mm, respectively, are difficult to detect from the exterior 
surface of the cable. 

 

 

 

 

 

 

 

 

Figure 4.  Distribution of the electric field with water treeing defect 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Figure 5.  Distribution of the electric potential with water treeing defect 

B. Presence of air defects in the internal insulation of the 

cable  

 
In this section, our focus is specifically directed toward the 

detection of air defects, with the aim of conducting a 
comparative analysis between water-filled trees (consisting 
solely of water-filled cavities) and air defects (composed 
exclusively of air). To achieve this objective, the geometric 
shape and positioning of water and air defects remain 
unchanged, maintaining their semi-elliptical configuration, 
while the air defects are characterized by a relative dielectric 
constant of 1.  

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 6.   Distribution of the electric field in different layers of the cable in 

the presence of air defects 

The equipotential lines approach and concentrate where the 
air defects are located. Considering that any convergence of 
equipotential lines is associated with an increase in electric 
field intensity, its maximum value is 2.246 kV/mm, as 
illustrated in Fig. 6. Additionally, there is a local decrease in 
the electric field at the end of the air defects, with a minimum 
value of  0.5 kV/mm. Furthermore, since the air is 
characterized by low dielectric constant, the electric field is 
greater inside and weaker outside of these defects. Note that 
equipotential lines extend into the air defects. 

Both Figs. 7 and 8 depict the distribution of electric field and 

electric potential in the presence air defects. The defect 
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generates a peak electric field of 1500 V/m and a voltage of 

10V. These values are lower than the initial values without 

defects, which are around 1760 V/m. The variation in the field 

and potential quantities, ∆E of 11.08%, and ∆V of 7.22%, 

respectively. 

 

 

 

 

 

 

 

 

 
 

 

Figure 7.  Distribution of the electric field in the presence of air defect 

 

 

 

 

 

 

 

 

Figure 8.  Distribution of electric potential in the presence of air defect 

C. Simultaneous presence of water trees and air defects 

From Fig. 9, depicting the variation of the electric field, we 
can distinguish the peaks corresponding to the two air defects 
and the peak of the electric field associated with the water 
treeing. Indeed, the maximum value of the field for the water 
treeing exceeds the initial value without defects, while for the 
air defects, this maximum value remains lower than the initial 
value in the case of healthy insulation. This difference can be 
explained by the concentration of the electric field inside the 
air defects, whereas in the case of the water treeing, the field 
concentrates at the tips. 

 

 

 

 

 

 

 

 

 

Figure 9.  Distribution of the electric field in presence of both, water trees 

and air defect 

D. Space charge and water tree detection  

An optimal design of electrical cables generally requires a 
uniform internal electric field. However, this field can be 
distorted due to the presence of space charges. Furthermore, 
changes in the distribution of these charges, caused by 
degradation, will reveal the degree of deterioration through 
their measurement. This approach can also be applied in 
diagnostic techniques [4]. Thus, closely monitoring the space 
charge is often crucial in assessing insulation performance. 
That is why we set out to introduce this space charge into the 
internal insulation of the cable, in order to closely observe the 
variations in electric field and potential along the cable's outer 
circumference.  In this section, we incorporated the influence 
of the space charge on the three lengths of water trees 
previously chosen in the preceding section. The objective was 
to assess the impact of the space charge on the detection of 
small defects, particularly those of short length. Fig. 10 
displays the variations in the electric field, while Fig. 11 
illustrates the variation of the electric potential along the outer 
circumference of the cable in the simultaneous presence of 
water trees and space charge. In the presence of space charges, 
the variation in field and potential magnitudes (∆E= 96.59%, 
∆V= 62.34%) is much more significant than the initial values 
without a defect. The presence of space charges thus leads to a 
substantial increase in the electrical stress on the insulation, as 
confirmed by Figs. 10 and 11. 

 

 

 

 

 

 

 

 

 

 

 

Figure 10.  Distribution of the electric field in the presence of space charge as 

seen from the outer surface of the cable. 
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Figure 11.  Distribution of the electric field in the presence of space charge as 

seen from the outer surface of the cable 

E. Impact of space charge quantity on the detection of 

water trees 

In order to validate the authors' experiments regarding the 
detection of water treeing through the measurement of space 
charge, seen as a non-destructive control method, particular 
attention is given to the amount of space charge and its impact 
on the amplification of the internal field at the tips of the water 
trees, thereby influencing defect detection. To this end, four 
charge values have been selected, namely: 0.1C/m

3
, 0.2C/m

3
, 

03C/m
3
, and 04C/m

3
. Fig. 12 displays the variation in the 

electric field, while Fig. 13 illustrates the variation of the 
electric potential along the outer circumference of the cable for 
four different space charge quantities. The modification of 
charges locally disrupts the electrostatic equilibrium within the 
insulation, resulting in a measured response in terms of voltage 
or electric field along the outer circumference of the cable.  

Analyzing this signal allows for deducing the distribution 
of the electric field and the space charge density within the 
insulation. Figs. 12 and 13 illustrate how increasing the space 
charge amplifies the field at the tips of the water trees, thereby 
facilitating the identification of their location. Ultimately, the 
behavior of the space charge proves to be a useful means for 
diagnosing faults in electrical cables. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12.  Variation of the elecric field as a function of the amount of space 

charge 

 

 

 

 

 

 

 

Figure 13.  Variation of the potential as a function of the amount of space 

charge 

V. CONCLUSION 

Through numerical simulations, we analyzed the response 
in terms of electric potential and field in the presence of defects 
in the internal insulation of an electrical cable. This response, 
expressed as variations in electric potential and field along the 
outer circumference of the cable, allowed us to distinguish 
between air defect and water trees defect, based on their 
differences in electrical permittivity. The main objective was to 
assess the ability of a proximity sensor to detect small defects. 
Three defects of different lengths, namely 0.5 mm, 0.8 mm, 
and 1.5 mm, were considered. The results showed that only the 
1.5 mm water tree was detected, emphasizing the influence of 
space charge on the insulation behavior in the presence of 
defects. To measure the effect of introducing this space charge 
on the detection of 0.5 mm and 0.8 mm defects, a quantity of 
0.1 C/m³ was introduced into the cable insulation. The results 
of investigation confirmed the correlation between space 
charge and the detection of water trees, revealing that the 
electric field and potential reach maximum values at the peaks 
of the water trees, where the space charge is present. The 
increase in the value of this space charge, going from 0.1 C/m³ 
to 0.4 C/m³, allows us to observe that the augmentation of 
space charge leads to an increase in the electric field at the tip 
of the water tree structure. This increase results in the detection 
of the small water tree, initially measuring 0.5 mm in length, 
through the observed field amplification along the outer 
circumference of the cable. In conclusion, our simulation 
results confirm that measuring this space charge represents an 
effective non-destructive diagnostic method for detecting water 
trees. 
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Abstract—This article provides a comprehensive analysis of the 

current-voltage characteristics associated with corona discharge 

in a wire-plane configuration. Townsend's law (I=KV(V-V0)) has 

been employed to explore and evaluate the impact of various 

parameters on positive corona discharge. 

From the curves, it was found that the geometric K factor is 

significantly influenced by both wire diameter and inter-electrode 

distance. Indeed, a reduction in the inter-electrode distance and a 

small curvature radius lead to higher discharge currents. This 

result is also illustrated by the use of the design-of-experiments 

approach, which enables us to determine the trend in K-factor 

variation for other values of the two parameters studied. 

Keywords: Corona discharge, I-V characteristic, Design of 

experiments, Onset voltage. 

I. INTRODUCTION  

Electrical phenomena have captivated the curiosity of 
scientists since the earliest days of human civilization. 
Throughout history, physicists have tirelessly sought to unravel 
the mysteries behind these phenomena. Among the various 
electrical manifestations, the corona discharge stands out as a 
particularly intriguing natural phenomenon with optical, 
acoustic, and electrical dimensions. 

What makes corona discharge so interesting is its property 
of being easily produced under controlled conditions, ensuring 
stability and reproducibility. This is why researchers in a variety 
of fields have been particularly interested in exploring its 
potential applications. 

Corona discharge has found practical use in a large number 
of electrostatic processes [1-2]. These applications include dust 
precipitation [3], the separation of granular mixtures [4-5] and 
the treatment of polyethylene films for cable insulation [6-7]. 
However, optimising the configuration and operating 

parameters of corona discharge systems is essential to 
effectively manage production costs [8]. 

Therefore, many studies have focused on the electrode 
systems used in corona discharge installations. Various types of 
corona electrodes have been developed, including point-to-
plane [9] blade-to-plane [10], wire-to-plane [11], bipolar wires-
to-plane [12], multipoint-to-plane [13], wire-cylinder [14], wire-
cylinder-to-plane [15], and blade-plane electrodes [16]. Among 
these configurations, wire-to-plane electrodes are the most 
commonly employed due to their simplicity and cost-
effectiveness. In this setup, the corona discharge occurs between 
a grounded collector plane and a wire electrode. 

The current-voltage characteristic is one of the main ways of 
describing corona discharge. This relation presents a particular 
model in which the current increases progressively from the 
corona discharge initiation voltage until it attains the breakdown 
voltage. Researchers have extensively studied the current-
voltage characteristics of corona discharge for both positive and 
negative discharges [17-18], carrying out numerous studies 
under various operating conditions and with different electrode 
geometries. 

K. Meziane and al [19] investigated the corona discharge in 
blade-to-plane configuration. In their experimental study, they 
explored the impact of various geometric parameters on the 
formation of positive and negative corona discharges. These 
parameters include the inter-electrode distance, the spacing 
between the blades and the number of discharge blades. 

Ouatah and al [20] explored the effect of ambient 
temperature and electrode gap on the current of a negative 
corona discharge in a rod-plane electrode configuration, and 
aimed to explore the impact of ambient temperature and 
electrode gap on a negative DC discharge in a rod-plane 
geometry. The study revealed that Townsend's formula 
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(I=K.V.(V-V0)) proved to be the most appropriate model to 
describe the discharge behaviour. Experimental results showed 
that, when the same voltage level was applied to the high-
voltage electrode, the discharge current increased with 
increasing temperature and decreased with increasing gap 
between the electrodes. 

In the case of the wire-to-plane electrode configuration, Ait 
Said and al. [8] carried out a detailed analysis of the behavior of 
DC corona discharge in air. They explored the wire-to-plane 
geometry and employed formulae such as 𝐼 = 𝐾. 𝑉(𝑉 − 𝑉0) and 
𝐼 = 𝐴. (𝑉 − 𝑉0)

𝑚 to determine various corona discharge 
parameters for both positive and negative polarities . Through 
curve fitting, they demonstrated that geometric factors K and A, 
as well as the exponent m, are significantly influenced by the 
number of discharging wires. 

Aissou and al [17] presented a study on the influence of 
relative humidity (RH) on the current-voltage characteristics of 
positive and negative corona discharges. 

In their study they examined the impact of relative humidity 
(RH) on the current-voltage characteristics of positive and 
negative corona discharges. Significantly, increasing RH resulted 
in a large decrease in corona current for a given applied voltage. 
However, wire diameter also had an effect on these 
characteristics. Specifically, the initial voltage V0 increased with 
increasing wire diameter 2R, while the corona current decreased 
with the same increase in 2R. In fact, the exponent m showed an 
inverse relationship with variations in wire diameter, decreasing 
as the wire diameter increased. It should be noted that negative 
values of current density and electric field were observed to be 
higher than positive values for the same applied voltage. 

Ait Said and al [18] studied the current-voltage characteristic 
of the corona discharge in a wires-to-plane configuration. They 
carried out measurements that revealed a square-law equation 
between the corona current and the applied potential. To analyse 
the current-voltage characteristic and the mobility of the charge 
transporters, they used Cooperman's model [21] for the wire-to-
plane system. It appeared that this characteristic was 
significantly influenced by the relative humidity of the 
surrounding air. 

The main aim of this article is to study the current-voltage 
characteristics (I–V) of corona discharge in wire-plane 
geometry. The study will explore the impact of inter-electrode 
spacing and active electrode wire diameter on the I–V 
characteristic, and in particular on the geometric K factor. 

II. MATERIALS AND METHODS 

A. Experimental set-up 

The wire-to-plane configuration considered in the present 
study is schematized in Fig. 1. The active electrode (ionizing 
wire) (1) consists of a nickel wire with a small radius of 
curvature Rw located at a distance H from the passive electrode 
(set of planes grounded plane) (3). The nickel wire is fixed by 
two insulating supports (2) at height H relative to the plane. The 
active electrode is raised to positive or negative potential. A set 
of plate electrodes (3), composed of a measuring plane (3a) 
surrounded by two grounded guard plates (3b), is placed at a 
distance h from the wire. The three plates are separated by very 

small spacers to ensure the continuity of the electric field. A 
current collector (S), incorporated in the center of the 
measurement plane (3a), is connected to a current measuring 
device (4) by a coaxial cable (5). These electrodes rest on two 
plates; one is insulating while the other is conductive and 
connected to the ground, all resting on a wooden support (6). 

 

B. Measurement of the current-voltage characteristic 

Analysis of the current-voltage characteristic of corona 
discharge is crucial to understanding its electrical behavior and 
optimizing the design of devices that exploit this phenomenon.  
A test method is used to measure this characteristic. This method 
involves gradually increasing the voltage Va applied to the active 
electrode (1), starting from a value V1 below the threshold 
voltage VS required to trigger the corona effect and continuing 
until a value V2 greater than VS is reached. This characteristic is 
measured by measuring the electric current as a function of the 
voltage applied progressively up to the value V2 on the 
measurement plane (3a).  

 

 

 

Figure 1.  General view of the experimental set-up. 

The current-voltage characteristic of the corona discharge 
obeys Townsend's formula, which bears his name. Initially, he 
used this law inside a coaxial cylindrical wire [22]. After several 
attempts, he found that this law could also be used for wire-plane 
geometry [23]. According to this law, the corona discharge 
current varies as a function of the applied voltage as follows:       

        𝐼 = 𝐾. 𝑉(𝑉 − 𝑉0)                 () 

Equation (1) establishes a relationship between several 
variables: the corona discharge current (I), the supplied voltage 
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(V), the corona onset voltage (V0), and the dimensional constant 
(K). This constant depends on a number of factors, including the 
distance between the electrodes, the radius of the wire electrode, 
the mobility of the charge carriers in the drift zone, the humidity 
of the air, and other geometric characteristics. 

 

III. Results and discussion 

A. Current – voltage characteristic 

The current-voltage characteristic curve of the positive 
corona discharge is shown in Figs. 2 and 3, and follows 
Townsend's quadratic law (1). 

The current-voltage characteristics of the corona discharge 
were measured and calculated for the different parameters 
studied for the wire-plane configuration. When the applied 
voltage is weak, there is no current detected. However, when the 
voltage rises to the corona discharge initiation voltage V0, a 
current starts to circulate from the wire to the plane due to the 
ionization of the air around the electrode. At high voltage, the 
current increases rapidly. 

 

B. The influence of height on the current-voltage 

characteristic 

Fig.2 illustrates the influence of the wire-plane height on the 
current-voltage characteristic of the corona discharge. For a 
fixed radius of curvature and a positive applied voltage. It can 
be seen that the discharge current is greater and increases more 
rapidly with a low applied voltage for small inter-electrode 
distances. This is due to the concentration of charges in the 
plane. This has been confirmed by other geometries such as the 
dual geometry, as demonstrated in the following article [15]. 

 

C. Influence of wire bending radius on current-voltage 

characteristic 

The impact of the wire's radius of curvature on the current-
voltage characteristics is illustrated in Fig. 3. As can be seen 
from this graph, a smaller radius of curvature generates a lower 
initial voltage V0 and a large increase in current. In fact, the wire 
behaves more like a point for smaller radius of curvature, 
generating an incredibly high electrical field at its end. This 
increase in electric field strength ionises the surrounding air, 
making it conductive and allowing the current to flow more 
easily between the electrodes. 

 

D. Variation of the K factor 

Fig. 4 describes a linear relationship between I/V and (V-V0) 

for all inter-electrode distances. The curves were fitted to create 

straight lines with an equation: 𝑦 = 𝑎 ∗ 𝑥, where the slope 'a' 

represents the geometric parameter 'K' of the Townsend 

relationship from equation (1). From Fig. 4, it can be observed 

that the value of K varies inversely with variations in inter-

electrode height. As the inter-electrode height increases, the K 

factor decreases. 

 

 
Figure 2.  Current-Voltage characteristics for different values of the inter- 

electrode distance H (Rw = 0.15mm) 

 

 

Figure 3.  Current-Voltage characteristics for different values of  wire radius 
Rw (H=40mm)

 

Figure 4.  The dependence of the positive current-voltage ration I–V with the 
difference-voltage V-V0 for different values of the inter- electrode distance H 

(Rw=0.2mm,). 
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The variation of the geometric parameter K according to the 
wire diameter and inter electrode distance H are shown in Figs. 
5 and 6, respectively. It is apparent that when the value of H is 
lowest, the value of K is highest. Townsend's formula coefficient 
K is inversely proportional to H, similar result has already been 
found in rod-grid electrode systems and Rod-Plane Electrode 
Configuration [20][26]. Subsequently can be observed that the 
parameter K varies as the radius of curvature changes, and that 
its value increases as the radius of curvature increases further. 
For greater heights, the factor K stabilizes and remains relatively 
constant. 

The values of the K parameter have been summarized in 
Table 1 for different corona discharge parameters, specifically 
radius of curvature and inter-electrode height. 

 

Figure 5.  Variation of the K factor as a function of the inter-electrode 

distance H. 

 

Figure 6.  Variation of the k factor as a function of wire diameter. 

 

 

 

TABLE I.  RESULTS OF FACTOR K FOR VARIOUS OF WIRE DIAMETERS 

AND INTER ELECTRODES DISTANCE. 
  

H 
 

K 40 50 60 

 

Rw 
0,1 0.2641 0.1717 0.1211 

0,15 0.3011 0.1838 0.1212 

0,2 0.3179 0.1803 0.1239 

E. The experimental design method 

Ronald A. Fisher developed the design of experiments 
approach in the early 20th century, and it has proved very useful 
in many areas of science, electrostatics included. Using 
statistical ideas, this experimental approach allows efficient 
experiments to be designed, analysed and interpreted, leading to 
a better understanding of complex electrostatic phenomena [24-
25]. 

To extend our study we have used the design of experiment 
approach as it allows to reduce the number of experiments and 
to give a large value of parameters within a given interval, for 
this we have used the MODDE software which is a statistical 
modelling and data analysis tool. It is mainly used in the field of 
research and statistical analysis to help researchers and analysts 
model and understand the relationships between variables in a 
data set. 

The variation of the K factor as a function of the height and 
radius of curvature of the electrode is shown graphically in Fig. 
7. The value of the K factor shows a significant tendency to 
increase as the height decreases and the radius of curvature is 
clearly increased. And that the k-factor range is greater for larger 
inter-electrode distances.   

Fig. 8 illustrates the variation of factor K in relation to the 
inter-electrode distance. This representation highlights a 
decrease in K within the distance range of 40 to 60 mm. Indeed, 
a larger distance results in a more dispersed distribution of the 
electric field, while a shorter distance leads to a more 
concentrated electric field. This increased concentration of the 
electric field promotes the formation of the corona discharge, 
resulting in an increase in the current on the plane and, therefore 
an increase in the K factor. 

Fig. 9 gives the variation of the K factor as a function of the 
wire radius. It highlights an interesting observation: the value of 
the K factor reaches its maximum when the radius of curvature, 
noted Rf, is the highest. This result indicates that larger bending 
radii lead to greater stability in the K-factor. Specifically, the K 
factor is between 0.15 and 0.184 for a radius of curvature of 
between 0.1 and 0.2 mm. 
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Figure 7.  Contour plots of the response K calculated with MODDE® for the 

two studied parameters. 

 

 

 

Figure 8.  MODDE® predicted variation on the K factor as function of inter-

electrode distance H. 

 

Figure 9.  MODDE® predicted variation on the K factor as function of wire's 

radius   

IV. CONCLUSION  

In conclusion, this research has conducted an in-depth 
analysis of the current-voltage characteristics associated with 
corona discharge in a wire-plane configuration. We employed 
Townsend's law to investigate the influence of the K factor on 
various parameters, including the inter-electrode distance and 
wire curvature radius, concerning the current-voltage 
relationship. The results we obtained unveiled notable trends in 
the behavior of corona discharge. 

The results indicate that the corona discharge current 
increases as the inter-electrode distance decreases and as the 
wire radius curvature decreases. In addition, the K factor shows 
higher values when the inter-electrode distance is minimized 
and the wire diameter is maximized. 

To complete our results, we adopted Ronald A. Fisher's 
experimental design methodology. This approach enabled us to 
collect data over a range of values, allowing us to confirm the 
consistency of our conclusions. In summary, this study 
represents a significant contribution to our understanding of 
corona discharge phenomena in wire-plane geometry, 
highlighting the critical role played by factors such as inter-
electrode spacing, wire radius of curvature and K-factor in 
developing the current-voltage characteristic. 

In accord with previous studies, our results are in line with 
the previously reported knowledge of corona discharge 
phenomena, reaffirming the importance of factors such as 
electrode spacing, wire curvature radius and K-factor in defining 
the current-voltage characteristics in the wire-plane 
configuration. 
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Abstract— This study analyzes the electrical aging of polyvinyl 

chloride sheath samples based on lifetime curves. Tests were 

carried out by subjecting the samples to 12 levels of alternating 

sinusoidal voltage, ranging from 15.5 kV to 40 kV. A total of 600 

measurements were made. The results obtained were analyzed 

using the Weibull method, then validated using the chi-square test 

with 90% confidence intervals. The study provides a better 

understanding of the dielectric behavior of PVC under sinusoidal 

electrical stress and allows estimating the lifetime of PVC sheaths 

under real operating conditions 

Keywords: Aging, Inverse power model, Electrical endurance 

coefficient. 

I. INTRODUCTION 

Solid insulators, of which polyvinyl chloride (PVC) is one 
example, play an essential role in insulation systems for high and 
medium voltage applications. PVC is a widely used amorphous 
thermoplastic polymer, known by its common abbreviation, 
PVC. Its technical versatility and economic cost make it a 
common choice for insulation in many electrical power 
generation and transmission equipment. However, despite its 
undeniable advantages, dielectric materials such as PVC do have 
their drawbacks, which include significant dielectric losses at 
specific voltage levels. Knowledge of the dielectric strength of 
these materials is therefore essential to ensure their appropriate 
use in medium or high voltage devices, enabling efficient 
transmission and distribution of electricity. 

The ageing of a material is an inescapable phenomenon that 
results in a slow and irreversible change in its properties over 
time. Several complex mechanisms are involved in this process, 
including oxidation, hydrolysis and photoxidation. [1].  

In the context of power cables, electrical ageing is closely 
linked to that of the material used for insulation. As years of 
operation accumulate, changes, whether chemical or physical, 
take place and alter the electrical properties of solid insulators. 
These changes can lead to a reversible or irreversible loss of 
functional properties, or even to the dielectric breakdown of 
insulating materials [7]. 

 

Figure 1.  Electrical ageing test device 

These changes can lead to a reversible or irreversible loss of 
functional properties, or even to the dielectric breakdown of 
insulating materials [7]. 

 

Figure 2.  PVC sheath and electrodes 

The life of a cable is generally shorter when the applied 
electric field is high. The physical mechanisms responsible for 
short-term failure are complex, encompassing concepts such as 
thermal, electromechanical and electrical failure. In contrast, 
long-term electrical breakdown is the result of a slow process 
involving the evolution of the dielectric's physicochemical 
properties. 
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Figure 3.  Ageing under sinusoidal voltage 40kV 

These aspects are particularly crucial in the field of high 
voltage, where the reliability and durability of electrical systems 
are major concerns. 

 

Figure 4.  Ageing under sinusoidal voltage 37.5kV 

This study looks specifically at the electrical ageing of PVC 
sheaths used for electrical insulation in high-voltage 
applications. The aim is to analyse the evolution of the 
properties of these sheaths over time, with particular emphasis 
on lifetime curves. The tests were carried out by subjecting 
samples of PVC sheaths to 12 levels of sinusoidal alternating 
voltage, ranging from 15.5 kV to 40 kV. A total of 600 
measurements were taken, providing significant data on the 
behaviour of these materials in the face of electrical ageing.  

 

Figure 5.  Ageing under sinusoidal voltage 35kV 

 

Figure 6.  Ageing under sinusoidal voltage 32.5kV 

The results were processed using the Weibull method, a 
statistical approach commonly used to analyse the reliability of 
materials [8]. The results obtained were validated using the chi-
square test, which relies on 90% confidence intervals to 
guarantee the robustness of the statistical analysis [9]. 

 

Figure 7.  Ageing under sinusoidal voltage 30kV 

This research is of great importance to the electrical power 
sector, as it contributes to a better understanding of the 
behaviour of PVC insulation under long-term electrical stress. 
Ultimately, a better understanding of these processes will enable 
the design of more reliable and durable electrical systems, while 
optimising maintenance operations and reducing operating 
costs. 

 

Figure 8.  Ageing under sinusoidal voltage 27.5kV 
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The electrical ageing of polyvinyl chloride (PVC) sheaths 

under sinusoidal AC voltage will be at the heart of this study. It 
is essential to note that dielectric breakdown is a random 
phenomenon, implying the need to conduct experiments on a 
significant number of samples to obtain reliable results. The 
most appropriate model for characterising dielectric breakdown 
statistically is the Weibull model, which will be used in our 
analysis. 

Repeating these tests on a large number of samples and 
applying a reliability model such as Weibull's will give us a 
better understanding of the behaviour of PVC sheaths subjected 
to sinusoidal alternating voltages. This knowledge is essential 
for improving the reliability of electrical systems using these 
insulating materials and will contribute to more efficient 
maintenance operations, while reducing operating costs. 

II. EXPERIMENTAL SET-UP 

A.  Material studied 

The material we studied came from the company Electro-
Industriel ENEL, located in Azazga, Algeria. The samples we 
used were polyvinyl chloride (PVC) sheaths with an internal 
diameter of 4 mm and a thickness of 1.5 mm. These PVC sheaths 
are flexible, have no weave and are classified as type B. They 
are yellow in colour and have a thermal class of A, which means 
they can be used in a temperature range from -20°C to 105°C, 
as shown in Figure 2. 

These PVC sheaths offer additional mechanical protection, 
making them suitable for environments where thermal stresses 
are low. They are also used as electrical insulators in machinery, 
transformers and various electronic applications, including 
domestic appliances and other electrical devices.  

 

Figure 9.  Ageing under sinusoidal voltage 25kV 

They are also used as insulators in low and medium voltage 
cables, contributing to the safety and reliability of electrical 
systems. 

 

Figure 10.  Ageing under sinusoidal voltage 22.5kV 

B. Experimental device 

To measure the breakdown voltage at AC voltage, we used 
the device shown in Figure 1, which consists of the following 
components: 

 

Figure 11.  Ageing under sinusoidal voltage 20kV 

• A high-voltage source: Our voltage source consisted of 
a 0.8/135 kV HV transformer (T100), capable of 
supplying a voltage ranging from 0 to 100 kV for AC 
voltage tests and from 0 to 135 kV for DC voltage. This 
transformer was equipped with both automatic and 
manual control, with several voltage ramp-up speed 
options. 

• A capacitive voltage divider: For AC voltage 
measurements, we used a capacitive voltage divider, 
with capacitances of C0=0.1 μF and Cu=41.4 μF. For 
DC measurements, a resistive voltage divider was used, 
with resistors of R0=0.1 MΩ and Ru=250 MΩ. 

• A peak voltmeter: We used a MU11 type peak 
voltmeter, with a digital display, to measure high AC or 
DC voltages, depending on the electrical circuit. 

• A protection resistor: A protection resistor (R=106 kΩ) 
was introduced to limit the current. 

• A support frame for the sample electrodes: This frame 
was designed to hold the PVC sheath samples in place. 
It was equipped with 50 sample-electrode elements. 
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• A high-voltage electrode: An aluminium electrode was 

inserted inside the PVC sheath to act as a high-voltage 
electrode. 

• An earth electrode: A cylindrical aluminium electrode, 
wrapped around the outside of the sheath, was used as 
the earth electrode. 

• Protective cage: The entire device, including the 
samples, was surrounded by a protective cage to ensure 
the safety of the operators. 

 

Figure 12.  Ageing under sinusoidal voltage 17.5kV 

This device enabled us to carry out breakdown voltage tests 
on the PVC sheath samples under controlled and reproducible 
conditions, which is essential for analysing the electrical ageing 
of these materials. 

 

Figure 13.  Ageing under sinusoidal voltage 16.5kV 

C. Test procedures 

The test process involves placing the sample between two 
electrodes and applying a constant sinusoidal AC voltage until 
breakdown occurs. After each breakdown, we recorded the 
value of the breakdown time using a programmable counter. 
Since breakdown times can be significant, we accumulated 
breakdown times for each voltage level. All tests were carried 
out in the open air and at room temperature in the laboratory. 

The tests were carried out at various sinusoidal AC voltages, 
including 40, 37.5, 35, 32.5, 30, 27.5, 25, 22.5, 20, 17.5, 16.5 
and 15.5 kV. It is important to note that precautions have been 
taken to ensure the reliability of the measurements, including: 

 

Figure 14.  Ageing under sinusoidal voltage 15.5kV 

• Electrode construction: The high-voltage and earth 
electrodes have been designed to have geometries 
similar to those of the PVC samples. The internal 
diameter of the high-voltage electrode is almost 
identical to that of the PVC sheath, with no gap between 
them. The inside diameter of the earth electrode is 
almost identical to the outside diameter of the sheath. 
The high-voltage electrode is in the form of a cylindrical 
tube with a diameter of 3.95 mm and a length of 85 cm. 
The earth electrode is a coaxial cylindrical tube, 4.2 cm 
long, with an internal diameter of 7.1 mm and an 
external diameter of 3.2 cm. 

• Earth electrode: The earth electrode has been designed 
to eliminate edge and spike effects when applying 
voltage. 

• Prevention of air ignition: To prevent bypass by air 
ignition, the earth electrode is positioned in the middle 
of the PVC sheath, and the length of the samples has 
been chosen accordingly. 

• Selection of breakdowns: Only breakdowns occurring 
between the PVC sheath and the earth electrode were 
taken into account. Any breakdown occurring at the end 
of the earth electrode was excluded from the analysis. 

These precautions were taken to guarantee accurate and 
reproducible measurements, thereby ensuring the validity of our 
study of the electrical ageing of PVC sheaths. 

III. RESULTS 

A. Statistical analysis 

The Weibull statistical model [8-12] was used to process the 
fracture time results, as it is well known for its ability to 
determine a fracture threshold when necessary. To estimate the 
parameters of this model, we opted for the maximum likelihood 
method [11-13], which takes into account repeated rupture 
values within the same series of measurements. 

One of the essential steps in the statistical analysis was the 
calculation of confidence intervals [11,12,14-17]. Based on 
these intervals, we were able to decide whether or not it was 
necessary to look for a breakpoint representation. Another 
crucial stage in the analysis concerned the goodness-of-fit tests. 
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When a large number of samples are involved, the chi-square 
test [17-20] is the most appropriate. 

 

Figure 15.  Electrical endurance characteristic of PVC sheath at AC-50 Hz 

Using the median ranks method [11,12,21-24] with 90% 
confidence intervals, we drew two-parameter Weibull plots. 
These plots are shown in Figures 3 to 14. 

The two-parameter Weibull statistical model, adapted to the 
study of fracture time, can be formulated as follows [12]: 

𝑃(𝑡) = 1 − 𝑒𝑥𝑝 [− (
𝑡

𝑡𝑛𝑟
)

𝛽

]   (1) 

With: 

• P(t): Failure probability, 

• t: Measured failure time, 

• tnr: Nominal break time which represents the scale 
parameter β: Shape parameter. 

Table I shows the results for the nominal breaking time and 
the shape parameter. 

TABLE I.  STATISTICAL ANALYSIS RESULTS 

Voltage level 

(kV) 

Shape 

parameter  

Breakdown 

time (h) 

Pkhi-2 

40 13.38 2.11 0.0020 

37.5 16.22 3.12 0.0088 

35 9.78 4.16 0.1259 

32.5 36.64 6.01 0.0002 

30 8.548 25.10 0.1314 

27.5 9.095 95.68 0.0013 

25 6.483 524.13 0.0219 

22.5 14.62 1228.55 0.0001 

20 5.198 3270.32 0.0009 

17.5 3.464 7689.77 0.0005 

16.5 16.36 10849.04 0.0007 

15.5 9.12 16500 0.0004 

B. Electrical endurance of PVC sheaths 

The determination of the lifetime of solid insulating 
materials is based on long-term electrical ageing tests [25]. The 
experimental results have been used to establish the V-t 
characteristic, which shows the relationship between breakdown 
voltage and the duration of voltage application. These results are 

presented in the form of curves in Figures 15 and 16. Figure 15 
uses a linear scale, while Figure 16 presents the data on a 
bilogarithmic scale. 

 

Figure 16.  Electrical endurance curve of PVC sheath at AC-50 Hz 

IV. DISCUSSION 

All the two-parameter Weibull plots, representing the 
breakdown time distributions, lie partially or entirely within the 
confidence intervals, as indicated by the dotted lines. The width 
of these intervals is more significant for lower rupture 
probabilities. 

 

Figure 17.  Zone I and its characteristics 

For each voltage level, no point with a low probability of 
rupture lies outside the confidence interval on the left. 
Consequently, the search for a breakpoint is not justified. It is 
therefore appropriate to restrict ourselves to two-parameter 
Weibull plots rather than three-parameter plots. 

The width of the confidence intervals is more pronounced 
for low rupture probabilities. According to Chauvet [26], the 
shape parameter is smaller for voltage levels of 20, 25 and 17.5 
kV/s. This means that, below these voltage levels, the results are 
more dispersed than for the other levels. 

The results of the chi-square test are satisfactory, allowing 
us to validate the two-parameter Weibull method we used to 
analyse our experimental results. 

The curve in Figure 15 shows that the fit of the experimental 
points can be represented by a second-order decreasing 
exponential function. The empirical equation that best describes 
our experimental results is: 
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U = 20.36 e−t/3.64 + 12.17 e−t/2035.77 + 16.49 (2) 

The curve in Figure 16 can be divided into three distinct line 
segments, separated by two angular points, namely Zone I, Zone 
II and Zone III. Each of these zones follows an inverse power 
model. 

 

Figure 18.  Zone II and its characteristics 

The first zone is characterised by an electrical endurance 
coefficient of 4.95. In the second zone, this coefficient is 16.949, 
and in the third zone it reaches 7.194. The two angular points 
occur after 6.01 hours and 524.13 hours of ageing. These points 
mark significant changes in the behaviour of the PVC material 
studied [27]. 

It should be noted that the inverse power model is commonly 
used in studies on the electrical ageing of solid insulators 
[28,29]. This model is widely applied because of its simplicity 
and effectiveness. It is described by the following relationship 
[30,31]: 

t = kU−n    (3) 
With: 

t: lifetime, 
U: applied electrical voltage, 
k: parameter to be determined from tests, 
n: electrical endurance coefficient, also to be determined 

experimentally. 

We can therefore express equation (3) as follows: 

Logu = Logk −
1

n
Logt   (4) 

Figure 17 illustrates zone I of the electrical endurance 
characteristic of the material studied. This zone is associated 
with youth defects, which occur rapidly after the material has 
been energised at very high voltage gradients. The size of these 
defects, often extrinsic, can result in the presence of abnormal 
impurities in the dielectric, and plays a significant role [1]. 
During the manufacturing process, the application of a high 
amplitude electric field for a few tenths of a second can 
eliminate products with anomalies of a certain order, 
corresponding to large defects [1,12]. In zone I, the lifetime, 
expressed by the inverse power model, is governed by the 
following equations: 

tZ1 ≈ 20,886 . 103U−4,95 years   (5) 

Zone II, shown in Figure 18, reflects the statistical dispersion 
of intrinsic defects in the material. These defects may be the 
result of microcavities formed due to insufficient control during 
polymerisation or interrupted cross-linking during 
crystallisation of the material from its amorphous phase. During 
the extrusion operation, impurities, whose maximum size is 
limited only by the filters, may be injected randomly into the 
insulating volume, showing a statistical dispersion in terms of 
size and number [1,12]. In zone II, the lifetime can be modelled 
using the following equations: 

tZ2 ≈ 29,125 . 1021U−16,949 years  (6) 

Finally, zone III, shown in Figure 19, reflects the actual 
ageing of the material, characterised by the systematic creation 
of new defects under the prolonged effect of the stresses to 
which it is subjected. In addition, other major defects in the 
insulator appear under the ageing conditions adopted. These 
failures are a sign of wear in the insulating layer [1,12]. Various 
processes can occur, such as a worsening of the slope 
corresponding to accelerated ageing of the material (oxidation, 
thermal degradation, etc.). Ultimately, this resembles the 
formation of a new insulator [12,32]. 

 

Figure 19.  Zone III and its characteristics 

Thus, in this zone III, the lifetime of the material can be 
expressed by the following equations: 

tZ3 ≈ 742,07 . 106U−7,194 years   (7) 

It is in Zone III that the service life of our PVC sheaths is 
defined, corresponding to a service life of up to 30 years for 
electrical power transmission and distribution cables [7,12]. 

Using equation (7), the voltage calculated for a service life 
of 30 years, i.e. 262800 hours, is as follows: 

U = 10,658 kV     (8) 

Based on these calculations, it can be stated that, 
theoretically, our PVC sheaths can be used as insulation in all 
electrical equipment operating at sinusoidal AC voltages with a 
maximum amplitude equal to or less than 10 kV. 

The two angular points separating the three zones reflect 
changes in the behaviour of the material studied [1,12]. 

These results obtained during the study of the electrical 
ageing of PVC sheaths, in this case the lifetime characteristic of 
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this material, are in line with numerous studies in the literature. 
Indeed, the electrical endurance curve of polymers does not 
generally present a straight line, but rather several segments or 
linear zones with very different slopes [25,32-34]. Nedjar 
demonstrated the existence of 3 zones when studying 
polyurethane [1] and only 2 zones in the case of polyester-imide 
[1,25]. In the case of polyimide films, Hirose reported the 
existence of 3 zones [35], while Zoledziowski and Sierota [36] 
showed the presence of 4 linear zones in the case of epoxy resin. 
The same phenomenon is observed when the failure rate is 
plotted as a function of ageing time. The result is a bathtub-
shaped curve with an initial zone of rapid decay, a zone of early 
defects, followed by a zone of growth, and finally a zone of 
ageing defects. This phenomenon has been reported in the 
literature by several authors [1,12,32,37-38]. 

V. CONCLUSION 

The study reveals that the electrical endurance curve of PVC 
sheaths consists of three linear segments, each characterised by 
a distinct slope. The first zone is associated with early defects in 
the insulation, involving extrinsic defects. The second zone, also 
known as the Weibull zone, reflects the random dispersion of 
intrinsic defects in the material. Finally, the third zone represents 
the actual ageing of the material. 

It is in this last zone that we can determine the field of 
application of our material. The results of our study indicate that 
our PVC sheaths can be used as insulation in all electrical 
equipment operating at sinusoidal alternating voltage with a 
maximum amplitude equal to or less than 10 kV. 

In addition, the electrical endurance curve shows two 
angular points, highlighting a change in the behaviour of the 
insulation. This feature is consistent with the inverse power 
model, which is commonly observed in studies of the electrical 
ageing of solid insulators. 

The results of this study provide valuable information on the 
behaviour of PVC sheaths subjected to electrical stress. They 
contribute to a better understanding of their service life and their 
potential use in various types of electrical equipment. This 
knowledge is essential to guarantee the reliability of electrical 
installations and the long-term safety of operations. 
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Abstract—Textile materials such as thin films or fibers have an 

important place in a large number of industrial sectors. These 

industries are often faced with problems introduced by the 

electrostatic charge and discharge phenomena of these textiles. 

The challenge is to neutralize the electrical charges. The objective 

of this work is to apply a simple and effective neutralization 

method based on a corona discharge generated from a triode 

system. 

Keywords:  AC corona discharge, Neutralization, Nonwoven 

media. 

I. INTRODUCTION 

Dielectric materials have large applications in the most 
varied industrial fields. however, these insulating materials 
such as granules, powders or fibrous materials have a marked 
capacity to accumulate electrical charges. The search for an 
adequate solution, particularly on an industrial scale, to 
neutralize these charges is at the origin of this work. The 
objective is the active neutralization of non-woven filters 
media based on the principle of ionization of ambient air by 
corona effect generated in a triode configuration. Several 
methods of electric charges eliminating have been presented in 
the literature [1-12].  

The effectiveness of the proposed neutralization process is 
evaluated from the surface potential profile. 

II. MATERIALS AND METHODS 

The experiments were carried out on white and blue non-
woven filters media. They are cut into samples measuring 110 
mm x 100 mm. The tests are carried out in ambient 
atmospheric air, at a relative humidity between 40% and 48% 
and at a temperature varying between 25°C and 28°C (Fig.1 
and Fig. 2). 

The experimental setup shown in Fig.3 consists of three 
stations which are: 

 - The charge deposition station, consisting essentially of a 
triode-type electrodes system with a wire-grid-plane 
configuration. The active electrode is powered by a DC power 
source.  

- The measurement and data acquisition station, where the 
surface potential is measured with a contactless probe coupled 
to an electrostatic voltmeter.  

- The charge neutralization station, consisting of a triode-
type electrodes system, where the active electrode is powered 
by a sinusoidal alternating voltage at industrial frequency. 

The charging station consists of a dual electrode and the 
grid electrode (Fig.3a). The dual electrode is composed of a 
thin tungsten wire, 120 mm long, with a diameter of 0.2 mm, 
suspended by two metal rods from a metal cylinder with a 
diameter of 26 mm. The assembly is brought to a direct 
potential of negative polarity, produced by a SPELLMAN 
direct DC high voltage source, 100 kV, 3 mA. A grid with 
rhombically shaped aluminum mesh is inserted at an equal 
distance between the wire and the surface of the plane. The 
distance between the wire and the plane is 30 mm. The grid  

electrode is connected to earth by a resistance Rg = 100 M in 
series with a micro-ammeter measuring a current of intensity 
Ig. For an Ig intensity fixed by the constant voltage Vs of the 
high voltage supply, a well-defined constant potential Vg = Rg 
× Ig is imposed between the grid and the grounded plate 
electrode. 

The measuring station is illustrated in the Fig.3b The 

measurements of the potential at the media surface after 

charging or after discharging are carried out using an 

electrostatic voltmeter (model 341B), equipped with an 

electrostatic probe (model 3450, Trek, Inc., Medina, NY) 

[13,14], and recorded via an electrometer (model 6514, 

Keithley Instruments, Cleveland, OH), which is connected to a 

computer. The acquisition and processing of experimental data 

are performed using a virtual instrument (LabView).  

The discharging station consists of another triode device 

composed by a high-voltage dual electrode and a grid 

electrode connected directly to the ground (Fig.3c) [15-17]. 

The active electrode was connected to the high voltage 

amplifier 30 kV, 20 mA (Model 30/20A, Trek Inc., Medina, 

NY) connected to the frequency generator to generate a 

sinusoidal waveform voltage and frequency industrial (model 

FG300, Yokogawa, Japan). 
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Figure 1.  (a) Fibrous structure of the white non-woven media, (b) 

Image of one side of the white non-woven media 

 

Figure 2.  (a) Fibrous structure of the blue non-woven media, (b) Image 

of one side of the blue non-woven media 
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Two operating neutralization modes have been tested: 
static mode, the sample is centered just below the neutralizer 
and will be exposed for a well-defined time tn to the bipolar 
ions generated by the ionizer and scanning mode, for which 
the sample passes under the corona electrode with a 
predefined speed of 3 cm/s. In the following IN is the 
neutralization current. The surface potential profiles are 
obtained by measuring the potential at the surface along the 
central axis of the sample.   

III. RESULTS AND DISCUSSION 

Fig.4 and Fig.5 present the surface potential profiles after 
the deposition of charges on the surface of the blue and white 
fibrous filter media, with a grid potential of -2.5 kV. The 
samples were exposed to the ions generated by the corona 
discharge of negative polarity for 10 seconds, then transferred 
to the measuring station for the recording of the profile of the 

surface potential of the deposited charges.  

The surface potential profiles of the charge deposition 
show the non-uniformity of the deposited charge and this is 
due to the non-homogeneous structure of the fibrous media. 
These curves also show that the maximum value of the surface 
potential is obtained for the white fibrous media. This 
maximum essentially is fixed by the dielectric strength of the 
air, and this means that the amount of charges deposited is 

limited. The values of the surface potential are different 
despite the same charging conditions. This can be explained 
by the relative humidity of the ambient air which affects the 
threshold for the onset of the corona discharge, as well as the 
limit charge level of the sample [18, 19]. 

The Fig.6 shows the surface potential profiles before and 
after two successive neutralizations in static mode and in 
scanning mode of the same sample of the blue fibrous filter 
media, where the deposition was carried out with a grid 
potential Vg = -2.5 kV.  

The first neutralization was carried out with an intensity IN = 

10 µA in static mode for tn = 10s. It was followed by a second 

neutralization in scanning mode characterized by an intensity 

IN = 50 µA, at a scanning speed Vb = 3 cm/s. The second 

naturalization is more effective. Neutralization efficiency is 

achieved after the second pass, where the resulting surface 

potential profile is flattened. In fact, successive neutralizations 

increase the duration of exposure to the flow of bipolar ions. 

Fig.7 illustrates the effect of two repetitive neutralizations 
on a white non-woven fibrous filter media charged to a grid 
potential Vg = -2.5 kV. A first neutralization was carried out 
in static mode by exposing the material to the alternating 
corona discharge for a time tn= 10 s. On the other hand, the 
second neutralization is in scanning mode where the sample 
scrolls under the crown electrode at a speed of 3 cm/s. After 
the second neutralization, a reduced residual potential is 
noticed near the central zone of the sample. 

From the neutralization profiles, it appears that the 
amplitude of the residual surface potential is inversely 

proportional to the number of successive neutralizations. The 
effect of the first neutralization is to reduce the charge surface 
potential, especially near the center where the potential is 
generally maximum. The effect of other neutralizations is to 
reduce residual surface potential and tend to deflect 
neutralizing ions to unneutralized areas of the fibrous media 
surface. Thus, an increasingly large area of the sample will be 
neutralized after each neutralization. This means that 
successive neutralizations provide a larger neutralized surface 
at a lower residual potential. 

Fig.8 shows that the neutralization rate increases with the 
neutralization intensity. The neutralization rates are higher for 
high voltages which can ionize the air surrounding the active 
electrode and generate a greater number of bipolar ions 
according to the half-cycles of the alternating voltage [20]. 
Indeed, for high neutralization intensities, an intense electric 
field in the wire-grid interval accelerates charges in the 
direction of the sample to neutralize its charged surface. The 
neutralization rate is proportional to the intensity of the 
alternating corona current. 

The results shown in Fig.9 highlight the fact that the 
neutralization is less efficient for high scanning speeds. 
Indeed, the increase in speed means that the sample is exposed 
for a shorter duration to the alternating corona discharge, 
which decreases the chances of neutralizing the charges 
injected into the volume of the material at different energy 
levels during the deposit of charges. The longer exposure to 
the alternating corona discharge is necessary to liberate the 
charges trapped in deep within the porous structure of the 
fibrous media, thereby increasing the probability that the 
residual charges will be neutralized by the bipolar ion packets 
alternately generated by the corona discharge. 

IV. CONCLUSION 

The proposed active and controlled neutralization method 
is based on a triode-type electrode configuration. This process 
is simpler and guarantees effective neutralization. The 
presence of the grid connected to ground prevents the 
appearance of a potential of opposite sign. 

The analysis of the potential distribution on the surface of 
the white and blue non-woven media makes it possible to 
evaluate the different parameters which contribute to greater 
neutralization efficiency:  

1. Neutralization intensity is the dominant factor in the 
case of active and controlled neutralization. The neutralization 
rate is proportional to this factor. 

 2. A slow scanning speed provides a longer neutralization 
time, which increases the chances of neutralizing residual 
charges.  

3. Successive neutralizations are the solution to improve 
the neutralization rate. 

 

 

 

280



    The 2
nd

 Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.   Deposit profile, blue filter media 

Figure 5.  Deposit profile, white  filter  media 
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Figure 6.   Deposit profile, white  filter  media 
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Figure 7.   Deposit profile, blue  filter  media 

 

Figure 8.   Neutralization rate as a function of the neutralization intensity 

 

Figure 9.   Neutralization rate as a function of the scanning speed 
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Abstract— This paper deals with the physical characterization of 

an electrically aged silicone insulator under pollution. In this 

context, an experimental study on Silicone Rubber films used for 

the coating of the insulator systems, confronted with the external 

pollution aggression is undertaken. We investigated the 

electrical aging effect on the Silicone's loss of hydrophobicity 

according to the declination of the insulation surface. At first, 

accelerated testing under alternating 50 Hz homogeneous 

electrical field, were conducted on both polluted and clean 

silicone. Then, it comes to determine the contact angle θ and 

hence the silicone hydrophobicity index (HI) to decide on its 

state, this for different angle α of silicone insulation surface 

declination. The following influence parameters are taken into 

account: the size of the water drops, their electrical conductivity, 

their distribution, and the material surface condition (virgin and 

aged under 50 Hz alternating voltage in the case of both a clean 

surface and surface polluted with conductive wet solution). 

Furthermore, a characterization of the material electrical 

performance is carried out by measuring the dielectric strength, 

the capacitor, the loss factor and the permittivity before and 

after aging produced by a series of surfacic breakdown. 

The obtained results showed that the electrical aging 

caused an alteration of the hydrophobic character as well 

as the dielectric properties of the material. 

Keywords: Silicone, Hydrophobicity, Ageing, Pollution. 

I. INTRODUCTION  

Outdoor insulators flashover is one of the challenging 
problems that affect not only the electrical energy quality, but 
also the equipments durability of high voltage lines [1, 2]. 
Again, this fact is aggravated by the insulators contamination 
when the overhead transmission lines are exposed to natural 
and industrial pollution [3, 4], particularly in wet weather. 
Indeed, sudden variations in temperature, morning dew, rain, 
melting snow are all elements that promote the deposition of 
water droplets on the external insulators surfaces of 
transmission networks. The presence of these water droplets on 
their surface is one of the main factors involved in the aging 
mechanism.  

Under an electric field influence, a water droplet can 
deform and disturb this one by the creation of an intense local 
field in its immediate surroundings. This intense local field can 
lead to an extension of the droplets, thereby reducing the 
isolation distance [5]. This can cause partial discharges which 
can develop into an electric arc and lead to the insulator 
flashover. The recourse to hydrophobic materials remains the 
way to overcome this problem. The silicone is the ideal 
material used for coating insulators systems, which is the latest 
solution adopted to overcome the outdoor insulators flashover 
problems. The choice of the silicone is justified by its low 
hydrophobic index (HI) which gives a good surface appearance 
devoid of erosion signs, and its high dielectric properties 
attested by its good electrical withstand, which allows 
improving isolator system performances, this is coupled with a 
good thermal stability. The silicone hydrophobicity gives it 
superior performance to resist wetting due to its low surface 
free energy. This property reduces the leakage currents and 
minimizes the probability of the dry bands appearance [5]. 
However, the loss of hydrophobicity decreases the insulating 
properties of the insulator [6, 7] as well as its pollution 
resistance performance [8, 9], as it influences the aging process 
of polymeric insulators, thus reducing their lifetime [10, 11]. 

In this work we investigate the hydrophobicity loss of 
electrically aged silicone according to the declination of the 
insulation surface. It comes to examine the behavior of water 
droplets on the surface of the silicone elastomer, used for the 
coating of the insulator systems, confronted with the external 
pollution. This amounts to determine the contact angle θ for 
different angle α of silicone insulation surface declination, 
which is completed by measuring the surface and transverse 

resistivities ρs and ρt respectively, the dielectric strength El, the 
capacitor Cx, the loss factor tgδ and the permittivity εr, before and 
after aging. This experimentation is carried out under the effect 
of some influence parameters.   

II. EXPERIMENTAL TECHNIQUES  

This experimentation is carried out on silicone samples of 
(200x100x10 mm3) in dimension, having different surface 
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state; virgin, electrically aged in clean surface (dry) and 
electrically aged under wet pollution of conductivity σp = 5 mS 
and σp =0.2 mS. The electrical aging of the silicone samples is 
performed using laboratory accelerated testing under ramp 
alternating 50 Hz homogeneous electrical field, at climb rate of 
2 kVmax/s. Series of 100 surfacic breakdowns are carried at 
electrodes gaps d = 10 cm.  
To investigate the hydrophobicity loss of electrically aged 

silicone according to the declination of the insulation surface, 

we use the Drop Shape Analyzer DSA30 device (Fig. 1) to 

analyze the shape of the drop and measure its contact angle θ, 

which allows determining the hydrophobicity index HI of the 

analyzed material. Beforehand, we data set on the PC linked to 

this device, the drop volume which will be deposited on the 

silicone sample surface placed on a holder plane with an 

adjustable declination α at will (0 ° ≤ α ≤ 180 °). An integrated 

camera captures the drop image. The built software processes 

the data, and the water drop image is displayed on the PC 

screen with the determined contact angles θ (Fig. 2). These 

tests are carried out for four water drops sizes (0.1 µl to 0.4 

µl), two water drops distributions on surface (linear and 

zigzag) and two water drops conductivities (σ =5 mS and σ= 

0.2 mS). The code (XYZ) is adopted to define the studied 

variants. X = 1, 2, 3 and 4 for the drops volumes of 0.1, 0.2, 

0.3 and 0.4 µl   respectively; Y = 3 and 4 for the conductivities 

σ = 0.2 mS and σ = 5 mS respectively and Z = 5 and 6 for a 

linear and zigzag drops distribution respectively. 
To characterize the silicone electrical performances under 
electrical stress, the measurements of the surface and transverse 

resistivities ρs and ρt respectively, the dielectric strength El, the 
capacitor Cx, the loss factor tgδ and the permittivity εr before 
and after aging are performed, to decide on its state, this for 
each case considered above. 
 

 

Figure 1.  Drop Shape Analyzer DSA30  

1 : Liquid solution tank and pipette  

2 : plane holder  

3 : camera  

4 : torch  

5 : Data setting PC  

 

Figure 2.  Experimental setup  

III. EXPERIMENTAL RESULTS  

The silicone hydrophobicity is affected by its surface 

electrical aging, whether dry or polluted (Fig. 3). Note that 

silicone's hydrophobicity loss is more marked in the dry 

ageing case compared to the wet one. The wet polluting layer 

would fade the discharge thermal energy, consequently 

mitigating the hydrophobicity loss. However, high 

conductivity of the polluting solution further degrades this 

property. 

Figure 3.  Contact angle versus conductivity α=0° (1Y5). 

We can thus deduce that in the youthful state of the 

material (virgin state), the latter enjoys good hydrophobicity. 

On the other hand, at its aging on site caused by the multiple 

undergone flashover (dry aged state) and the environmental 

conditions imposed by the operating site on which depends the 

pollution degree which can be low or high (aged states under 

pollution at σp = 0.2mS and σp = 5 mS respectively), causes 
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the reduction of this property, without however going to its 

complete degradation. Horizontally (α = 0°), virgin silicone 

presents discrete droplets whose contact angle is obtuse (98 ° 

≤ θ ≤ 109º). This value indicates a low wetting of this surface, 

to which corresponds a hydrophobicity index HI = 1 and this 

for all the water drops envisaged cases of volume, 

conductivity and distribution. While HI increases with the 

material aging and more with associated wet conductive 

polluting layer, the water droplets on the silicone surface 

retains its rounded shape, which testifies to the silicone good 

hydrophobic character (Fig.4.a, b. and c). 

 

  
                        (a)                                              (b) 

 
(c) 

Figure 4.  Contact angle of a water droplet deposited on the silicone surface 

at α=0° 

(a): vierge (135); (b): dry aged (435); (c): aged under pollution σp = 0.2 mS 

(336). 
 

However, it should be noted that the effect of the water 

drops distribution on the silicone plate surface, both virgin and 

aged, is not significant (Fig.5). 
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Figure 5.  Contact angle θ versus the water drops distribution at α=0°, 

(5):linéaire and (6): zigzag 

The measurement results illustrated in the figures (6, 7 and 

8) show that the contact angle θ increases as the declination 

angle α increases, this is true whatever the variant (X , Y, Z) 

considered. 
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Figure 6.  Contact angle θ versus the declination angle α for different drop 

volumes, σ = 0.2 mS and a linear or zigzag distribution in the case of silicone 

virgin state 
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Figure 7.   Contact angle θ versus the declination angle α for different drop 

volumes, σ = 5 mS and a linear or zigzag distribution in the case of silicone's 
dry-aged state 
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Figure 8.  Contact angle θ versus the declination angle α for different drop 

volumes, σ = 0.2 mS and a linear or zigzag distribution in the case of silicone 
aged under pollution σp = 0.2 mS 
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In the virgin state, as dry aged one, of the silicone plate, 

the water drops of small volume (0.1 µl) simulating a fine 

rain, remain stuck on the plate surface even when the latter is 

vertical (α = 90 °), and even reversed (α = 120 °), (Fig. 6 and 

7). In the aged state under pollution of the silicone plate, we 

note, however, the ejection of the water drop of volume = 0.1 

µl, by sliding on the silicone plate surface for large declination 

α, and this depending on the polluting solution conductivity 

[12]. For higher drop volumes (> 0.1 ml), it slides under its 

weight effect, for smaller declinations of the surface, this, 

regardless of the surface state (virgin or aged), the polluting 

solution conductivity and the considered distribution (linear or 

zigzag).  
 
The silicone degrades under the sliding discharge effect. 

That is reflected by the alteration of its electrical quantities: the 
surface and transverse resistivities, the longitudinal dielectric 
strength, the capacity, the permittivity and the loss factor. 

In its virgin state, silicone has good surface and transverse 

resistivity, however, aging in its clean state, as well as under 

pollution, reduces the value of these two electrical quantities 

(Table I). 

TABLE I.  SILICONE SURFACE AND TRANSVERSE 
RESISTIVITY AT VIRGIN, AGED IN CLEAN STATE AND AGED 
UNDER POLLUTION STATE 

                                    Resistivity (Ω.m.109) 

Silicone state 

ρs ρt   

Virgin  13.76 1.61 

Electrically aged in clean surface 1.75 0.31 

Electrically aged under wet pollution 1.094 0.25 

Clean silicone has good dielectric strength. However, under 

pollution, it loses its performance as the conductivity and the 

volume of the deposited pollution  increase (Table II). 

The sliding discharge resulting from the applied electric field 

stress caused the material surface degradation, leaving visible 

carbonization traces, deeper with the increase in the polluting 

layer conductivity (Fig. 9). The carbon layer thus deposited 

increases the silicone surface conductivity, which directly 

affects its longitudinal dielectric strength. 

TABLE II.   SILICONE LONGITUDINAL DIELECTRIC STRENGTH 
EL VERSUS THE INVOLVED PARAMETERS XYZ 

Silicone 

state 

Clean Polluted (XYZ) 

135 136 145 146 235 236 245 246 335 445 

El 

(kV/cm) 

9.1 

 

7.8 6.7 7.6 7.3 7.2 6.6 6.7 6.8 6.9 6.5 

 

 

Figure 9.  Silicone's optical microscope photograph after the electric 

discharge passing 

Note also that the silicone longitudinal dielectric strength under 
conductive wet pollution is greater when the pollution drops 
follow a linear distribution, relative to a zigzag one. This is 
because in the case of linear distribution, the discharge follows 
a preferential path by slipping between the drops rows (Fig. 
10.a). In the case of a zigzag distribution, it overhangs the 
drops which have a conductivity greater than the clean silicone 
surface (Fig. 10.b). 

a)  b)  

Figure 10.  Photograph of the arc on the polluted silicone surface in  

(a): linear  and (b): zigzag  distribution 

Silicone electrical aging results in a reduction in its capacity 
and permittivity, combined with an increase in the loss factor 
in the case of a polluted surface. This observation joins those 
made for the silicone electrical resistivities and dielectric 
strength which we attribute to the damage left by the discharge 
on its surface, further aggravated by the conductivity of the 
polluting factor (Table III). 

 
TABLE III.   CAPACITY, PERMITTIVITY AND LOSS FACTOR OF 
SILICONE AT U=100V AND F=50HZ 

 

Silicone state Cx (pF/m) εr (F/m) Tgδ 

Virgin  11.85  4 6.6x10-2 

Electrically aged in clean 

surface 

10.86                                    3.68 6.74x10-2 

Electrically aged under wet 

pollution 

9.99  3.38 1.368x10-1 
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IV. DISCUSSION  

It follows from this study that, both in the cases of dry-aged 

silicone and silicone aged under conductive wet pollution 

(simulating an insulator in service), the declination α = 30° 

corresponds to the optimal profile of the silicone insulator 

exposed to an environment with moderate or high pollution 

and/or rainfall. 

The silicone surface is affected by aging as well at dry 

conditions as under pollution. However, a high conductivity of 

the polluting solution further degrades its electrical and 

physical properties and the water drops conductivity can 

contribute; the superficial conductivity increases the discharge 

energy. Silicone carbonizes and the carbon deposit, in turn, 

causes an increase of the discharge energy. This vicious 

process accelerates the material degradation.  

The intense energy of the sliding discharge causes a severe 

surface damage of the material when it runs through the 

preferential electrically weak zones. The sample surface 

depolishing involves, on the one hand, an electrical proprieties 

degradation of the material such as the surface and transverse 

resistivities ρs and ρt respectively, the dielectric strength El, 

the capacitor Cx, the loss factor tgδ and the permittivity εr and 

on the other hand, the hydrophobicity loss. However, the 

moisture mitigates the thermal effect of the discharge and, in 

corollary, slows down the physical and electrical silicone 

degradation relatively to silicone aging in dry conditions.  

 

The physical and electrical silicone degradation could be 

explained by the following mechanisms: 

 

o Electrical aging affects the silicone surface state, which 

carbonizes following the electrical discharge passage, giving 

it a matt and porous appearance. This degradation is due to 

the oxidation of the silicone occurring under the corona 

effect at the electric field   application. 

o The silicone degradation under the applied field stress effect 

can be directly linked to the material embrittlement 

following the operated phase change, the oxidation 

mechanism produced at a molecular scale and the surface 

alteration due to the intense discharge energy, which results 

in a decrease in its electrical and physical performances [13, 

14]. Phase changes and breaks in molecular chains leading 

to the release of gaseous hydrogen are then revealed by 

FTIR and XRD analyzes of the silicone [13, 14], explaining 

the deterioration of its mechanical, and electrical properties 

and thereby the increase in its hydrophobicity index (HI) due 

to the alteration of its apolar character. 

 Actually, the apolar nature of virgin silicone prevents it from 

making electrostatic interactions with water, of the permanent 

dipole / permanent dipole type (Keesom forces), and the low 

surface energy of the silicone material relative to the more 

high liquid energy (water), is then expressed by the water 

molecules stacking on top of each other giving it this 

hydrophobic appearance. Under the electrical aging effect, 

silicone partially loses its apolar character, allowing it to 

create hydrogen bonds with water molecules which are very 

polar, and seeks to interact with polar molecules to regain 

chemical stability, this leads to greater migration of water 

molecules to the material surface, thereby increasing its 

hydrophobicity index. 

The low hydrophobicity of the electrically aged silicone 

sample is also explained by the balance of surface tension 

forces 𝜸SL, 𝜸LV, 𝜸SV, where the tension 𝜸SV (solid / vapor) is lower 

than the tension 𝜸SL (solid / liquid) which tends to increase the area 

between the material wall and the liquid. 

 

V. CONCLUSION 

The hydrophobic nature of the silicone increases as the 

declination of its surface increases. The best profile of the 

silicone skirt insulator corresponds to an optimal declination 

angle of its surface α= 30°, seeing that it offers the best 

hydrophobicity index HI, responding both to cases where the 

insulator is exposed to an environment with moderate or 

severe pollution and to one with average or high rainfall, or 

even to a mixed-conditions environment. 

The silicone electrical aging alters its hydrophobicity and 

electrical quantities such as the surface and transverse 

resistivities ρs and ρt respectively, the dielectric strength El, 

the capacitor Cx, the loss factor tgδ and the permittivity εr. 

This fact is compounded by a conductive pollution deposit 

which promotes birth arcing at the water droplets 

concentration points where the produced sliding discharge 

energy deteriorates locally the material.   

The hydrophobicity loss can be explained by the balance of 

surface tension forces, the loss of the apolar character of the 

aged silicone, to which are added the material embrittlement 

following the operated phase change, the oxidation 

mechanism produced and the surface alteration under the 

effect of the intense discharge energy, which results in a 

decrease in silicone electrical and physical performances.  
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Abstract— A high electrical charge to mass ratio of the 

particulates is a crucial for the successful electrostatic 

separation of granular plastic waste mixtures. The aim of 

the present study is to optimize the operation of a 

vibratory-type triboelectric charging device for two types 

of the plastic granules: Acrylonitrile Butadiene Styrene 

(ABS) and High Impact Polystyrene (HIPS).The 

triboelectric charger is composed of an 

electromechanically vibrated metal plate covered with a 

thin sheet of Polyethylene Terephthalate (PET). The feed 

rate, the displacement velocity of the particles, and the 

length of the vibrating plate are the studied controllable 

variables of the process. A series of tribo-charging 

experiments were conducted on ABS and HIPS granules 

originating from industrial waste, with a particle size of 1 

to 2 mm. The performance of the vibratory-type-

triboelectric charging device is evaluated by measuring 

the electrical charge acquired by the granules. The 

response surface methodology is employed for the 

optimization of the process. 
 

Keywords: electrostatic separation, triboelectricity, charge 

per mass ratio, 

I. INTRODUCTION  

      Periodic renewal of electrical and electronic equipment is 

a major way to improve their performances. The 

consequence of this renewal is the accumulation of massive 

stocks of end-of-life materials, which are converted into 

waste streams, which cause serious environmental issues [1]. 

The recycling of Waste Electrical and Electronic Equipment 

(WEEE) is currently part of the eco-conception approach 

aimed at optimizing the end-of-life management of these 

products. The WEEE contain many valuable materials [2,3], 

including plastics, which have seen explosive growth in 

recent decades due to their low cost, durability, and lighter 

weight than competing materials. Triboelectrostatic 

separation is an effective method that is widely used in the 

recycling industry to recover valuable plastics [4-6]. The 

difference in surface properties of the various plastics 

enables their electric tribocharging in view of the selective 

sorting in a high-intensity electric field [3,6], such as the one 

generated between the electrodes of a free-fall electrostatic 

separator.  The dry electrostatic processing of plastic 

particles [5-7], has several notable advantages such as high 

efficiency, low cost, and the capability of processing a 

relatively wide range of materials [5-8]. A tribocharger is 

device used to charge different materials through contact or 

friction [1,8,9]. Triboelectric charging is due to two types of 

collisions: between two particles or between a particle and 

the walls of the device [2,7,10,11]. The charged mixture is 

then separated under the action of the intense horizontal 

electric field created by the two vertical electrodes of a free-

fall separator [12].  The problem is that part of the initially 

charged product is not found in the compartment reserved 

for it.  This is due to the fact that not all the particles are 

sufficiently charged, and the force of gravity exerted on 

them surpasses the electrostatic force.  As a matter of fact, 

the movement of plastic particles introduced into an intense 

electric field does not depend on the amount of charge but on 

the charge per mass ratio [13]. The objective of this work is 

to validate an experimental procedure for the optimization of 

vibratory-type triboelectric charging processes. The design 

of experiments methodology was used to identify the 

operating conditions of the device for obtaining the highest 

possible electrical charge per mass ratio in the case of ABS 

and HIPS granules recovered from industrial waste and 

characterized by a particle size ranging from 1 to 2 mm. 

II. EXPERIMENTAL DEVICE 

         The experimental triboelectric device used is presented 

in Fig.1. The standard plate of a vibratory feeder (Vibra 

France, model APB4=30) has been replaced by a stainless-

steel plate with length l0 = 230 mm, width l =100 mm and 

height h =30 mm, covered with a thin layer of PET (0.2 

mm).      To prevent charge accumulation at its surface, the 

vibrated metallic plate is connected to the ground. A second 

vibrating feeder (Fischer Bioblock, model DR 100) is used 

to control the feed rate ϕ [g/s] of the plastic pellets on the 
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PET covered vibrated plate. The charge acquired by the 

plastic pellets is measured by collecting them at the outlet of 

the plate in a Faraday pail. 

 

 
 
Fig. 1. Experimental setup for the study of the tribo-charging process of 

granular materials: (a) Schematic representation, (b) Photograph of the 
laboratory equipment: (1) Vibratory device; (2) PET sheet cover of the 

vibrating plate; (3) Faraday pail; (4) Electrometer (Keithley, model 3514); 

(5) Vibratory device for feed rate control;(6) Vibration amplitude controller. 
 

III. MATERIALS AND METHOD 

    A series of experiments were carried out on samples of 

100 g of either ABS or HIPS granules (Fig.2), with an 

average pellet size of 1 to 2 mm, originating from out-of-use 

computer casings, after shredding and grinding. The plastic 

granules were provided by a WEEE recycler (APR2, 

Bonnières sur Seine, France).  

 

     The study of feed rate ϕ effect was conducted with 100 g 

samples of ABS and 100 g samples of HIPS, at three 

constant values of the displacement velocity v: 5.67 cm/s, 7 

cm/s, and 9.1 cm/s, under stable atmospheric condition 

(humidity RH=53% ±2%, temperature T=19.3° ±1°C). The 

length of the tray being L = 23 cm.  

 

      The study of displacement velocity v effect was 

performed on the L = 23 cm vibrating tray, with the same 

quantities of materials, under similar ambient conditions, at 

three constant values of the feed rate ϕ: 2.86 g/s, 3.86 g/s and 

5 g/s.   

 

      New samples were used in each experiment concerning 

the effects of granule feed rate and granule velocity. For the 

study of the effect of vibrated plate length L, the same 

sample was passed one to five times in the tribocharger, 

corresponding to L = 23 cm; 46 cm; 69 cm; 92 cm; 115 cm 

(feed rate: 3.8 g/s; displacement velocity: 7.7 cm/s). 

 

 

 
    

 
Fig. 2. Photograph of the materials used in the experiments: ABS on the left 
side, HIPS on the right side 

 

 

    To model the process and determine the optimal operating 

parameters of the tribocharger the design of experiments 

methodology was used [14]. A composite factorial 

experimental design [15] was conducted to obtain the 

response "y" of the process, given by the following general 

formula:  

 y = a + ax1+ ax2 + ax3+ ax1
2+ + ax2

2+ ax3
2+ ax1x2  

+ ax1x3+a23x2x3                                                                 () 

With ai  and  aij are the coefficients of the quadratic model 

and xi, i = 1, 2, 3  are the normalized centered values of each 

factor ui. 

 

xi = (ui – uic) / ∆ui= u*                                                           (2)      

uic= (uima + uimin)/2;  ∆ui = (ui max – ui min)/2                           (3) 

                                                                                                                                                                                                                                              

For the factors considered in this study (v, ϕ and L), the 

quadratic response model of the specific charging acquired 

by the ABS and HIPS pellets takes the following form: 

    

y = a + a v*+ a ϕ*
 + a l*+ av* 2+ + a ϕ*2+ al*2 + a v*ϕ*

 

  + a v*l* +a23 ϕ*
 l*                                                              () 

      The analysis of the obtained experimental results was 

performed with the software MODDE 5.0 (Umetrics 1999) 

[16]. It calculates the aij coefficients of the mathematical 

model and determines the best factor settings to optimize the 

procedure. The program evaluates two statistical criteria: the 

"goodness of the adjustment" (R2) and the "quality of the 

prediction" (Q2). The numerical values of R2 and Q2 must be 

close to the unity for a good model. 
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IV. Experimental modeling of the tribo-charging process 

       The results of the experiments performed according to 

the design of experiments methodology on samples of 100 g 

of ABS pellets and 100 g of HIPS pellets of sizes 1 to 2 mm 

are presented in Table 1. Each measured point corresponds 

to the average of three trials, performed under stable 

atmospheric conditions of humidity RH= 61%, ± 2% and 

temperature  T= 21° ±1C. 

 

      The mathematical models obtained using MODDE 5.0 

software are given in by equations (5) and (6) for ABS and 

HIPS respectively. The obtained charge per mass ratio 

models depend on v, ϕ and L parameters.  

 

ABS: Goodness of fit: R² = 0.984 and Goodness of 

prediction: Q² = 0.918 

 

Q/m= 1.17986 – 0.03816 v*+0.004098ϕ*+0.07899L*-

0.05677v*²-0.02261ϕ*²+0.05141 v*L*                            (5) 

 

HIPS: Goodness of fit: R² = 0.984 and Goodness of 

prediction: Q² = 0.902 

 

Q/m= -1.24331 - 0.00807 v*+ 0.19388ф* - 0.10652L* - 

0.10132 v*²-0.083204 L*²+0.01631 v*L                         (6) 

 

Table 1: Charge per mass ration (Q/m) of ABS and HIPS 

granules, for the 17 runs of the composite experimental 

design 

 

 

 

 

 

 

 

A. Effect of velocity   

      In Fig. 3.a and Fig. 3.b, the specific charge per mass ratio 

of ABS and HIPS granules is presented as a function of 

granule displacement velocity. The model shows an 

approximately linear rise in the charge per mass ratio from    

v = 6 cm/s to v = 7.7 cm/s. With a displacement speed of 7.5 

cm/s, the maximum value of the ABS charge per mass ratio 

is 1.20 nC/g. However, for HIPS, this maximum is -1.29 

nC/g for a displacement speed of 7.7 cm/s. Hence, the 

variation of the charge to mass ratio is slightly different for 

the two materials.  

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Modde 5.0 predicted variation on the charge per mass ratio as 
function of velocity, for (a) ABS and (b) HIPS 

N° 
Velocity 

v [cm/s] 

Feed 

rate ф 

[g/s] 

Tray 

length 

L [cm] 

Charge/masse 

ABS                

Q/m [nC/g] 

Charge/masse 

HIPS              

Q/m [nC/g] 

1 
6 2.6 46 1.097 -1.345 

2 
9.4 2.6 46 0.816 -0.646 

3 
6 5 46 0.947 -0.860 

4 
9.4 5 46 0.805 -0.777 

5 
6 2.6 92 1.116 -1.687 

6 
9.4 2.6 92 1.241 -1.496 

7 
6 5 92 1.324 -1.827 

8 
9.4 5 92 1.062 -1.123 

9 
6 3.8 69 1.153 -1.04 

N° 
Velocity    

v [cm/s] 

Feed 

rate ф 

[g/s] 

Tray 

length 

L [cm] 

Charge/masse 

ABS                  

Q/m [C/g] 

Charge/masse 

HIPS               

Q/m [nc/g] 

10 
9.4 3.8 69 1.226 -1.166 

11 
7.7 2.6 69 1.202 -1.58 

12 
7.7 5 69 1.141 -0.971 

13 
7.7 3.8 46 1.055 -1.083 

14 
7.7 3.8 92 1.438 -1.649 

15 
7.7 3.8 69 1.188 -1.249 

16 
7.7 3.8 69 1.17 -1.33 

17 
7.7 3.8 69 1.201 -0.915 
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      This trend of increasing charge per mass ratio is justified 

by the movement of granules with shorter jumps and a 

higher number of collisions with the vibrating plate. For 

ABS and HIPS, the charge per mass ratio declined at speed 

values beyond 7.5 cm/s and 7.7 cm/s, respectively. Higher 

velocities imply higher jumps and more energetic collisions 

between the granules, but fewer hits mean that the granules 

are accumulating less charge 

B. Effect of feed rate 

      The charge per mass ratio of the ABS pellets, shown in 

Fig. 4.a, rose with increasing pellets feeding rate on the 

vibrating plate from 2.6 g/s to 3.8 g/s before falling sharply. 

On the other hand, the charge per mass ratio of the HIPS 

granules decreased linearly with an increase in the rate at 

which the granules were fed to the vibrating plate as 

illustrated Fig. 4.b.  

    The mathematical model indicates that the highest 

absolute value of the charge per mass ratio was for ABS 1.20 

nC/g at a feed rate of 3.6 g/s and for HIPS -1.6 nC/g at a feed 

rate of 2.6 g/s, These outcomes are attained for length L=69 

cm and v = 7.7 cm/s. The fact that the granules have less 

impacts on the vibrating plate can explain why specific 

charge decreases at increasing granule deposition velocities. 

 

C.  Effect of length L 

 

    As expected, the charge per mass ratio increased with the 

vibrating plate length L. The same result was observed for 

both ABS and HIPS, as shown in Fig 5.a and Fig 5.b. This 

leads to predicting that a vibrating plate length of 92 cm 

would yield the best results, with charge per mass ratios of 

1.30 nC/g for ABS pellets and -1.65 nC/g for HIPS pellets.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4. Modde 5.0 predicted variation of the charge to mass ratio as function 

of feed rate for (a) ABS and (b) HIPS. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.5. Modde 5.0 predicted variation of the charge per mass ratio as 
function length, for (a) ABS and (b) HIPS. 

D.  Velocity and feed rate interaction 

 

     Contour plots provided by MODDE.5.0 and depicted in 

Fig.6 highlight the effects of the two control variables: the 

velocity v of particle movement on the vibrating plate and 

the rate ϕ of granule deposition on the vibrating plate.  

 

      In the case of ABS granules, shown in Fig.6.a, the model 

predicts the highest charge per mass ratio of 1.177 nC/g for 

velocities range values between 6.70 cm/s and 8.30 cm/s, 

with a feed rate varying between 2.6 g/s and 4.5 g/s. 

 

      For the HIPS  material, shown in Fig.6.b, the model 

predicts the highest charge per mass ratio value of -1.58 

nC/g, for velocities ranging between 6.5 cm/s and 9.1 cm/s, 

with a feed rate varying between 2.6 g/s and 3 g/s. 

  

    This result can be explained by the synergetic action of 

the two control variables in the mentioned intervals, to 

generate collisions of the granules and the vibrating plate 

efficiently enough to obtain energetic and repetitive impacts 

that induce a rather high charge per mass ratio. 
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Fig.6. Contour plots of the response Q/m charge per mass ratio calculated 

with MODDE 5.0 for (a) ABS and (b) HIPS. 

 

V. Conclusions 

      This paper is dedicated to model an experimental 

procedure on the triboelectricity of ABS and HIPS materials 

based on “design of experiments” approach. This model 

allows a better understanding of the behavior of the different 

parts involved in the vibratory-type triboelectric charger of 

ABS and HIPS granules, and the thin PET plate covering the 

vibrating plate.  

 

     The presented vibrating charger is a very conclusive 

device in terms of charge transfer by triboelectricity. It is 

subject to several controllable parameters, and that can 

influence this charge transfer.  

 

      The control and the correlation between velocity and 

feed rate parameters generate a rather satisfactory charge 

transfer between the granular materials and PET plate.  

 

     The charge per mass ratio increases with the controllable 

length parameter of the vibrating plate to the limit of 

saturation of the plastic particles, after which the exchange of 

charge between the two materials ceases.  

 

    The design of experiments methodology may prove to be 

useful for conducting in-depth research on the impact of 

determinable parameters on the transfer of charge per mass 

ratio in such devices. 
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Abstract— The alternative thermal wave method (ATWM) has 

several advantages over other techniques. It is non-destructive, 

allowing materials to be assessed without damaging them, and it is 

relatively fast and easy to use. This paper focuses on the 

development of a new approach to measuring the ATWM by 

heating the copper armour on an 18/30 kV medium-voltage cable 

aged for 1300 hours. 

Keywords: The Alternating Thermal Wave Method, Space 

charge, Power cable. 

I. INTRODUCTION  

The Alternating Thermal Wave Method involves the generation 

of thermal waves, which are periodic temperature variations 

that propagate through a material [1]. The Alternating Thermal 

Wave Method allows for the non-destructive testing of 

materials, it is a valuable tool in research and industry for 

characterizing materials. 

The Alternating Thermal Wave Method has a wide range of 

applications in various fields.  Additionally, the Alternating 

Thermal Wave Method allows for rapid and accurate 

measurements, providing valuable data in a short amount of 

time. However, it is important to note that the Alternating 

Thermal Wave Method also has some limitations. It requires 

specialized equipment and expertise to perform the 

measurements, which may limit its accessibility. Furthermore, 

the accuracy of the measurements can be affected by factors 

such as sample thickness and surface conditions. Despite these 

limitations, the Alternating Thermal Wave Method remains a 

valuable technique for thermal analysis and measurement in 

various fields. 

The Alternating Thermal Wave Method (ATWM) is a 

technique that has been developed for space charge 

measurements. This method utilizes thermal analysis and 

simulations to improve data processing and provide accurate 

measurements of space charge. The ATWM has undergone 

recent improvements to enhance its effectiveness in measuring 

space charge [2]. Space charge measurements are important in 

various fields, including materials science, electrical 

engineering, and physics. Understanding the distribution and 

density of electric fields and space charges in solid materials is 

crucial for optimizing their performance and reliability.  

Additionally, space charge measurements are essential in 

studying the behaviour of electrons and ions in the space charge 

region, which has implications for plasma physics and other 

related fields. 

The ATWM offers several advantages for space charge 

measurements. It allows for the measurement of space charge 

limited currents through films, providing insights into their 

electrical properties [3].  The ATWM's ability to improve data 

processing through thermal analysis and simulations further 

enhances its accuracy and reliability in space charge 

measurements. Overall, the Alternating Thermal Wave Method 

is a valuable tool for researchers and scientists seeking to 

understand and analyze space charges in various materials and 

systems. It uses an alternating current to heat the cable core and 

control measurements at different temperatures.  One 

application of the ATWM is in the measurement of current due 

to space charge present in PVC sheaths after aging under AC 

sinusoidal high voltage [4]. 

II. PRINCIPLE OF THE METHOD  

The Alternating Thermal Wave Method (ATWM) is a useful 
technique for measuring space charge in thin polymer films with 
metallic vacuum deposits on each side acting as electrodes. The 
electrodes are short-circuited by a current amplifier. 
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The method involves generating a thermal wave using a 
thermoelectric module applied to one side of the film, then 
scanning successive layers using increasing penetration depths 
[5]. Attenuated sinusoidal temperature waves penetrate the 
sample, and the wavelength and attenuation factor depend on the 
frequency and thermal properties of the material [6]. Only space 
charges within the penetration depth of the thermal wave are 
affected by the induced pyroelectric current and can be 
measured by the current amplifier [7].  

The TEM operates in the frequency range 0.1 Hz - 100 Hz. 

III. TEMPERATURE DISTRIBUTION IN ATWM 

CONDITIONS 

The experimental current response of the sample depends on 

the distribution of the time derivative of temperature. In the 

case of the one dimensioned structure (the electrode diameter 

greater than the sample thickness), the experimental current i(t) 

obeys the following equation [8]: 

 

𝑖(𝑡) = −𝛼𝑥𝐶0 ∫ 𝐸(𝑥)
𝑑

0

𝜕𝑇(𝑥,𝑡)

𝜕𝑡
𝑑𝑥                 (1) 

 

Where 𝛼𝑥 is the thermal coefficient of variation of the 

capacitance, d the thickness of the sample, 𝐶0the capacitance,   

𝐸(𝑥) the electric field due to the space charge distribution,  
𝜕𝑇(𝑥, 𝑡)

𝜕𝑡
⁄  the time derivative of the temperature in the 

sample.    

The heat equation (2) is solved for the one-dimensioned 

medium with specific boundary conditions [9]: 

 
𝜕𝑇(𝑥,𝑡)

𝜕𝑡
= 𝑎

𝜕2𝑇(𝑥,𝑡)

𝜕𝑥2
                                (2) 

 

Where 𝑎 is the thermal diffusivity 𝑚
2

𝑠⁄   . 

IV. EXPERIMENTAL PROCEDURE 

 To measure the current due to space charge in a single-pole 

18/30 kV PRC power cable, 45 cm long.   

The cable was subjected to a DC voltage of 70 kV at ambient 

temperature (25°C) for 1,300 hours at the Bejaia Electrical 

Engineering Laboratory (LGEB). 

We set up a new measuring bench at the laboratory (LUSAC) 

in Cherbourg, which consists of a voltage transformer that 

supplies a current (a few A) to heat the copper shielding of the 

cable. A current amplifier is connected between the core and 

the external semi-conductor of the cable figure (1). 

The response of the cable is then measured. 

 
Fig 1.  Schematic diagram of the experimental set-up. 

V. RESULTS AND DISCUSSION 

The heat source is modulated at a specific frequency, creating 

alternating thermal waves in the material. We obtained the 

following results: 

A. TEMPERATURE  
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d) 

Fig 2.  Experimental temperature variation as a function of 

frequency : a) 0.01 Hz , b) 0.02 Hz , c) 0.2 Hz , d) 0.1 Hz . 

B. CURRENT 

 

 

 

 

 

 

 

 

 

 

a) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

b) 

 

 

 

 

 

 

 

 

 

 

c) 

 

 

 

 

 

 

 

 

 

d) 

Fig 3.  Variation in ATWM current as a function of frequency : 
a) 0.01 Hz, b) 0.02 Hz , c) 0.2 Hz , d)  0.1 Hz. 

The figures 2 and 3 show the experimental currents and 

temperatures for each frequency (0.02,0.01,0.1,0.2 Hz). 

In figure 2 ,we can see that as the frequency decreases, the 

wavelength of the thermal waves increases. This means that the 

thermal waves have more time to interact with the electrical 

charges in the material. These interactions lead to an increase 

in temperature amplitude. 
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The heating temperature should not exceed 40 degrees Celsius, 

as a high temperature can cause the cable's insulation layer to 

break, allowing electrical charges to flow through. 

Figure 3 shows that the amplitude of the ATWM current 

increases during heating due to the presence of the space charge 

and decreases during cooling. 

VI. CONCLUSION 

The test set developed uses thermal excitation to evaluate 

cables. 

Using the Joule effect to generate thermal excitation in the cable 

armour enables cables to be tested more accurately and more 

quickly, while limiting temperature changes to 40 degrees to 

avoid damaging the cable. 

The use of ATWM has important applications in the cable 

industry, particularly in assessing performance, resistance to 

temperature change and durability. This is particularly useful in 

environments where cables are subjected to harsh conditions. 
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Abstract—In this paper, a computer vision-based code intended to 

track a particle in an electric field is presented. The developed 

code focuses on a single particle's movement due to the electric 

field in an electrostatic application. The particle’s trajectory is 

defined using its position in the treated frame from a video 

acquired by a fixed camera. In planar configuration, it is even 

possible to calculate the particle speed if real dimensions are given. 

Three situations are presented throughout this paper: electric 

curtain, plane to ground electrode, and roll to ground electrode. 

In all situations, the code performs well and is able to define the 

particle’s trajectory. Examples of speed calculation are also 

presented in the two cases: electric curtain and plane-to-ground 

electrode. 

Keywords: computer vision, particle tracking, electric field, particle 

trajectory, electrostatic applications. 

I. INTRODUCTION 

In the last decades, computer vision has significantly 
evolved and, most importantly, has become accessible through 
free and open-source libraries in different programming 
languages. This allowed the development of multiple kinds of 
applications, ranging from simple image treatment to a more 
complicated systems such as autonomous cars, drones, and 
many other engineering areas. The association with artificial 
intelligence offers limitless possibilities for computer vision and 
opens the area to advanced applications such as detection and 
classification, tracking of the object in complex conditions, 
prediction, and many other possibilities [1–5]. Among possible 
applications, the assessment of the performance of an 
electrostatic separation process by mapping the particle’s 
distribution and counting recovered quantities has been carried 
out [6].  

In electrostatic applications, particles are subjected to 
electric forces to make them move in some direction. During the 
development of such a process, the particle movement, 
including trajectory, is an important source of information on the 
performance of the developed application. Eye observation of 

the movements is not really helpful to evaluate the performances 
and the obtained results. For that reason, numerical calculation 
of the particle trajectory is one of the approaches followed in 
attempts to visualize the particle’s behavior [7 – 11]. However, 
as these numerical studies are mostly difficult to implement, 
computer vision can be an alternative tool to extract information 
about movement from a simple recorded video or live recording 
camera. Over the years, advanced solutions have been 
developed to visualize particle movement, even in three-
dimensional space, such as the particle tracking velocimetry 
(PTV) technique [12]. However, these techniques are so 
expansive because they require high-speed cameras, lasers, 
multicamera, and so on. The tracking of a single particle moving 
at relatively low speed can be easily realized using a standard 
camera at 30 fps to 200 fps. With proper coding, it is possible to 
construct a cost-effective solution to the particle tracking 
problem. 

In this paper, a developed code is presented along with its 
application to a real particle movement resulting from an electric 
force. The code offers several functions, including dimension 
definition and speed calculation. The user graphically interacts 
with the code through a user interface. The aim is to apply these 
computer vision algorithms to track a single particle's movement 
in an electrostatic process. The developed code follows the 
particle's position and is able to calculate its speed if dimensions 
are defined. 

II. ALGORITHM AND CODE DESCRIPTION 

The developed Python code is based on the free and open-
source computer vision Open CV library [13]. It is intended to 
be used with videos captured by a static camera. The main idea 
behind the code is the treatment of the recorded video frame 
after frame to define the moving object’s coordinates. Once 
defined, the link between these coordinates with a straight line 
leads to the visualization of the object’s trajectory. This goal can 
be achieved by applying the basics of computer vision 
algorithms to extract such information about the moving object. 
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Figure 1 shows the code's graphical interface during a video 
treatment. The buttons on the right are commands to different 
functions, such as video path, scale and distance entrance, start 
tracking, showing results and so on. Various options are offered 
to the user on the left side, such as reading mode and filter. 

 

Figure 1.   Main interface and results of particle trajectory over a standing 
wave electric curtain. Bottom left corner brings additional information about 

the video. 

Figure 2 shows the code structure and steps followed to track 
the moving particle’s position. Each frame of the video is subject 
to a series of functions to detect particles in motion. The first and 
most important function is the background removal, which 
essentially turns any pixels that do not change over time into 
black. This function allows detection of the object, which will 
be turned white. The result of the background removal function 
is a mask in which the object is white. Figure 3 represents an 
example of the resulting mask of a particle above the electric 
curtain. As observed, only moving particles are in white. This 
allows the determination of white color contours and, thus, the 
particle position. Additional treatments are necessary to enhance 
object detection, such as thresholding and image sharpening 
using a convolution filter. The thresholding allows suppression 
of objects, shadows, or any unwanted region. On the other hand, 
image color sharpening is realized by a 2D convolution filter, 
which consists of convolving the image with a kernel. The 
kernel is simply an array of coefficients. For example, the 
applied sharpening kernel takes the form: 

 

𝑘𝑒𝑟𝑛𝑒𝑙 =  [
0 −1 0

−1 5 −1
0 −1 0

]                                              (1) 

 

After treatment, the code checks for the existence of any 
white objects and defines the contours of the region. This leads 
to the location of the particle’s coordinates. Finally, the link 
between the defined coordinates gives the particle trajectory. If 
a scale is defined for the treated geometry, the code is capable 
of calculating the particle speed and displacement. For that 
reason, the user has the option to enter known geometry 
dimensions that will be used to convert pixels to a given distance 

unit. The speed in both directions x and y is calculated simply by 

𝑉𝑥 =  
𝑑𝑥

𝑑𝑡
  and  𝑉𝑦 =

𝑑𝑦

𝑑𝑡
. 

 

Figure 2.  Flowchart of the code for particle detection and tracking using 

OpenCV-python. 

 

Figure 3.  The frame and the corresponding mask, showing the particle in 

white. 

III. MATERIALS AND METHODS 

The particles used during experiments are acrylonitrile 
butadiene styrene (ABS) and high impact polystyrene (HIPS) 
materials of around 1 mm size. The tracking is based on 
observing the behavior of the particle in the electric field 
generated by different electrodes. These electrodes consist 
mainly of three devices, namely the electric curtain, plane-to-
ground capacitance, and roll-to-ground electrodes. The recorded 
videos are acquired by a standard 30 fps camera. 
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A. Electric curtain  

The electric curtain is an electrostatic device often used to 
clean surfaces and transport particles [11]. The used electric 
curtain is a biphasic type, which consists of a series of two 
alternatingly adjacent electrodes (see Figure 1) connected to two 
sinus waveform voltages of 1 kV amplitude and shifted by π. 

B. Plane to ground configuration 

The plane to ground electrode configuration is formed by a 
metal plate of 10 cm x 15 cm size suspended over a large 
metallic grounded surface at 2 cm height. The plate is connected 
to a positive DC high voltage power supply. The voltage 
amplitude is changed until the levitation of the particle. 

C. Roll to ground configuration 

The roll is a metallic stainless steel made cylinder of 13 cm 
diameter and 14.5 cm length suspended over a grounded surface 
at 2 cm height. The roll is driven by an electric motor at a fixed 
rotating speed of 47 rpm. 

IV. RESULTS AND DISCUSSION 

A. Electric curtain 

Figure 4 represents the results of particle motion analysis in 
the case of a double phase standing wave electric curtain. The 
small movements were detected, even those due to the particle’s 
vibrations around the same position. As clearly shown by these 
results, the particle movement is composed of vibration and 
displacement over small distances (Figure 4.a), in the millimeter 
range (Figure 4.c). The corresponding speed over the x axis is 
much higher than the speed following the y axis, which is clearly 
noticeable in the trajectory (Figure 4.b). 

(a) 

(b) 

 

(c) 

Figure 4.  Particle movement above a standing wave electric curtain: (a) 

trajectory, (b) speed (in mm/sec), and (c) displacement (in mm). 

B. Plane to ground electrode 

    Figure 5 shows the results of a single particle movement 

between two plane electrodes. Indeed, the program is capable 

of tracking particle displacement and thus estimating its speed. 

The particle carries a small vibration-like movement before it 

levitates towards the upper HV electrode at around 8.15 

seconds. In a plane electrode the electric field is uniform 

between the energized electrode and the ground, which leads to 

a constant electric force. As expected, the particle is attracted 

by the HV electrode following nearly a straight line. Even with 

the plane electrode, there is a small horizontal displacement, in 

the order of millimeters, along the x axis (Figure 5.c). 

 

 
(a) 

 

 
(b) 

 

  

  

x 

y 
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(c) 

Figure 5.  Particle movement in plane configuration: (a) trajectory, (b) speed 

(cm/sec) and (c) displacement (in cm). 

C. Roll to ground configuration 

Figure 6 depicts the particle’s trajectory placed under a 
rotating roll suspended over a grounded plane. The result shows 
the particle’s behavior from levitation until adherence and 
traveling with the rotating roll. From left to right in the figure, 
the pictures show particle displacement, corresponding to 
frames 1, 4, and 14, respectively. The last picture corresponds to 
the entire recorded trajectory of the particle. The recorded 
trajectory can be divided into two separate regions with different 
acting forces. The first is the space between the ground and the 
roll, in which the particle is subject to several kinds of electric 
and non-electric forces. The position of the moving particle in 
this region is mainly controlled by electric forces but also by the 
particle weight. The resulting forces attract the particle towards 
the high field intensity region of the cylinder. The second part 
of the trajectory in which the particle is stuck to the roll is mainly 
controlled by the electric forces (image force, coulomb force) 
and the centrifugal force. The particle is attached to the roll as 
long as the attracting electric forces are higher than the 
centrifugal force.  

 

Figure 6.  Particle’s trajectory in roll to ground electrode. From left to the right: 
extracted frames from the video and the recorded particle trajectory. 

V. CONCLUSION 

A custom-developed piece of software to track single 
particle motion in an electrostatic application is presented. The 
software, with a graphical user interface, is capable of tracking 
position and calculating particle speed in the case of planar 
configuration if the user delivers scale dimensions. The code is 
still under development and needs more refinement, such as 
equivalence between the image and the real-space coordinates. 
As a perspective, the estimation of the electric charge value of 
the tracked particle based on its movement and electric voltage 
value will be implemented. 
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Abstract— This paper presents a novel approach to the 

simulation of the most common type of Cloud to Ground 

lightning strikes applied to a Photovoltaic farm with the view to 

validating its lightning protection system generally based on the 

electro geometric model as prescribed in the relevant 

international standards.  

It will be limited to the study of the electrostatic field distribution 

generated by a downward stepped leader progressing towards a 

large PV Farm with a focus on its effect on the power electronics 

converters operating under lightning stress conditions. 

The Simulation was programmed using MATLAB’s Partial 

Differential Equations (PDE) Toolbox based on the Finite 

Elements Analysis. 

  

 Keywords: Lightning Simulation, PV Farm Lightning Protection 

System, Finite Elements Method. 

I. INTRODUCTION 

Despite over a century of research in lightning discharges, 
there is hardly any aspect of this field that is fully understood 
for it not to require further research. 

This paper introduces a novel simulation of the Cloud to 
Ground Negative (CGN) lightning stroke based on the 
resolution of the electrostatic Poisson equation, using the Finite 
Elements Method (FEM), implemented on MATLAB. 

In the first part of this work, we will describe our recently 
developed CGN lightning model which reflects our 
understanding of the latest developments in the scientific 
knowledge about lightning discharges as published in the 
specialist documentation by expert researchers in this still 
extremely active field of research [1-8]. 

The model’s ambition is to provide us with a tool that 
simulates as many aspects as possible of the lightning 
discharge processes. In its current implementation, the model 
will only simulate the final stage of cloud charge separation, 
the stepped leader initiation and its downward progression and 
will stop just before its interception by the upward leader. 

The second part will be an application of the model to the 
protection of a medium sized photovoltaic (PV) farm where the 
Lightning Protection System (LPS) is sized using the electro 

geometric model (EGM) as described in the relevant applicable 
national and international standards [9-12]. 

We will conclude with a discussion of the simulation 
results and the necessary future development of our model in 
the light of those results and work on mitigating as much as 
feasible of its many current limitations. 

II. NOVEL SIMULATION MODEL OF CGN LIGHTNING 

STRIKES 

A.  Lightning simulation models classification 

In a paper cited in [1], Rakov and Uman have defined four 
model classes based on what is considered to be the most 
salient aspect of lightning, that is the return stroke. These are: 
the gas dynamic, the electromagnetic, the distributed circuits 
and the engineering models. 

Each one of the above types is generally concerned with 
solving a certain type of equations and each existing or new 
lightning return stroke model will fall within one or infringe on 
several of those types [1]. 

Our model, based on resolving Maxwell’s equations, can be 
described as an electromagnetic type simulation model. It can 
also be extended to other types at different stages of its future 
development. 

B. Simulation model presentation  

For a CGN lightning model to be deemed comprehensive, it 
will have to address the main processes involved, namely: 

• Cloud charge formation and separation 

• Leader’s initiation 

• Stepped leader progression 

• Stepped leader interception by upward leader(s) 

• Return stroke(s) and associated dart leader(s)  

• Ensuing processess: K, J, continuous current, etc.[5]. 

None of the above-mentioned items is satisfactorily 
understood due mainly to the variety and extreme complexity 
of the processes involved. Furthermore, it is now well 
established that most, if not all the upper atmosphere electric 
phenomena like sprites, elves, etc. are just part of one bigger 
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picture of atmospheric discharge phenomenon as illustrated on 
Fig.1. 

Our model will try to address the first three items listed 
above based on pioneering work by some eminent names [2-4] 
and on more recent effort by equally prestigious names in the 
profession [5-8]. 

Figure 1.  An illustration of atmospheric discharges with different kinds 
of transient luminous events  

https://www.nssl.noaa.gov/education/svrwx101/lightning/types/ 

1) Cloud charge separation 
The sheer size, complexity and ephemeral nature of 

thunderclouds renders their study extremely difficult. The 
electrical and thermodynamic processes within the cloud are 
closely interlinked as the charge generation and separation are 
related to the interactions between different cloud particles 
populations in different thermo-hydrodynamic states [5]. 

As this simulation is limited to the CGN, we have used 
considerations thoroughly discussed in [5-8] which in turn 
refer largely to [2-4], to end with the model shown in “Fig. 2”. 

Figure 2.  Cloud charge separation before leader initiation 

“Fig. 2”, represents a mature cloud cell immediately before 
a CGN leader initiation where the main positive charge is 

occupying the upper region, the main negative charge mainly 
concentrated at the bottom of the thundercloud and a relatively 
smaller positive charge adjacent to it conferring to the 
thundercloud its tripolar topology.  

Figure 3.  Initiation of the downward stepped leader 

2) Leader initiation 
The presence of a pocket of positive charge in the vicinity 

or within the negative charge area will intensify the electric 
field in the space between them. This forms the conditions that 
will aid the initiation of the first step of the downward leader as 
shown on “Fig. 3”. 

3) Stepped Leader downward progression 
Once initiated and if the conditions for a stepped leader 

progression are met then a second, third and nth step is formed 
until the leader’s channel reaches a distance from the ground 
where it will be intercepted by an upward leader. 

Various models for leader stepped progression are 
presented in the literature of which we selected the following 
for their relative similarity with our model. 

In [13], V. Cooray and Aravelo link the stepping process to 
the lightning discharge’s peak current and in [14], Beroual et al 
simulate the leader to a circuit formed by a succession of RLC 
links each one constituting a step. 

For Syssoev et al in [15], the step-formation process is 
modeled to begin with the appearance of space stems and some 
of them evolve into space leaders.  As for M’ziou et al in [16], 
they propose a hybrid method, which is a combination between 
the Simpson method and finite difference time domain (FDTD) 
method for evaluating the radiated electromagnetic field. 

 

Figure 4.  Leader step formation process 
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Our approach is similar to the one adopted in [13] but 

instead of linking the stepping process to the peak current, we 
make the assertion that the stepping nature of the downward 
leader is due to fluctuations of the charge center position 
resulting from the turbulent charge generation and separation 
taking place within the thundercloud. 

The main assumption made in developing our step 
formation process, is that the leader tip is subjected to two 
fields (forces): 

• one ambient due to the presence of the main negative 
charge at the bottom of the cloud and by influence its 
image on the ground. 

• another field due to the fluctuations of the same 
negative charge around the position of its ‘epicenter’ 
within the cloud. 

On fig.4.a, we show how the leader tip jumps from its (n-1) 
to the nth, then to the (n+1) position in response to slight 
fluctuations of the negative charge and fig. 4.b, shows the 
direction of the resulting field at each step. 

C. Program flowchart 

In fig.5 below, we present a flowchart of the model 
clarifying its organization: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Flowchart of the simulation model 

D. Electrical Potential and field computation using the 

Finite Element Method (FEM) 

The FEM is a proven method for resolving Partial 
Derivative Equations (PDEs) especially for curved, complex 
geometries where other simpler calculation methods are 
difficult to apply. It is generally rarely used in open geometries 
because of the need to define boundary conditions very 
accurately but the increase of computers power and the 
development of extremely powerful software packages and 
methods have significantly extended its application domain 
[17-19]. 

We have used MATLAB’s PDE application and PDE 
ToolBox, to program our simulation model. 

Once the domain configuration is defined as per the 
flowchart in fig. 5, our program defines the geometry to be able 
to complete the meshing or subdivision of the entire domain 
into subdomains or elements. 

We then allocate physical properties to the various areas 
constituting the domain and define the boundary conditions on 
selected edges for a well-posed MEF problem. 

We present in fig. 6 below, an application of our simulation 
model. 

Figure 6.  Calculation example using the simulation model; Top: Electric 
potential distribution in the domain created by the charge separation;   

Bottom: Zoom in the region between underside of cloud and ground. 

Define geometry: 

Dimension of cloud 

Dimension and height of: 

- upper positive charge 

- lower negative charge 

 

 

 
Define cloud’s electrical conditions: 

- Voltages: positive & negative regions, ground 

- Coordinates of first step at negative cloud base 

- Channel’s width 

- Number of leader steps: Nstep 

- Critical height (Hc=Vcloud/3MV/m 

 

 

Height of leader’s tip > Hc 

Or 

Step number <= Nstep 
 

Yes 

 

No 

 

Calculate leader’s tip new coordinates. 

 

 

Apply Finite Elements Method to 

calculate potential and field distribution. 
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III. APPLICATION OF THE SIMULATION MODEL TO A 

PHOTOVOLTAIC FARM 

A. PV farm Lightning Protection System (LPS) 

The first step in any lightning protection exercise is a 
thorough risk assessment in accordance with IEC-62305-2 or 
IEEE/NFPA equivalent in north America, which provides a 
procedure for the evaluation of risk (based on different types of 
loss) to a structure, due to lightning flashes to earth. For 
example, in large-scale PV applications, the economic losses 
may be the dominating factor that determine which type of 
surge protection should be employed [20]. 

Fig. 7 shows a typical grid connected PV farm layout 
consisting of PV panels strings, inverter room and connection 
to the grid. 

 

Figure 7.  Typical grid connected PV farm 

B. The Electro Geometric Model (EGM) applied to the 

protection of PV farms 

Once the results of the risk assessment are known, and if 
those results recommend the provision of an LPS, then the 
protection methods prescribed in the standards will be 
implemented. 

Amongst the protection methods applied, the EGM is the 
most popular especially for electrical transmission and 
distribution networks for which it was originally designed. 

The EGM uses the rolling sphere concept which stipulates 
that a circular arc of radius 45.7 m would closely define the 
boundary of the protection zone [20-22]. This result can be 
visualized by imagining a sphere of 45.7-m radius rolling over 
the earth surface, wall, and air terminals. Objects touched by 
the rolling sphere are susceptible to be struck while those not 
touched will be protected [10, 20-22]. 

The rolling sphere method has been included in the NFPA 
with the 46-m sphere radius and has also been accepted by IEC 
[10], which defines four protection levels of 99%, 97%, 91%, 
and 84% which using CIGRE log-normal lightning stroke 
current distribution, corresponds to 2.9 kA, 5.4 kA, 10.1 kA, 
and 15.7 kA, respectively and the rolling sphere radii for the 
corresponding classes become 20 m, 30 m, 45 m, and 60 m, 
respectively [10]. 

With more recent advances in our understanding of 
discharge physics of long air gaps and consequently of the 

lightning attachment mechanism, several limitations of the 
rolling sphere method become apparent of which [10], 

• The sphere radius is only a function of the critical current 
and not the height of the rod, ground wire, or the building 
on which air terminals are installed.  

• The rolling sphere method does not account for the effect 
of the building topology on the lightning exposure of an 
air terminal. 

C. Simulation model application 

We will be applying our simulation model to the two IEC 
extreme radii values of 20m and 60m by adjusting the critical 
height Hc accordingly. 

 

 

Figure 8.  Simulation of a CGN on a solar farm. Top: protection 

radius=20m, Bottom: protection radius=60m. 

Fig. 9 shows the most onerous situations when lightning 

strikes at either ends of an inverter: 

 

 

Figure 9.  Simulation of a direct stroke on the DC side or the AC side of 

the inverter 
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The simulation of a direct impact on the DC side or the AC 

side of the inverter was carried out using MATLAB/Simulink 

and confirmed the generally accepted finding that a strike on 

the grid side of the inverter results in higher voltage levels 

implying larger surge protection ratings.  

 

On Fig. 10, the Inverter’s output voltage before and after a 

lightning strike is shown: 

Figure 10.  Inverter;s output voltage, Top: Before ligthtning impact; 

Bottom: After impact at 0.02s. 

D. Comments on simulation results 

Protection radii are correlated with the striking distance 
concept, the smaller the protection radius the smaller the 
striking distance as shown on fig. 8. 

Both top and bottom simulations in fig. 8 confirm that the 
PV installations are adequately protected as a direct lightning 
stroke is likely to hit one of the air terminals if those are 
correctly sized, spaced and earthed as required by the 
applicable standards. 

Simulation of a direct lightning strike near the Inverter’s 
terminals has confirmed that resulting over voltages will lead 
to the selection of larger surge protection devices to adequately 
protect the Inverter and other associated equipment. 

IV. CONCLUSION 

 
The novel simulation model of the negative cloud to 

ground lightning strikes presented in the first part of this paper, 
does not have the pretention of equaling or even approaching 
the depth or reach of references cited in [11 to 13].  

It does however have the ambition of setting the scene for 
studying the atmospheric discharge phenomenon as a whole, 

by addressing every one of its processes individually and 
understanding how they interrelate to form the bigger picture. 

We deeply believe that the most powerful tool in our 
possession is to try to simplify the concepts as much as 
possible. For example: explaining the tortuosity of the stepped 
leader by the fluctuations of the charge epicenter’s position 
within the cloud has allowed us to obtain realistic lightning 
channel forms compared to the literature. 

Our model has also proven its usefulness when applied to 
lightning protection by addressing at least one of the electro- 
geometric model’s limitations as it can take into consideration 
the particularities of the structure to be protected. 

As any lightning simulation model must address the 
challenging lightning protection issues, the model was applied 
to the protection of major power conversion equipment within 
a PV farm and has shown the necessity to take into 
consideration the lightning impact on sizing surge protection 
devices. 

In our next research effort, we will model what is generally 
considered to be the defining aspect of lightning: the return 
stroke, based on cloud and ground charges dynamics. 
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Abstract— The main objective of this work is to study the 

behaviour of the electric field near a water droplet on a polymer 

insulating surface under AC voltage. The studies are carried out 

using a polymer insulator with five sheds. This software uses the 

finite element method to calculate the electric field and electric 

potential along the silicone insulator. The water droplet is placed 

at different positions on the insulator shed. The electric field 

values under AC voltage are measured using COMSOL 

Multiphysics software. It can be seen from the simulations that 

the effect of the presence and the positions of the water droplets 

significantly affect the electric field. The contact angle between 

the surface of the insulator and the water droplet impacts the 

electric field. Therefore, it is essential to study the behavior of 

water droplets and the contact angle on the electric field stress. 

The results show that the presence of water droplets and the 

contact angle considerably affects the values of the electric field.  

Keywords: Polymer insulator, Water droplets, COMSOL 

Multiphysics, AC voltage, Electric field, Contact angle. 

I. INTRODUCTION 

Insulators are crucial components in electric power 
transmission and distribution systems. Their mechanical and 
electrical quality significantly impacts the network's integrity. 
While they represent a small portion of the capital cost (5-8%), 
they are responsible for a large portion of line interruptions 
(70%) and maintenance costs (up to 50%) [1]. To enhance the 
reliability of power networks, optimized designs for outdoor 
insulators, capable of withstanding heavy icing and pollution, 
are essential. Traditional ceramic materials have been used for 
over a century but have limitations in polluted environments. 
Polymer insulators, with superior dielectric properties, 
lightweight, maneuverability, and cost-effectiveness, therefore 
they are steadily capturing a larger market share [2] 

Although research on composite insulators in polluted 
conditions has a thirty-year history, there is a lack of 
systematic studies on how water droplets affects electric 
potential and field distribution along these insulators. This is 
one issue addressed in the report. 

Y. Mizuno et al [3], conducted tests on silicone rubber 
specimens and observed that the breakdown voltage decreased 
immediately after contamination with water droplets. They also 
noted that the duration and value of the breakdown voltage 
depended on the duration of contamination. Interestingly, after 
five days of contamination, the breakdown voltage returned to 
nearly the same level as that of clean silicone rubber. 

Wang Jianwu et al [4] conducted experiments and 
simulations using water droplets of varying volumes to 
investigate their effect on electrical distribution. They found 
that as the droplet volume increased, the electric field also 
increased, and leading to the formation of a corona discharge at 
the triple point (air, water droplets, and insulating surface). 
Consequently, the attainable electric potential in the region of 
the voltage droplets decreased.  

Measuring electric fields around practical insulators, 
especially under polluted surface conditions, is challenging. 
Experimental setups such as the electrostatic probe can be 
used, but they are prone to mistakes. This situation could 
potentially be improved by using a more advanced electric 
field detection system [5, 6].   

Therefore, many researchers have used numerical 
simulation techniques using commercially available 
electromagnetic software that approaches are more cost-
effective, thus avoiding costly and complex laboratory 
experiments that are often difficult to perform. 
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Numerical analysis methods, such as finite difference 

method (FDM), charge simulation method (CSM), finite 
element method (FEM) [6], and boundary element method 
(BEM) are used to calculate the electric field distribution of the 
insulators can be used to calculate the E-field and electrical 
voltage distribution along polymer insulators [7,8]. 

The research paper focuses on calculating the potential and 
electric field distributions along the creepage line of non-
ceramic insulators. A two-dimensional electric field analysis 
software package, COMSOL Multiphysics, based on the finite 
element method (MEF). 

II. SIMULATION PROCEDURES  

To study the influence of water droplets on the distribution 
of the field and the electrical voltage, a simulation of 2D has 
been created using the COMSOL Multiphysics software. 

The study considered various parameters that influence the 
distribution of the electric field and electrical voltage, 
including: Contact angle, volume and shape of the droplets, 
position of the water droplets and the number of water droplets. 

In the simulations presented, two cases were considered: 
the first concerns the plane–plane electrode system (Fig. 1), 
and the second concerns a real insulator (Fig. 2). 

The insulator considered in this study and for the entire 
research program is a standard 18 kV outdoor silicone rubber 
insulator. It has about 366 millimeters long and comprised five 
sheds different with a diameter of 90mm and 50mm, spaced 
40mm apart along the isolator. The sheath thickness is 
approximately 5mm. The insulation sheath is made of silicone 
rubber. A fiber-reinforced glass core with an 18mm diameter 
and a length of 160mm, attached with two metal fittings (figure 
2) [8, 9]. 

 

Figure 1.  Structure of the simulation 

A. Equations for electric field and potential 

Our experiments aim to study the distribution of voltage on 

the chains of the insulators. Maxwell’s equations were used to 

calculate the potential and electric field. Using these, the 

electric potential created by an electric field is written as 

follows: 

                                             
By using, Maxwell’s theorem defined as: 

    
 

 
                                       

Where ρ is the charge density, ε is the permittivity of 

dielectric material, and εr is the relative permittivity of the 

dielectric material. 

 

Figure 2.  Structure of a silicone rubber insulator 

  The Poisson equation can be obtained by substituting 

equation (1) into (2) as  

      
 

 
                              

The Laplace equation can be obtained by making the space 

charge, ρ = 0. 

                                             
In the field of electrostatics, the electrical conductivity, σ, is 

0 for ideal insulating regions, and σ = ∞ for ideal conducting 

regions. 

B. Characteristics of an insulator in comsol multiphysics  

We defined the different regions of the model studied in 
COMSOL Multiphysics by introducing their respective relative 
permittivity’s, εr, and electrical conductivities, σ are defined in 
Table 1. The two dielectric materials were assigned, namely 
silicone for the insulator sheath and plate.  A 18-kV voltage 
was applied to the high-voltage electrode. 

TABLE I.  SUMMARY OF COMPONENTS IN COMSOL SIMULATION. 

Material Relative Permittivity, 

εr 

Conductivity, σ 

 (S/m) 

Silicone 3.9 1 × 10-14 

Glass Fibre 4.2 1 × 10-14 

Forged steel 1 5.9 × 107 

Water droplets  81 180 × 10-6 

 

III. RESULTS AND DISCUSSIONS 

After using the model given in figure 2, the simulation 
results of the potential and the electric field are summarized in 
figure 4. 

Only the first shed has been chosen for a better and easier 
understanding, I have observed the electric field distribution 
along it. The Electric field values along the first shed between 
the black points in figure 3 have been calculated and drawn in 
in figure 5. 
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Figure 3.  Exterior line created on the first shed 

 

(a) Electric field distribution 

 

(b) Electrical potential 

Figure 4.  Electric field and voltage distributions on a clean insulator 

 

Figure 5.  Distribution of the electric field along the reference line (without 

water drops) 

A. Influence of the water Droplet at Different Positions 

The position of the water droplet on the first shed of the 
considered insulator is done in an uncontrolled manner. Now a 
water droplet is placed on the first shed of the insulator and 
moved to the end of the shed. To simulate this random 
presence of the water droplet, we will study the effect of the 
water droplet at different positions on the electric field 
distribution during its displacement. Figure 6 illustrates these 
different positions. 

Figure 7 illustrates the distribution of the electric field near 
the water drop on the insulator shed. It is observed that the 
electric field inside the water droplets is zero. Therefore, it is 
important to study the behavior of the electric field near the 
water droplet. 

 

Figure 6.  water droplets at different positions on an insulator shed 

 

Figure 7.  Distribution of the electric field near the water droplet 

For the analysis, we consider the maximum values of the 
electric field in proximity to the water droplet at various 
positions. There are significant changes in the electric field 
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distribution near the water droplet. The maximum values of the 
electric field near a water drop are shown in table 2. 

TABLE II.  MAXIMUM OF THE ELECTRIC FIELD VALUE NEAR THE WATER 

DROPLET ACCORDING TO ITS POSITION IN 2D 

Water droplet 

position 

Maximum of the electric field values 

near a water droplet (kV / cm) 

1 3.32 

2 2.10 

3 1.32 

4 0.56 

When a water droplet is present, the electric field intensity 
is higher at the contact angle between the water, the insulator 
and the air (triple point). A single of water drop was considered 
to find the behavior of the electric field near it. The simulation 
of the distribution of the electric field due to the presence of a 
water droplet on an insulator surface was carried out using the 
finite element method (FEM). 

When the water drop position changes along the shed, the 
electric field around the water drop obviously changes. The 
results show that the maximum electric field E value gradually 
decreases along the shed (fig.8). The maximum electric field E 
value decreased from 3.32 kV/cm to 0.56 kV/cm. 

 

Figure 8.  Maximum  of the electric field values near the water drop at 

different positions in 2D 

B. Hanging  water droplets 

This section pertains to the analysis of electric field 

distributions acquired in the presence of the water drop 

hanging at the edge of the first shed (fig 9). The objective is to 

assess whether these distributions provide insight into the 

impact of water drop hanging (rain) on the insulator. 

Figure 9 illustrates the distribution of the electric field 

lines along the first shed including the hanging water droplet. 

The distributions of the components of the electric field for the 

cases with and without hanging water droplet were calculated 

and presented in figure 10. It is to be noticed a change in the 

value of the electric field from 6.8 kV /cm (without hanging) 

to 8.05 kV/cm (with hanging). 

 
Figure 9.  Electric field near the hanging drop 

 

Figure 10.  Electric field with and without hanging water droplet 

C. Effect of several water drops 

The primary aim of this simulation is to investigate the 
influence of water droplets on the distribution of the electric 
field and voltage along the creepage path of the silicone 
insulator. The insulator design consists of silicone material 
with a creepage distance of 750 mm between two supports, one 
being the high-voltage electrode and the other the earth 
electrode, both constructed from copper. During the 
simulation, an 18 kV voltage is applied to the high-voltage 
electrode to evaluate the insulator's performance in the 
presence of water droplets. 

Figure 11(a) and 11(b) show the equipotential lines near the 
polymer insulator model under dry and wet surface conditions 
for direct comparison. The lines are drawn at a 6% voltage 
interval, thus producing a total of 25 equipotential lines in the 
simulation results. As can be seen in both graphs, the contour 
lines are concentrated generally around the metal electrodes, 
indicating high field regions on the polymer insulator.  Under 
wet surface conditions, the equipotential lines are more evenly 
distributed than those on the clean surface, giving a better 
distribution of the field along the creepage line of the insulator. 
This behaviour can be explained by the presence of the 
resistive water drops which help to redistribute the 
concentrated contours over a larger surface. 

Figure 12 shows the comparison of the calculated voltage 
distributions along the leakage line in the two surface 
conditions. Creepage distances are measured along the 
polymeric surface, starting at the high voltage, and moving to 
the grounded terminal. 

1 2 3 4

0

1

2

3

4

E
le

ct
ri

c 
fi

el
d
 (

k
V

/c
m

)

Position

311



    The 2
nd

 Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 
As expected, it was predicted that the maximum electrical 

potential values are found near the high voltage electrode and 
commence to decrease until its cancellation when approaching 
the ground electrode. Although nonlinear potential distribution 
along a creepage line of the two cases, no significant different 
can be seen between a voltage without and with water droplets 
(fig.12). Therefore, there is no noticeable effect of water 
droplets on the insulator's voltage distribution along the surface 
[9-11]. 

Figure 13 presents the variation of electric field distribution 
for different cases (with drops, without drops). We note the 
elevation of the field values in the presence of water droplets 
compared to the case without them. Also, large drops cause a 
high increase in the compared to small drops. Furthermore, the 
maximum electric field intensity appears at the water-air-
insulator triple point, because of the presence of electric 
discharges in this zone. 

So we conclude that the water droplets, have an obvious 
effect on the distribution of the electric field along the insulator 
surface, without forgetting the increase in the electric field 
intensity generated by the increase of the number of drops 
water on its surface. 

 

Figure 11.  Equipotential around the polymer insulator 

 

Figure 12.  Electric potential along the insulator 

 

Figure 13.  Electric field along an insulator 

D. Effect of contact angle 

For a water droplet on the insulating surface, the highest 
electric field strength is at the interface between the drop of 
water, the air and the insulating surface. It is of practical 
importance to know the enhancement of the electric field at 
various contact angles of the water droplet. 

Under different stages of hydrophobicity of the silicone 
sheet surface, the contact angle of the water drop varies. Four 
typical values of the contact angle are considered for 
comparison, which are 120, 90, 60 and 30 degrees. The contact 
area in this study is defined as a circle 4 mm in diameter. The 
relative permittivity of the drop of water is 81 and its 
conductivity is equal to 180 µS/cm. 

Figure 14 shows the view of equipotential contours and 
electric field lines around the water droplets for these four 
cases. The water droplet is positioned on the center of the 
silicone rubber plate. Solid lines represent equipotential 
contours; filled lines are used for electric field lines. The angle 
ϴ indicates the contact angle between the water drop  and the 
dielectric surface. The contact angle is an important factor in 
describing the hydrophobic capacity of the insulator. It is 
noticed that the water droplet with a larger contact angle causes 
more distortion in the configuration of equipotential contours. 
Figure 14a and Figure 14b show the spherical drop which gives 
the contact angle of 90° and more. This indicates that the 
surface is hydrophobic and has a low surface energy. Figure 
14c and figure 14d show a small contact angle of less than 90° 
between the surface of the dielectric and a drop such as a 
flattened drop. This means that the surface is hydrophilic and 
has a large surface energy. 

The maximum values of the electric field intensity on the 
surface of the water drop with different contact angles are 
given in Table 3. Figure 15 shows the relationship between the 
electric field amplification factor and the contact angle. 

TABLE III.  THE MAXIMUM ELECTRIC FIELD VALUES ON THE SURFACE OF 

THE WATER DROPLETS WITH DIFFERENT CONTACT ANGLES 

Contact angles ϴ(°) 30 60 90 120 

The maximum electric 6,83e2 7,81e2 1,13e3 1,62e3 
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field (kV/m) 

The results in figure 15 show that the amplification of the 
electric field increases with increasing contact angle. The 
relationship between them is almost linear. 

 

Figure 14.  Equipotential contours and field lines around water droplets with 

variable contact angle. 

 

Figure 15.  Maximum electric field according to the different contact angles 

on the insulation surface 

IV. CONCLUSION 

The objective in this article was to study the characteristic 
of the electric field distribution on the hydrophobic silicone 
surface covered with water drops. We simulated a real 
insulator in 2D, using COMSOL Multiphysics 5.6. This 
software uses the finite element method to calculate the electric 
field and electric potential along the silicone insulator. 

We conclude that the presence of these drops on the surface 
of the silicone insulator causes an increase in the electric field 

intensity exactly at the triple point (air, water drop and 
insulator). This increase affects its surface and can cause it to 
lose its hydrophobic property and lead to its degradation. 

Factors such as the contact angle and the position of the 
water droplets have a significant effect on the amplification of 
the electric field at the insulator surface. 
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Abstract—The accumulation of pollution on the surfaces of 

electrical insulators is one of the major problems in the operation 

of electricity networks. This pollution reduces the value of the 

flashover voltage, thereby affecting the reliability of the system. 

To alleviate this problem, superhydrophobic coatings, with a 

contact angle of a drop of water greater than 150°, help to 

minimize the deposition of any form of moisture on the insulator 

The aim of this work is to develop a superhydrophobic surface as 

an insulator and investigate the effect of the variation in the 

number of superhydrophobic layers on the evacuation voltage of 

the water droplets outside the insulation 

The obtained results show that an increase in the number of 

layers of the superhydrophobic insulating surface generates a 

decrease in the exhaust voltage of the water droplets of the 

insulation surface. 
 

Keywords: insulation, superhydrophobic surface, water droplets, 

multilayer surface, droplet evacuation voltage, alternating 

voltage. 

I. INTRODUCTION  

Insulators are one of the most important components of 

electrical power transmission lines, supporting and separating 

high-voltage conductors as they transmit electrical energy 

along the network [1]. The major problem threatening the 

reliability and operation of electrical power transmission is the 

contamination of insulators throughout the transmission chain 

[2] by the deposition of natural or industrial pollutants [3]. 

When these pollutants absorb moisture, they form a 

conductive layer, which enables the propagation of leakage 

current across the surface of the insulator [4-5]. So, the 

presence of water droplets resulting from rain or fog serves as 

an extremely sensitive environmental factor that influences 

their stability and deteriorates their electrical performances [6-

7] [8].  

In the pursuit of enhancing the reliability of electrical power 

systems, numerous researchers have been dedicated to the 

development of materials suitable for external insulators. This 

progress has transitioned from the substitution of glass with 

ceramics and has prompted consideration for composite 

insulators possessing hydrophobic characteristics. [9]. 

Nonetheless, owing to their elevated surface energy levels, 

they tend to readily accumulate coatings from rain and 

assorted pollutants, which consequently diminishes their 

dielectric strength, particularly in harsher environmental 

conditions [10- 11]. 

Reducing the surface energy of insulating materials could be 

extremely beneficial in reducing the adhesion between the 

water drops and the surface of the insulator. Fortunately, the 

development of superhydrophobic surfaces has become 

possible due to progress within the realm of surface science 

and by drawing inspiration from the characteristics exhibited 

by the flora and fauna in nature. [12]. they show remarkable 

performance in terms of self-cleaning and non-drizzleability 

thanks to their wide contact angle with water above 150°.This 

allows the drop to roll easily and evacuated out of the 

insulating surface, takes with it the particles of deposited 

pollutants that it encounters on its way and thus clean the 

surface.  

Numerous research efforts have been dedicated to the 

utilization and fabrication of such surfaces,   Sartaj Singh et all 

[13] developed hydrophobic and superhydrofobic surfaces 

from the candle flame, the carbon slurry was deposited on the 

glass blades; they studied the mechanical durability of the 

coatings prepared with the peeling technique, and measured 

the WCA after each peeling, it was noted that the glass slurries 

with a higher roughness offer a high resistance to the removal 

of carbon scrape. Allahdini, A [10], have manufactured 

superhydrophobic coatings based on silicone for high-voltage 

applications, these surfaces have shown excellent self-

cleaning properties, non-smoothing due to the high value of its 

contact angle and its very low hysteresis, a QUV test has been 

performed to evaluate its resistance to weather conditions, the 

results showing that the superhidrophobe coating retains its 

properties after 100 hours of exposure. Shichao Wei [14] 

investigated the dynamic behavior of water droplets on 

hydrophobic and superhydrophobic surfaces under a high 

alternating electric field, resulting in an improvement in 

bypass voltage due to the dewetting effect of the 
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superhydrophobic surface, where water droplets slid off the 

tilted superhydrophobic surface before arriving at bypass 

voltage, while those deposited on the hydrophobic surface 

remained stuck even at a decaying field intensity. Simulation 

results revealed that water droplets under the influence of an 

electric field stretched and formed a liquid bridge, the 

coalescence of water droplets being caused by the surface 

tension force and the electric force. S. Alouache et all [15] 

used simulations to predict the movement and direction of 

evacuation of a group of water drops deposited on a 

superhydrophobic multilayer surface without and with the 

presence of a dielectric insulating cover with variable 

permittivity, and analyzed their impact on the electric field 

and potential distribution. They concluded that the variation in 

the number of drops deposited on a multi-layer 

superhydrophobic insulating surface, as well as the 

permittivity of the cover, have an influence on the distribution 

of the electric field and potential. 

Several approaches have been proposed to build this type of 

surface. One involves the modification of low surface energy 

materials or chemical groups on rough surfaces to minimize 

liquid-solid contact, according to Cassier-Baxter [16]. 

 The present work consists of developing a multi-layer 

superhydrophobic coating for use as an insulator and studying 

the effect of the variation in the number of superhydrophobic 

layers on the exhaust voltage of water droplets outside the 

alternating voltage insulators. 

 

II. EXPERIMENTAL PART 

A.  Sample preparation:  

For the first coating layer, a quantity of gel was spread over a 

glass plate of dimensions (12 x5 x0.5) cm, in a uniform and 

manual way until a very thin layer was obtained. In order to 

obtain the coating, another quantity of the same product is 

carbonized. 

The coating layer is formed when the glass plate coated with a 

thin layer of product is brought closer to the carbonization 

flame of the latter in a regular way to obtain a uniform 

structure. Figure.1 shows the glass plate completely blackened 

and covered with straw. After washing it with tap water. 

The other coating layers are obtained in the same way, but at 

24-hour intervals. 

 

 

 

 

 

 
 
Figure 1. Essential steps in the manufacture of a superhydrophobic coating on 

a glass plate. 

B. Measurement Station: 

In our work to evaluate the condition of our prepared samples, 

the measurement and monitoring of the exhaust voltage of the 

water droplets deposited on the insulating surface is carried 

out. The measuring station of the High Voltage Laboratory at 

the University of Bejaia consists of a high voltage transformer 

that delivers a voltage of 135 KV to its secondary and a 

current of 80 mA, a capacitive voltage divider, and a current 

damping resistance. It is also connected to a peak voltmeter 

and a camera to capture the exhaust voltage of water drops. 

The superhydrophobic layer coated glass plate is deposited 

below 1cm by two stainless steel electrodes. One is connected 

to the output of the transformer (high voltage electrode), the 

other and the grounding, they are parallelepipedic shape of 

dimensions (12x3x0.8) cm. separated with a 4 cm leak line 

Figure 2. 

The maximum number of water drops deposited on the 

superhydrophobic surface is 5 drops, and are located along the 

leak line of the insulation Figure 3. 

The water drops are deposited on the multi-layer 

superhydrophobic surface using a graduated micropipette to 

select their volume, which is fixed at 50 μL in this study. 

 

 
Figure 2. Scheme for measuring the exhaust voltage of water droplets outside 

the insulating surface and for visualizing their expulsion (Tr: Transformer, 

UC: control device, Ssh: superhydrophobic surface, Cam: camera, PC: 
Computer screen). 
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Figure 3. Experimental model. 

 

II. RESULTS AND DISCUSSION: 

 

The movement of the water drop along the surface is mainly 

caused by electrostatic force. 

The electrostatic force is described by the coulomb force 

linked to the movement of free charges in the medium, as well 

as the dielectrophoretic force and the electrostriction force 

which is neglected due to the field uniformization generated 

between the two electrodes. 

According to Figure (4) the expulsion of water drops outside 

the superhydrophobic insulating surface is due to the 

combination of the coulomb force and the force of attraction 

being exercised between the water droplets in a row placed 

between the two high voltage and ground electrodes in the 

middle of the insulation. 

 

 
Figure 4.  Total of forces exerted on a water drop deposit (FCI: Coulomb 

force, Fai: mutual force of attraction) 

 

This row consists of 5 drops of water. A growing tension is 

applied and follows the order and direction of expulsion of 

this row outside the multi-layer surface ranging from 1 to 4 

layers. 

The evolution of the expulsion voltage of the 5 water drops 

depending on the variation in the number of layers of the 

superhydrophobic insulation is shown in Figure 5. For a 

surface treated by a single layer, the first drop expelled from 

the insulation is that in the immediate vicinity of the high 

voltage electrode with a lower voltage of the order of 10.36 

kv, in the second place the drop located next to the ground 

electrodes with a voltage 17.13 kv, then followed by the drop 

G2 out with a tension slightly higher than that of G5. 

According to the value of the measured voltage, the G4 drop 

(V = 32.67 kv) is ranked fourth, so it comes out before the G3 

drop that comes out last with a voltage of 36.1 kv. We observe 

the emergence of a series of practically equivalent movements 

regardless of the number of layers of the superhydrophobic 

insulation.

 
 

Figure 5. Exhaust voltage of 5 drops of water outside the surface of the multi-

layer superhydrophobic insulation (1 to 4 layers) under alternate voltage. 
  

Figure (6) shows the evolution of the evacuation tensions of 

the 5 drops of water deposited on the surface as a result of the 

change in the number of superhydrophobic layers, the results 

show a decrease in their values with the increase in the 

amount of layers of the superhydrofobic 

surfaces.

 
Figure 6. Water drop expulsion voltage depending on the number of layers of 

the superhydrophobic insulation. 

 

A comparison of the voltages obtained between the evacuation 

of droplets deposited on a 1 layer surface and those deposited 

upon a 4 layers surface illustrated in figure (7). Note that the 

expulsion voltage of the resulting 4-layer water drops is 

reduced to that resulting from a single-layer 
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insulation.

 
Figure 7. Exhaust voltage of 5 drops of water from the superhydrophobic 
insulating surface of 1 and 4 layers under the effect of an alternate electric 

field. 

Figure (8) shows the evolution of the evacuation voltage of the 

first and last drop outside the insulating surface, there is a 

decrease in the deviation value between the disappearance of 

the 1st and the last drops with the increase in the number of 

layers of the surface or it is observed that for the first layer the 

deference of the voltage is 25.7 kv then decreases to 24.6 kv 

for the 2 layer surface, the addition of a third layer reduces 

this difference to 21.1 kv, and it continues to decline to 

approximately 19.9 kv for a number of Layers equal to 4 

layers 

. 

 
Figure 8. Exhaust voltage of drop 1 and drop 5 outside the surface of the 

multi-layer superhydrophobic insulation (1-4 couches). 

 

 

CONCLUSION  

In order to improve the electrical performance of a 

superhydrophobic insulation for application to high-voltage 

insulators, multi-layer superhydrofobic surfaces have been 

developed. A monitoring of the expulsion voltage of the 5 

drops of water deposited on the insulation leak line showed 

that: 

 The increase in the number of superhydrophobic layers leads 

to a decrease in the expulsion voltage of water drops outside 

the insulating surface. 

 Increasing the number of layers of the superhydrophobic 

insulation reduces the gap in expulsion voltage between the 

first and last drop ejected from the surface. 

This demonstrates the effectiveness of superhydrophobic 

surfaces in improving the electrical performance of insulating 

surface. 

REFERENCES 

[1] J. F. Hall, “History and Bibliography of Polymeric Insulators for Outdoor 

Applications”, IEEE Trans. Power Delivery, Vol. 8, No. 1, pp. 376-
385, 1993. 

[2]  M. Wakhidin and Suwarno, “Effects of Artificial Tropical Climate Aging 

on Insulation Performance of Silicone Rubber Polymeric Insulators,” 
Proc. 2nd Int. Conf. High Volt. Eng. Power Syst. Towar. Sustain. 

Reliab. Power Deliv. ICHVEPS 2019, pp. 4–9, 2019. 

[3] Ali Ahmed Salem, Kwan Yew Lau, Zulkurnain Abdul Malek, Wenbin 

Zhou, Salem Al-Ameri, Samir A. Al-Gailani, Rahisham Abd Rahman, 

“High Voltage Polymer Insulators Performance in Wet Pollution 

Survey”, Polymers 2022, 14, 1236. 
[4] Salem, A.A.; Abd Rahman, R.; Jamail, N.A. New Approach for 

Monitoring Contamination Level on Outdoor Insulator Based on 

Harmonics Components of the Leakage Current. In Proceedings of the 
2021 IEEE International Conference on the Properties and Applications 

of Dielectric Materials (ICPADM), Johor Bahru, Malaysia, 12–14 July 

2021; pp. 418–421. 
[5] Mukherjee, P.K.; Ahmed, A.; Singer, H. Electric field distortion caused by 

asymmetric pollution on insulator surfaces. IEEE Trans. Dielectr. 

Electr. Insul. 1999, 6, 175–180. [CrossRef]. 
[6] Z. Jiang, X. Jiang, Z. Zhang, Y. Guo, Y. Li, Investigating the effect of 

rainfall parameters on the self-cleaning of polluted suspension 
insulators: insight from southern China, Energies 10 (2017) 1–13, 601. 

 [7] S. Ilhan, A. Ozdemir, S.H. Jayaram, E.A. Cherney, Numerical and 

experimental investigation of the effects of pollution on glass 
suspension-type insulators, IEEE Trans. Dielectr. Electr. Insul. 22 (5) 

(2015) 2987–2994. 

[8] A. Banik, A. Mukherjee, and S. Dalai, "Development of a pollution 
flashover model for 11 kV porcelain and silicon rubber insulator by 

using COMSOL multiphysics," Electrical Engineering, vol. 100, no. 2, 

pp. 533-541, 2018/06/01 2018. 
[9] K. Hamour, F. Bouchelga, R. Boudissa, S. Kornhuber, KD Haim, 

Optimization of the longevity of the superhydrophobic insulator by 

expulsion of any wet deposits with low alternative electric field, 
Electrostatics Journal 105 (2020) 103451. 

[10] Allahdini, A., Momen, G., & Jafari, R. (2019). Fabrication of a durable 

superhydrophobic coating for high voltage glass insulators. In CIGRE 
Canada Conference (Vol. 2019). CIGRE Canada. 

[11]  T. Sakoda, K. Tabira, T. Miyake, N. Hayashi, K. Haji, Y. Aka, T. 

Anjiki, T. Fukano, Discharge behavior and dielectric performance of 
artificially polluted hydrophobic silicone rubber, J. Electrost. 93 (2018) 

97–103. 

[12] Yufeng Li, Haiyun Jin, Shichao Nie, Peng Zhang, Naikui Gao; Dynamic 
behavior of water droplets and flashover characteristics on a 

superhydrophobic silicone rubber surface. Appl. Phys. Lett. 15 May 

2017; 110 (20): 201602. https://doi.org/10.1063/1.4983714. 
 [13] Singh S, Kumar V, Kango S, Verma R and Sharma N 2022 Fabrication 

and evaluation of superhydrophobic surfaces using carbon soot and 

different adhesives Int. J. Surf. Eng.Interdiscip.Mater.Sci.101–
13.DOI:10.4018/IJSEIMS.304807 

[14] Wei, S., et al.: Dynamic behavior of water droplets on wetted super-

hydrophobic surfaces under a high AC electric field. AIP Adv. 
9(6),065307 (2019). 

[15] S.Alouache, F.Bouchelga, K.Hamour, Simulation of electrical field and 

potential on multilayer superhydrophobic insulation with water drops 
under DC voltage, Conference Proceedings of ICAEE 2022. 

[16] Liu, S., et al.: Simultaneous optimization of the surface hydrophobicity 

and surface charge distribution of insulating materials. Macromol. 
Mater. Eng. 307(2), 2100655 

(2022). https://doi.org/10.1002/mame.202100655. 

317



    The 2
nd

 Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 

Electric field and potential quantification on a deposit 

of drops covering a superhydrophobic surface under 

AC voltage  
Fatma. BOUCHELGA

1,2
, Nacera. ROUHA

2
, Khaled. HAMOUR

2
, Stefan.KORNHUBER

3
 

  
1
Department of Automatics and Electromechanics, Faculty of Science and Technology University of Ghardaia, Algeria 

Bouchelga.fatma@univ-ghardaia.dz 
2
 Laboratory of Electrical Engineering, Department of Electrical Engineering, University A. Mira of Bejaia, 06000 Bejaia, Algeria 

3
 University of Applied Sciences, Theodor - Koerner - Allee 16 Zittau 8800, Germany 

 

Abstract— The main objective of this research is to carry out a 

numerical study on the electro-hydrodynamic behavior of water 

drops, with fixed electrical conductivity in motion along the 

creepage distance of a superhydrophobic insulation put under 

HVAC, that is carried out using the configuration of the field and 

the electric potential. Several factors are examined, such as, the 

presence and absence of a dielectric cover, its relative 

permittivity and that of the superhydrophobic layer, number of 

layers, volume and number of water drops. It follows from this 

study, conformity between the numerical and experimental 

results. In addition, the presence of the cover does not have an 

influence on the direction of the drops’ expulsion from the 

surface; on the other hand, it affects the evacuation order of the 

latter. It is to be noted that the relative permittivity of the 

insulating cover does not have a great effect on the ejection of the 

drops. Also, we noticed that the number and volume of water 

drops affect the distribution of electrical field. However, the 

number of superhydrophobic layers doesn’t exercise a big 

difference. 

Keywords: Superhydrophobic insulation, electric field, water 

drops, AC voltage, COMSOL Multiphysics. 

I. INTRODUCTION  

Overhead lines and substations of electricity transmission 
networks face various constraints. Among which, the pollution 
of insulators which is one of the most important factors 
affecting the quality and reliability of energy transmission. 
Contamination of insulators can be considered as a continuous 
or irregular discharge of impurities from different sources. 
These can come from vapor emanated from evacuation devices 
(industrial or urban pollution), or from fine salt particles 
(marine pollution) located in coastal areas, or even from sand 
particles [1]. In reality, the formation of water drops on the 
insulator’s surface is sometimes the origin of serious 
disturbances on electrical networks. Indeed, the presence of 
these water drops implies a reduction in the electrical 
performance of the insulators and can lead, in some 

circumstances, to the appearance and development of a 
flashover arc. The flashover voltage of insulators covered with 
these water drops is significantly lower than that of clean ones. 

The electrical performance of hydrophilic insulation 
protecting global electrical networks is enormously affected by 
wet pollution because of the ease and speed of their wetting in 
rainy weather or condensation. This leads to the breakdown of 
service continuity, aging, failure and degradation of these 
elements [2 - 6]. In order to reduce the rate of such 
disturbances, hydrophobic insulations have been proposed. 
Despite the very strong increase in their electrical performance 
compared to ceramics, they deteriorate in service under 
conditions of very recurring high humidity. To avoid the 
harmful effect of flashover of these hydrophilic and 
hydrophobic insulations under humid pollution’s conditions, 
several researchers have therefore taken inspiration from nature 
in order to develop artificial insulating materials with a 
superhydrophobic surface and zero wetting degree [2 - 6 ]. 

The application of superhydrophobic surfaces is important 
to ensure operational safety and operational efficiency of 
electrical power transmission networks, so it is not surprising 
that these components must meet particularly high reliability 
requirements. 

The results of previous experimental works, relating to the 
electrohydrodynamic movement of a set of water drops, resting 
on the surface of an insulation based on superhydrophobic soot 
and put under alternating voltage, have highlighted a mode of 
evacuation groupo-individual and bidirectional of the water 
drops whatever the type of arrangement, the volume and the 
electrical conductivity of the water drops as well as the degree 
of coverage of the insulation. Concerning the direction of their 
evacuation, those located in the area surrounding the high 
voltage electrode pass through it and those deposited in the 
area close to the grounded electrode pass through the latter. 
Those in the middle row of the insulation are distributed in 
such a way that the number of water drops passing through the 
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HV electrode is slightly greater than that of the drops passing 
through the G electrode [2]. 

Hence, the objective sought through this present study 
consists of predicting the direction of movement of these water 
drops by means of the distribution of the intensity of the 
resulting alternating electric field and potential at their level. 
Measuring electric fields around practical insulators is difficult 
and becoming increasingly complicated. Experimental setups 
such as the electrostatic probe can be used, but are subject to 
periodic errors, although this can be improved by using a more 
advanced field detection system. Several researchers have 
employed numerical simulation techniques using commercially 
available electromagnetic software that appears more practical 
and less expensive, in order to avoid costly and complex 
laboratory tests that are often difficult to perform. In this 
simulation study, influencing parameters such as the volume of 
water droplets, the number of superhydrophobic soot coating 
layers of the insulation as well as the permittivity of the 
dielectric cover of the tested material were taken into 
consideration.  

 

II. EXPERIMENTAL MODEL 

 

In order to prepare the superhydrophobic insulating surface 

tested experimentally in our previous model simulated in this 

study, the first layer of superhydrophobic coating is deposited; 

this is obtained by first spreading, manually and uniformly a 

quantity of fresh silicone gel in the form of a very thin on the 

upper face of a glass plate (Fig. 1a). Secondly, another 

quantity of the same product is placed on a piece of wood and 

set on fire (Fig. 1b). Finally, the glass plate, with dimensions 

120 mm x 50 mm x 5 mm, is brought close to the flame to 

cover it with soot emanating from the carbonization of the 

silicone (Fig. 1b). Figure 1c shows the plate completely 

blackened and cleaned with tap water. The following layers 

are applied in the same way as the first one but at time 

intervals lasting around 24 hours. The number of layers is 

varied between 1 and 4. Their structure is illustrated in Figure 

2a and 2b respectively. These images were obtained using a 

profilometer (Fig. 3). It is worth noting a slight increase in the 

uniformity of the same color (for example: orange color) with 

the increase in the number of layers, in other words the tops of 

the superhydrophobic insulation asperities are erected 

practically at the same level above the insulation (Fig. 2b). 

 

 
Figure 1. Steps for preparing superhydrophobic multilayer insulation 

 

The contact angle was measured at the high voltage laboratory 

in Zittau (Germany) using a goniometer. The value of the 

static contact angle of water drop is of the order of 160°. It is 

practically identical for two volumes (Vd = 5 and 10 µl) and 

regardless of the number of superhydrophobic soot layers nc 

varying from 1 to 4 (Figs. 4 and 5). On the other hand, Figure 

6 shows that for the same quantity of carbon (C), those of 

oxygen (O) and silicon (Si) are slightly lower in the case of a 

layer of soot (Fig. 6a) than in the case of 4 layers (Fig. 6b). 

 

 
Figure 2. Profile of one and four layer of superhydrophobic soot insulation 
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Figure 3. Photo of a profilometer from the HV laboratory in Zittau (Germany) 

 

The modeling and simulation technique used in this study is 

based on the finite element method using COMSOL 

Multiphysics software. The geometric model used is based on 

the experimental model (Fig. 7a) previously studied in 

reference [2]. Figure 7 (b, c, d and e) shows the simulation 

model. This is designed as a simplified model of a glass 

surface with a superhydrophobic upper side. Two flat 

electrodes are placed at both ends of the insulating surface, so 

as to obtain a homogeneous E field in the air. The distance 

separating the two electrodes is taken equal to 10 cm. The 

surface of the glass has the dimensions (16 x 0.5) cm
2
, those 

of the superhydrophobic layer: (16 x 0.01) cm
2
 and those of 

the insulating cover are: (16 x 0.5) cm
2
. Those of the flat 

electrodes are: (3 x 1.2) cm
2
, they are suspended 1 cm above 

the superhydrophobic insulating surface. The physical 

properties of the materials used in this model are summarized 

in Table 1. 

 

 
Figure 4. θ = f(nc)  for a volume of water drop equal to 5 µl 

 

 
Figure 5. θ = f(nc)  for a volume of water drop equal to 10 µl 

 

 

The electrodes made during our previous work [2] are 

parallelepiped in shape and very rounded at their ends. Their 

characteristics are illustrated in Figure 7a. They are suspended 

from the surface of the superhydrophobic insulation using two 

eyebolts. The size of this gap is chosen to facilitate the 

evacuation of large water drops from the surface of the 

insulation and their recovery by the green tray and their reuse. 

During our study, the variable parameters of influence of the 

electric field and potential, such as the degree of insulation 

coverage (without coverage Fig. 7b) or with dielectric coverage 

with variable permittivity εr (Fig. 7c), the number of 

superhydrophobic layers of soot coating of the insulation or its 

thicknes ei (Figs. 7b and 7c), the volume of water drops (Figs. 

7d and 7e) as well as the level of alternating voltage applied to 

the insulation have been taken into consideration. 

 
TABLE. 1; Physical properties of materials used in the model 

Material Relative 

permittivity 

Electrical 

conductivity 

(S/m) 

Air   1 10
-14

 

Copper 1 5.99 x 10
7
 

Glass 5.5 10
-14

 

Superhydrophobic 

layer 

1 10
3
 

Water 81 20 x 10
-6

 

Dielectric cover 20 à 160 10
-12
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Figure 6. Chemical composition of soot-based superhydrophobic insulation 

 

 

 
Figure 7. Experimental and simulation model 

III. RESULTS AND DISCUSSIONS 

 

A. Variation in the number of water drops, permittivity of the 

insulation cover and number of superhydrophobic layers 

Dans le cadre de ce travail, le nombre maximal de gouttes 

d´eau déposées sur l’isolation superhydrophobe horizontale est 

égal à 5. Ces gouttes d’eau sont disposées en ligne droite 

perpendiculaire aux électrodes haute tension (HV) et terre (G). 

Cette rangée est placée au milieu de la surface de l’isolation 

superhydrophobe (Fig. 8).  

In the context of this work, the maximum number of water 

drops deposited on the horizontal superhydrophobic insulation 

is equal to 5. These water drops are arranged in a straight line 

perpendicular to the high voltage (HV) and grounded (G) 

electrodes. . This row is placed in the middle of the 

superhydrophobic insulation’s surface of the (Fig. 8). 

 

 
Figure 8. Set of electric forces exerted on a deposit of 5 water drops under 

positive alternation of AC voltage and under arrangement in straight lines (Ad) 

(Fci: Coulomb force, Fai: Force of mutual attraction, Fri: Force of repulsion 

mutual) 

 

The first drop is placed in the vicinity of the grounded 

electrode (G), the second one (MG) between the middle of the 

insulation (M) and the grounded side, the third one in the 

middle of the insulation, the fourth one (MHV) between the 

middle of the insulation and the high voltage electrode and 

finally the fifth one (HV) in the vicinity of the electrode under 

voltage. 

In this study, we will try to predict the order and direction 

of the five water drops’ movement by means of the 

distribution of the resulting electric field along them. The 

simulation results of the distribution of the potential and the 

electric field on a variable number of water drops, covering an 

insulation of one or four layers of superhydrophobic soot 

coating without or with variable permittivity cover are 

summarized in Figures 9 to 14. The applied voltage to the 

insulation is equal to 25 kV. 

Figures 9 and 10, result in an amplification of the intensity 

of the electric field with the increase in the number of water 

drops from 1 to 5, independently of the degree of insulation’s 

dielectric coverage. However, the resulting electric field is 

higher in the case of insulation with cover (370 kV/cm in the 

case of a single drop) than without it (345 kV/cm in the case 
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of a single drop), whatever the number of water drops 

considered in this study. 

 

For a well-determined number of drops, for example 5 

drops, we can qualitatively predict the direction and order of 

evacuation of them according to the intensity of the resulting 

electric field, it is illustrated respectively by Figures 9b3 and 

10b3. For example, according to figure 9b3, we obtain the 

following series: G1(g); G5(HV); G4(MHV); G2(MG) and 

G3(M). This evacuation sequence implies that the drop G1, 

which generates a field of higher intensity (E1 = 600 kV/cm in 

one of the ends of the drop), leaves the surface first and moves 

towards the electrode earth (G). 

Then comes the turn of the drop G5 with an electric field 

intensity slightly lower than that of G1 (E2= 550 kV/cm in one 

of the ends of the drop), but much greater than that of the 

others, therefore in the direction of the high voltage (HV) 

electrode. According to the value of the resulting field 

intensity, the drop G4 (E4 = 500 kV/cm) is classified in third 

position, so it is the one which will exit outside the device 

passing through the HV electrode. This will be followed by 

the evacuation of the G2 drop via the grounded electrode. 

Finally, the G3 drop comes out lastly, passing through the high 

voltage electrode. We see the appearance of a similar motion 

sequence (G1(G); G5(HV); G4(MHV); G2(M) and G3(MG)) for 

superhydrophobic insulation with coverage (Fig. 10b3). 

 

It follows from this fact that our simulation results of the 

movement of water drops are conform to those established 

experimentally in the cases of 25 drops or 5 drops arranged 

perpendicular or parallel to the electrodes [8] independently of 

the presence or absence of insulation cover. It appears from 

the characteristic Er = f(nc), that the intensity of the electric 

field resulting (Er) from an insulation with 4 layers of 

superhydrophobic soot (Fig. 11) is slightly greater than that of 

the field resulting from a single-layer insulation (Fig. 9) 

regardless of the number of drops deposited on the surface of 

the insulation. Figures 12 and 13 show the evolution of the 

intensity of the resulting electric field for a fixed value of 

relative permittivity εr of the dielectric cover and for a single 

water drop in the case of one and four layers of 

superhydrophobic soot. This is results in a very slight decline 

in the intensity of the electric field resulting with the increase 

in the relative permittivity of the cover and the number of 

superhydrophobic soot’s layers independently of the number 

of drops covering the insulation. It should be noted the 

similarity of the effect of the number of water drops on the 

electric field resulting in these figures which was previously 

reported. Thus the effect of the number of layers of 

superhydrophobic soot on the quality of the roughness of the 

insulation surface is in accordance with the results of our 

simulation. 

 

 
Figure 9. Distribution of potential and electric field on a variable number of 

drops deposited on insulation without cover (nc = 1; σv = 5.5 µS/cm; Vd = 100 
µl; Ua = 25 kV) 

 

 
Figure 10. Electric field distribution as a function of the number of water 

drops of insulation with cover (nc = 1; εr = 20; σv = 5.5 µS/cm; Vd = 100 µl; 
Ua = 25 kV) 
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Figure 11. Distribution of the electric field over a variable number of water 

drops of insulation without cover (nc = 4; εr = 20; σv = 5.5 µS/cm; Vd = 100 µl; 

Ua = 25 kV) 

 

 
Figure 12. Distribution of the electric field on 1 water drop from insulation 

with cover (nc = 1; εr = 160 ,σv = 20 µS/cm; Vd = 100µl;  Ua = 25 kV) 

 

 
Figure 13. Distribution of the electric field on a drop of water from insulation 

with cover (nc = 4; εr = 160 ,σv = 20 µS/cm; Vd = 100 µl;  Ua = 25 kV) 

B. Volume of the water drops resting on the 

superhydrophobic insulation without cover 

Figure 14 describes the appearance of the intensity of the 

resulting electric field as a function of the volume of any 

number of water drops. This is results in an increase in the 

intensity of the electric field with that of the volume regardless 

of the number of drops considered in this study. It should be 

noted that the simulation results of the effect of the water 

drops’ volume on the intensity of the electric field are not 

consistent with those obtained experimentally [2, 8] because 

theoretically, when the volume increases, the electrical field 

and the applied voltage increase, unlike in the experiment, 

where the applied voltage to expel the water drop decreases 

with the increase in volume of the drops (Fig 15).   

 

 
Figure 14. Distribution of the electric field on a drop of variable volume on a 

superhydrophobic insulation (εr = 1, σv = 5,5 µS/cm, ts = 10 s, Ua = 25 kV,  d 
= 10 cm) 
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Figure 15. Steps for expelling a row of 5 drops from the middle of the 

insulation: a (Vd = 80 μl) et b (Vd = 10 μl) 

IV. CONCLUSION  

The results emanating from this investigation allowed us to 
quantify by simulation the intensity of the electric field and the 
potential resulting from a deposition of water drops of variable 
number and volume, resting on a superhydrophobic multilayer 
insulating surface with dielectric cover with different relative 
permittivities, and subjected to a variable AC voltage. These 
results are summarized as follows:  
 
- The COMSOL software allows us to qualitatively predict the 
direction and the order of expulsion of a deposit of 5 water 
drops on a superhydrophobic insulation by means of 
determining the intensity of the electric field resulting at the 
level of these ones; 
 - The increase in the number of water drops leads to an 
increase in the intensity of the resulting electric field regardless 
of the number of superhydrophobic layers of the insulation;  
- The growth in the number of superhydrophobic soot layers 
causes a slight increase in the intensity of the electric field; 
 - An increase in relative permittivity creates a very slight 
decline in field intensity regardless of the number of water 
drops covering the superhydrophobic insulation; 
 - The intensity of the electric field increases with that of the 
volume, whatever the number of drops resting on the 
insulation;  
-The presence of a solid cover causes the strengthening of the 
electric field lines between it and the tops of the water drops, 
which results in an increase in the electric field;  
- The results from this simulation are consistent with those 
established experimentally except for the volume of water 
drops where the results are in clear contradiction. 
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Abstract— Ambient air pollution, due to high concentrations of 

small particles and fine particles, and the main environmental 

risk for health, causes many premature deaths each year in the 

world, for this researchers sand to a method of dust removal to 

save the world is indeed electro filtration. The main objective of 

our work is to deepen the knowledge on the corona discharge in a 

son-plane precipitator. The experiments carried out allowed the 

study of the electrical parameters as well as the influence of the 

internal conditions into the electro-filter. Airborne particle 

matter (PM) is a major environmental and health problem. Two-

plane electrostatic precipitators (ESPs) with small blades provide 

a convenient method for filtering PM in a variety of applications. 

With a focus on electrode arrangement, corona discharge, and 

cleaning processes, this research attempts to investigate strategies 

for improving the performance of such ESPs. Experimental 

findings show how these optimization strategies can improve PM 

filtering efficiency.    
 

Keywords: Small blade arrangement, Corona discharge, 

electrostatic precipitator (ESP) 

 

I. INTRODUCTION 

 The removal of particulate matter from exhaust gases is 

accomplished by using electrostatic precipitators (ESPs), 

which are crucial equipment utilized in a variety of industrial 

applications. By using charged electrodes to create an electric 

field, ESPs work on the electrostatic attraction principle, 

which causes particles to move and adhere to collecting plates. 

Electrode polarity, electrode number, and electrode layout are 

some of the variables that affect how effective ESPs are. The 

effect of electrode configuration, particularly the two-plan 

arrangement, together with the quantity of electrodes and 

polarity, on the effectiveness of ESPs is the main topic of this 

study. Understanding these parameters' implications is 

essential for improving ESP performance and cutting down on  

 

 

environmental pollutants. We examine an experimental study 

of an electrostatic precipitator type tiny blade two planes with 

the filtration of small particles into the diameter is 10um for 

both polarity ‘positive and negative’. The suggested design 

optimization for a two-plane electrostatic precipitator with a 

small blade particulate filtration is a viable approach to raising 

the efficiency of ESPs in particulate matter filtration. This 

design allows for a high energy by making it easier for the field 

lines to be oriented toward the collection plan. If the active 

electrode (the blade) voltage is the blade tip is sufficiently big, 

the air ionizes and turns into conductive, resulting in the 

creation of a strongly curved area between electrodes. 

Therefore, there is a non-uniform electric field linked to the 

corona discharge. The corona's type is based on the active 

electrode's polarity. If the blade's voltage in relation to the 

plane electrode is positive, [18-20] when the blade is operating 

at a negative voltage, the corona is referred to as negative 

corona, not positive corona. The corona discharge's current-

voltage characteristic ‘positive and negative polarities’ due to 

the bulk and there is a difference in velocity between charge 

ions and electrons. The corona discharge current-voltage 

characteristics have been characterized by a number of 

empirical formulations involving various electrode 

arrangements in terms of geometry. [21] 
 

II. EPERIMENTAL SETUP AND APPARATUS 

A. Eperimental apparatus 

The electrostatic precipitator type small blade two planes with 

filtration of particles 10um in positive and negative polarity 

experimental setup consists of two parallel electrodes 

connected to the ground, in stainless steel rectangular planes 

(collecting electrodes) of length 220 mm, width 170 mm, and 

thickness 2mm. The distance between two successive active 
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electrodes was kept constant at 20 mm, while the gap between 

active and passive electrodes was kept constant at 50 mm. A 

lab-scale ESP, an air blower, a particle loader, a high-voltage 

power supply, and an electrical monitoring system are all part 

of the system. The blower introduces dry air mixed with dust 

into the tunnel generated by the blower, which is subsequently 

introduced into the ESP. 

 

 
Figure 1.  The experimental model 

 

III. RESULTS AND DISCUSSION 

The influence of the ESP design on the current-voltage 

characteristics is explored in this section. To begin, the ideal 

operating conditions for the ESP was found by altering the 

design and operational conditions, such as the number of 

electrodes and the applied voltage. Corona current-voltage 

should be measured before using the ESP. In order to assess 

the features were measured.  The current was measured at the 

plates for collecting. All testing were conducted in a 

controlled environment (20-25°C, 40-50 RH %). 

A. Current Voltage Characteristics  

The effect of the electrostatic precipitator (ESP) design on 

current-voltage characteristics is an important factor to 

consider while maximizing the ESP's performance. The ESP's 

optimum operating conditions can be established by adjusting 

design and operating factors such as the number of electrodes 

and the applied voltage. The influence of polarity on the 

electrostatic precipitator (ESP) is an important factor to 

consider while maximizing the device's performance.  

The voltage given to the electrodes causes the air between 

the electrodes to electrically breakdown, a process known as a 

"corona." Because a negative corona sustains a larger voltage 

than a positive corona before sparking occurs, the electrodes 

are frequently given a negative polarity. [1] 

 

I=K×V× (V-V0)                                                               (1) 

Where: 

K= (4πε0µ)/ [h 
2
 log (d/ r0)]                                              (2) 

 

where I is the corona current, V the applied corona 

voltage, V0 the corona threshold voltage and K a dimensional 

constant depending on the outer cylinder radius R, the wire 

electrode radius r0 and the charge carriers mobility in the drift 

region µ. [4] 
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Figure 2. Current-voltage characteristic of positive and negative corona 

discharge 

 

Finally, the polarity of the electrodes in an electrostatic 

precipitator can alter the device's performance. A negative 

polarity is usually chosen because it can support a larger 

voltage before sparking occurs than a positive polarity. 

Furthermore, a positive polarity electrostatic precipitator can 

produce ozone, which is detrimental to organisms. Indeed, in 

negative polarity, significant part of the charge carriers in the 

drift region are electrons whose mobility is much higher than 

those of positive and negative ions [4]. 

 

B. Current Voltage Characteristics  

The distance between an electrostatic precipitator's 

electrodes and collecting plates has a considerable impact on 

its performance. In general, the greater the distance between 

the electrodes and the collecting plates, the lower the 

collection efficiency. This is due to the fact that the electric 

field intensity diminishes as the distance between the 

electrodes and collecting plate’s increases. [5] Another reason 

why a larger distance between the electrodes and collecting 

plates may be desirable is to reduce the risk of back corona. 

Back corona is a phenomenon that can occur when the electric 

field strength is too high. Back corona causes the particles to 

be re-entrained into the flue gas stream, which reduces the 

collection efficiency of the ESP. [6] The optimal distance 

between the electrodes and collecting plates of an ESP 

depends on a number of factors, including the type of particles 

being collected, the size and concentration of the particles, the 

desired collection efficiency, and the allowable pressure drop. 

[7] Cooperman [8-10] was a pioneer in establishing the law 

for corona initiation in ESPs. He presents the current-voltage 

law, which is identical to Townsend's law. 

The figures 3 and 4 show the effect of the distance between 

blades-planes in both polarities such as the corona discharge is 

greater in H=2cm. It was also observed that the range of stable 

operating voltages decreased as the electrode gap decreased. 

This is driven by both the onset voltage and the spark-over 
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voltage. The DC current through the inter-electrode gap is a 

nonlinear function of the applied voltage [18].  

 
Figure 3. Current-voltage characteristic of positive corona discharge in 

various blade- plates distance  

 
Figure 4. Current-voltage characteristic of negative corona discharge in 

various blade- plates distance 

C. The Electrode Number Effect  

An increase in the number of active electrodes will lead to an 

increase in the corona discharge current. This is because each 

small blade has its own ionization region, and the overlapping 

ionization regions of multiple electrodes will create a stronger 

electric field, which in turn will lead to a higher discharge 

current. The passage also mentions that the negative corona 

discharge current is higher than the positive corona discharge 

current for the same applied voltage. This is due to two factors 

[2]. The positive inception voltage is higher than the negative 

inception voltage. This means that a higher voltage is required 

to initiate a positive corona discharge than a negative corona 

discharge. The mobility of the negative ions is higher than the 

mobility of the positive ions. This means that the negative ions 

can move more freely in the electric field, which leads to a 

higher discharge current. In the case of blades-to-planes 

geometries, the presence of multiple discharging wires and 

two grounded planes creates a stronger electric field and a 

larger ionization region. This leads to a further increase in the 

corona discharge current. [2] 
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Figure 5. Current-voltage characteristic of positive corona discharge in 

various number electrodes  
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Figure 6. Current-voltage characteristic of negative corona discharge in 

various number electrodes 

D. Electric field And Dust Collected Plates 

In this section, particles dust  are injected into the inlet of 

the electrostatic precipitator,with various applied 

potentienl and for both polarities, If the applied voltage 

increases the efficiency filtration became more 

performance, especially when V=20kV . [11-13] The 

collection efficiency is more Important with negative 

polarity than negative polarity, the collection particles 

cement in the extremities is more performance . Therefore, 

the greatest collection efficiency can be obtained with high 

voltage applied to the precharger and large particles. 

Although an increase in corona voltage can also improve 

the efficiency of the module, exceedingly high voltage will 

increase the amount of ozone. Therefore, in the design of 

practical precipitator, an appropriate charge voltage should 

be determined through experiments according to the  

requirements and specific conditions. [14-16] Such as the 

collection efficiency is calcuted with 
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Figure 7. The collected plates for an applied negative voltage 14Kv 

 

 
Figure 8. the collected plates for an applied positive voltage 14kV 

 

 
Figure 9, the collected plates for an applied negative voltage 17kV 

 

 
Figure 10. The collected plates for an applied positive voltage 17kV 

 

 
Figure 11. The collected plates for an applied negative voltage 20kV 

 

 
Figure 12. The collected plates for an applied positive voltage 20kV 

 

 

IV. CONCLUSION 

 

One of the industrial-scale particulate collecting 

technologies that is widely utilized to meet particulate 

emission regulations is electrostatic precipitation [17]. The 

current-voltage measurement method is effective for 

distinguishing the performance of the configuration filter 

'small blades -planes' for fine particle precipitation. The 
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combination of electrodes improves the electrostatic filter's 

efficacy, especially in negative polarity. 

The purpose of this study is to develop a discharge 

model that incorporates all of the parameters involved, such as 

the geometry of the inter-electrode space, the shape of the 

applied wave, and the ambient conditions, in order to obtain a 

more adequate precipitation efficiency in a PES in small 

blades-planes configuration. to conduct an experimental study 

of the corona discharge by determining the critical electrical 

parameters inside the electrostatic precipitator in small blades-

planar configuration, taking into account geometrical 

parameters (inter-electrode type of injected dust particles, 

etc.), and to observe the behavior of the corona discharge 

parameters by varying the applied electric potential 
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Abstract— large-scale energy-efficient projects involving the 

exploitation of the solar energy potential of the deserts of North 

Africa and the Middle East in order to sustainably supply 

neighboring regions (particularly Europe) with renewable 

electricity are emerging. Each km2 of desert receives annually 

solar energy equivalent to 1.5 million barrels of oil. Covering 

0.3% of the planet's deserts with solar thermal power plants 

would make it possible to cover the planet's electricity needs. 
Exploiting this energy potential requires the construction of 

transmission lines and electrical substations in desert regions 

with a hostile climate. 
With the advancement of chemical engineering many newer 

insulation material have been developed that advantages over 

older materials which are still in use. Polymeric materials are 

also one of them it is intensively used in the transmission lines 

due to its number of advantages over ceramic insulators. From 

materials point of view their invention can not be marked as new, 

but their use in insulation system is not older than 30 years. The 

polymeric insulator has a fiber rod structure covered with 

weather resistant rubbers and fillers and fitted with end fittings. 

Such a type of insulator is also called composite insulator. The 

most critical thing to be considered in outdoor insulators is the 

interface between the solid insulting body and the surrounding 

air. The problem appears at the interface because it is the 

interfering point of air and the solid insulator. This problem 

arises due to the effects of pollution, rain, dust, salt, corona, 

arcing over surfaces, nitric acid in air, etc. 

Since their appearance, composite insulators have suffered from 

aging problems so this time is not enough to guarantee that they 

can sustain in desert environments for long time where sand 

wind is frequent and long period sunshine (UV and high daytime 

temperatures). 

Keywords: Composite insulators, Silicon rubber, aging, UV, loss 

of hydrophobicity, wind erosion. 

 Introduction 

The aging (environmental stresses) is a major problem of 
composite insulators now-a-days. The main thing in aging is to 
predict how, when and with what speed it occurs and under 
what conditions it can lead to failure and what overall average 
expected life of a composite insulator is. For this many 
researchers have been done.  

In addition to electrical stress, heat, light, sand wind and 

moisture produced by environment effect the insulation in 

service. Heat , sand wind and UV produce surface cracking and 

erosion. In absence of light, most polymers are stable for very 

long periods at ambient temperatures. The effect of sunlight is 

to accelerate the rate of oxidation. Photo oxidation leads to 

chain scission of hydrophobic methyl groups leading to the 

production of aldehydes, ketones and carbolic acids at the end 

of polymer chains. The breakdown may be comparatively mild, 

affecting only side groups, or it may be of a severe nature, 

causing a reduction in the size of macromolecules. Considering 

that even one chain scission per molecule in a polymer with a 

molecular weight of 100,000 destroys its technical usefulness 

[1]. The moisture goes into these cracks and finally causes a 

flashover under of the rod. 

Ultraviolet light is one of the major factors responsible for 

degradation of polymer insulators. Main sources of ultraviolet 

light are: sun, corona formation and dry-band arcing activities 

on insulator surface. The energy from sunlight that is 

destructive to polymers is between 320 and 270 nm. This 

destructive energy constitutes less than five percent of the total 

radiation reaching the surface of the planet. The absorption of 

this UV radiation results in mechanical and chemical 

degradation of the polymer structure which can affect the 

dielectric and weathering properties of that polymer. The rate 

at which the degradation occurs depends on the intensity and 

wavelength of the radiation. These factors vary with season, 

elevation, latitude and the time of the day. The degrading 

effects of these radiations are accelerated further if there is 

sand wind associate to high daytime temperatures. It therefore, 

suggests that polymer compounds for use in desert 

environments should be evaluated in the combined presence of 

UV radiation and send wind at temperatures exceeding 50°C. 

The effects of UV radiation, send wind and temperatures on 

a polymer include crazing, chalking or cracking of the surface, 

discoloration and loss of hydrophobicity, leakage current, and 

flashover voltage under artificial pollution and Hardness 

measurement these are discussed in following sections. 
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I. DESERT FACTORS INVOLVING IN AGING OF 

POLYMERIC INSULATORS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Chain of causation. 

The absorption of UV radiation, combined with heat and 
sand wind, results in mechanical and chemical degradation of 
the polymer structure, which can affect the dielectric properties 
of that polymer as show in figure 1. 

II. EXPERIMENTAL SETUP 

A.   Desert environment aging chamber  

To simulate the weather cycles at Algerian desert 
environment a multi stress environmental chamber was 
developed. The chamber is an oven 60cm X 80cm X 60cm 
which regulates the temperature at 50°C. One 60 cm long 
UVA-340 lights are used to simulate 1 mW/cm

2
 UV radiation, 

at the wavelength in a range of 300- 400 nm. Samples are 
subjected to UV light normally for 1000 h. it is well known 
that 200 h of test period is equivalent to 1 year of actual 
outdoor exposure considering only the UV wavelength 

(300－400 nm) that is mainly related. (figure 2) 

 To reproduce the same conditions as a sandstorm, a source 
of air current projects grains of sand which flow in free fall 
from a tank towards the insulator under test. The diameter of 
the sand grains and the air flow speed are chosen to reproduce 
the extreme conditions to which insulators operating in desert 
regions are subjected. For homogenization of the sand 
projection, the insulator is kept in rotation at a constant speed 
of 40 rpm via a direct current motor; this mechanism is housed 
in a closed glass cell as show in the figure 3. The device is 
inserted into the oven in figure 2. 

 

 

 

 

Figure 2.  Multi stress environmental chamber. 

 

 

1-Sample     2- HV electrode   3- DC Motor  

4-Drive belt    5-Air and sand flow   6-Ground electrode 

Figure 3.  Laboratory model to simulate sand wind. 

B. Techniques used for analysis 

Aging phenomena can be detected by different methods. 
These methods are very useful to detect and to classify aging 
with non-destructive methods. After the installation of 
insulators in the aging chamber, the exact knowledge of the 
degradation state and residual life of the material used in a 
specific insulation can be detected by measuring the flashover 
voltage under contamination condition, leakage currents, 
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hydrophobicity measurement, loss factor measurement, 
Hardness and roughness. 

1) Visual observation 
There are different methods for visual observation by 

observing with naked eye. Another advance method for visual 

observation is taking snapshoot of image by a high resolution 

digital camera. 

 

2) Contact angle measurement technique 

There are different methods for measuring the contact angle 

of a hydrophobic material, but one of the most common is the 

hanging drop method, which consists of: 

 Prepare a surfactant liquid solution. The most 

common is de-ionized water with a small amount of 

surfactant, such as fluorinated surfactant PFPE. 

  Place a drop of liquid on the material using a 

micropipette. 

 Measure the shape of the drop using an image taken 

by a camera or microscope. It is important to take the 

measurement before the drop evaporates. 

 Use software to calculate the contact angle of the 

material based on the shape of the drop. 

 

3) Loss factor (TAN(δ)) measurmentntact  

The dielectric loss factor measurement relies contact angle 

measure results and is used to interpret the deterioration of 

silicone rubber and EPDM. As the value of the contact angle 

decreases, the dielectric loss increases. 

 

4) Leakage currant and flashover voltage measurments  

The pollution layer covering the insulating surface between 

the electrodes was prepared by mixing an appropriate amount 

of NaCl to distilled water depending on the required level of 

pollution severity. In order to simulate wet pollution (fog, 

drizzle), we use an atomizer which projects fine and 

homogeneous water droplets. 

The AC test source consists of a HV transformer. The test 

voltage was increased at constant speed of the slope until the 

flashover of the insulators surface. This process was repeated 

for different values of pollution severity. The flashover voltage 

reported in this work is the average of twenty measurements 

for the same pollution degree. The leakage current was 

measured using a storage oscilloscope connected to a computer 

using a shunt resistor. 

 

5) Roughness measurements  

Roughness measurement is a measurement technique that 

quantifies the surface texture of a material. Roughness is 

defined as the set of irregularities in the surface of a material, 

which can be measured in terms of height, amplitude, 

wavelength, frequency and direction. 

The roughness measuring station used is composed of a 

roughness meter type Surftest-201 Mitutoyo (SJ-201M). 

 

6)  Hardness measurements 

The principle of this test is the rebound of a calibrated 

spherical carbide projectile at a determined speed on the 

material to be tested (the harder the material, the greater the 

rebound height). When the projectile hits the surface, surface 

deformation results in loss of kinetic energy. This energy loss 

is calculated via speed measurements. The device measures the 

ratio of rebound speed to impact speed. The signal voltage is 

proportional to the projectile speed; signal processing by the 

electronic system provides the hardness reading which is 

displayed on the screen. 

III. RESULTS OBTAINED FROM DIFFERENT TECHNIQUES 

Normally, the first condition that indicates the aging of 
insulator is loss of gloss and discoloration. When visually 
observing the surface of the samples aged under ultraviolet 
rays and temperature, several significant changes can be 
noticed. First, the surface color became duller and less shiny. 
We notice that these samples have started to lighten, and this 
discoloration increases as the exposure time increases. Cracks 
also appeared, indicating a loss of flexibility of the material 
(Figure 4). Erosion is a degradation mode caused due to 
sandstorm activity. It is an irreversible degradation of the 
surface of the insulator that occurs by major loss of material 
(that is more than 1 mm). It significantly reduces the thickness 
of the polymer sheath that prevents ingress to the core rod. 
Erosion can be localized, uniform or tree shaped. In Figure 5, 
we observe the polished surface of the silicone insulator after 
aging; this generates weight loss. 

We note on the two images (figure 6) taken with the 
scanning electron microscope (SEM) a tearing of material 
fragment and the formation of borrowings of tree structures 
due to surface electrical discharges. Tracking is caused by 
leakage current activity, which is made possible by exposure to 
UV heat and wind sand. This is an irreversible deterioration by 
the formation of paths starting and developing on the surface of 
insulators. These tracks have the appearance of carbon tracks 
which cannot be easily removed and are conductive even under 
dry conditions [2]. 

 

 

 

 

Figure 4.  Visual observation of sample discoloration after aging. 

 

 

 

 

 

 

 

Figure 5.   View of the insulator surface under optical microscope. 
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Figure 6.  View of the insulator surface under SEM. 

Hydrophobicity of any material is its resistance to flow of 
water on its surface. The hydrophobicity of silicone rubber 
materials is measured through measuring contact angles 
between the material and water drops on its surface. 

The histogram in Figure 7 represents the contact angle 
measured as a function of the aging time. Note a slight increase 
at the start of exposure that coincides with the softening period 
of our material (Figure 8), followed by a constant decrease to 
reach 26.36% after 1000 hours of exposure. [3] 

 

 

 

 

 

 

 

 

 

Figure 7.  Contact angle of samples as a function of aging time. 

 

 

 

 

 

 

 

 

 

Figure 8.  Hardness of samples as a function of aging time. 

The roughness criterion considered shows a clear increase 
during the first two weeks of exposure then they stabilize at 
lower levels (figure 9). In our case, we can explain it by a 
partial chemi-crystallization within the material following the 
partial ordering of the molecular chains during solidification 
that occurs after the softening of the silicone following its 
exposure to ultraviolet rays combined with a temperature of 
50°. [3,4] 

 

 

 

 

 

 

 

 

 

 

Figure 9.  The average profile height of the samples as a function of aging 

time. 

According to the results of the flashover voltage curves as a 
function of exposure time (figure 10 and 11), the aging of 
polymer insulators strongly depends on the exposure time to 
ultraviolet rays. Note an almost linear decrease and the aging 
peak is not reached after 1008 hours of UV exposure at a 
temperature of 50°C. 

Hydrophobicity is the wetting property of rubber material 
because of which it resists formation of film of water by 
forming beads of water, thus denying a path for leakage current 
and associated arcing. Loss of hydrophobicity results in the 
formation of hydrophilic surface. The more the exposure time 
increases and for increasingly smaller voltages and under the 
effect of the electric field, the electric forces exerted on the 
pollution droplets are sufficient to counter the hydrophobic 
phenomena of the insulator silicone and droplets align then 
spread across the surface of the insulator to form a conductive 
electrolyte channel that the arc will follow for bypass. 
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Figure 10.  Flashover voltage of samples as a function of pollution 

conductivity. Aging duration (hours) 

 

 

 

 

 

 

 

Figure 11.  Leakage current of samples as a function of pollution conductivity. 

 

Measuring the leakage current is a key criterion for the 
characterization of a hydrophobic material. The less 
hydrophobic the material, the greater the wettability of the 
surface of the material, the greater the leakage current. 

Figure 12 shows the variations of leakage current as a function 

of the pollution conductivity, for each aging period and for an 

applied voltage of 15 kV, it can be seen that the values of the 

leakage current increase as the conductivity increases (virgin 

and aged sample). The leakage current values for the aged 

samples are significantly higher than that of the virgin sample. 

We notice that the increase in the conductivity of the pollution 

on the surface of the samples increases the leakage current that 

is predictable, and that the increase in the time of exposure of 

the samples to UV and sand wind also increases the leakage 

current for the same degree of pollution severity. From the fact 

that the leakage current increases as a function of UV exposure 

time under well-controlled laboratory conditions, it can be 

concluded that wettability is greater and the samples have 

partially lost their hydrophobicity.[5,6] 

Also, note that the leakage current curves as a function of 

exposure time (Figure 13) have a quasi-linear trend and 

maximum aging is not reached after 1008 hours of. 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 12.  Leakage current of samples as a function of pollution conductivity. 

 

 

 

 

 

 

 

 

 

 

Figure 13.  Leakage current of samples as a function of aging time. 

As previously found, that pollution, humidity and UV 
combine to sand wind and high temperature could originate 
surface discharges, and then could damage Silicone Rubber. 
The damage could be detected by measuring and analyzing the 
pattern of the surface discharge that occurred. Measurement of 
the AC leakage current and flashover voltage under pollution 
provide significant correlation with surface damage. 

Conclusion 

Composite insulators are lightweight and have 
demonstrated exceptional performance at outstanding levels of 
pollution withstand voltage characteristics and impact 
resistance. They have been widely used. 

To study the degradation of organic insulating materials 
following their prolonged use, exposure tests to external 
stresses and indoor accelerated aging tests are unavoidable. 

Wind erosion is a natural process that commonly occurs in 
deserts, on sand dunes and on coastal beaches. When combined 
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with ultraviolet light, it becomes one of the main factors 
responsible for the degradation of polymer insulation. 

The UV and sand wind effect on changing the contact angle of 

silicon rubber surface is very noticeable. 

It has been observed that increased exposure to UV and sand 

wind results in increased leakage current as well as surface 

roughness. 
A silicone rubber compound for high-voltage applications 

needs to be developed through detailed and comprehensive 
analysis of its properties and behavior under conditions similar 
to those encountered in the field. 
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Abstract— In this work, the focus is on the design and 

characterization of the planar micro coil. Its purpose is to store 

electrical energy, making it commonly utilized in micro 

converters. In most studies of micro converters, the electrical 

performances of the integrated micro coil are limited. This is due 

to its electrical resistance, a consequence of inadequate 

dimensioning of its geometric parameters. 

To reduce the effect of electrical resistance, the operation will 

occur on the bandwidth of the planar spiral micro coil. Two types 

of planar inductors have been considered: inductance with 

constant turn width, and inductance with variable turn width. 

Several geometric and electrical parameters are taken into 

account to optimize their performance. A comparative study was 

conducted to show the influence of geometric parameters on 

electrical behavior.   

Keywords: Integrated passive components, Spiral micro coil, 

Geometric parameter, Inductance coil, Resistance coil. 

 

INTRODUCTION 

The integration of passive components allowed the 

miniaturization of electronic circuits and the evolution of 

power electronics which greatly expanded. This 

miniaturization has pushed towards developing distributed 

architectures, and embedded systems on System on-chip, 

containing several components. 

The integration of the active and passive power 

components as well as the miniaturization of these structures, 

allow a maximum reduction of the space requirement while 

guaranteeing an acceptable level of efficiency. This 

optimization is particularly relevant in the context of wireless 

power transfer (WPT) systems for miniaturized implantable 

sensors [1]. 

Two criteria will guide the sizing of the integrated coils 

constituting devices and integrated circuit technologies. The 

first is the geometric form or topology of the structure, and the 

second is related to the nature of the materials used to 

manufacture different parts of the component [2]. These two 

criteria will affect the value of inductance, stored energy, and 

losses in the core and the conductor [3] [4] [5]. 

The efficiency of a coil is very linked to its geometric 

parameters, which depend on its topology and the materials 

used. In this paper, an efficient and precise method of 

calculating the inductance and resistance of a coil is presented; 

making it possible to improve the quality factor. It will be 

possible either by: increasing the value of the inductance or 

decreasing the value of the resistance. The goal is to increase 

the cross-section of the conductive wire as its length is 

increased. A comparative study between a conventional coil 

and a variable-width coil will validate the outcome. 

I. INDUCTANCE WITH CONSTANT TURN WIDTH 

1.1 Inductance expression  

The electrical characteristics of a spiral planar 

topology are based on the geometric data that characterize it 

[6], [7], several expressions giving the inductance values for 

different spiral shapes have been proposed by different 

authors. The Mohan expression [8] has been used, which is 

accurate and applies to a variety of topologies. The generic 

expression for Mohan’s inductance is:  

 𝐿 =
𝜇0𝑛

2𝑑𝑎𝑣𝑔 𝐶1

2
(𝑙𝑛(𝐶2/𝜌) + 𝐶3𝜌 + 𝐶4𝜌2)(1) 

Where the average diameter davg and the form factor are 

generally defined as follows: 

𝑑𝑎𝑣𝑔 =
𝑑𝑜𝑢𝑡 +𝑑𝑖𝑛 

2
      (2) 

𝜌 =
𝑑𝑜𝑢𝑡 −𝑑𝑖𝑛 

𝑑𝑜𝑢𝑡 +𝑑𝑖𝑛 
           (3) 

Where 𝑑𝑖𝑛  is the inner diameter, 𝑑𝑜𝑢𝑡  is the outer diameter μ0 

is the vacuum permeability and n is the turn number. 

The coefficients C1, C2, C3, and C4 for different 

forms are given in Table 1: 
TABLE I.  COEFFICIENTS FOR THE ANALYTICAL CALCULATION OF 

INDUCTANCE [8] 

 
Form 

 
C1 

 
C2 

 

C3 

 

C4 

Square 1,27 2,07 0,18 0,13 

Hexagonal 1,09 2,23 0 0,17 

Octagonal 1,07 2,29 0 0,19 

Circular 1 2,46 0 0,2 
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1.2 Choice of the topology 

To choose the topology best suited to the objectives, 

several criteria were considered: 

● The angles present in the square, hexagonal and 

octagonal topologies do not favor a homogeneous 

distribution of the current in the conductor at the 

angles. The lines of current accumulating inside the 

angle would increase the current density inside 

compared to the outside, which could increase the 

resistance (R) of the turns. 

● For a given size and identical geometry, the circular 

structure makes a better L/R ratio achievable, 

compared to the alternative structures. The length of 

a coil, proportional to its resistance, is, for example, 

greater for a square geometry (4n 𝑑𝑎𝑣𝑔 ) than for a 

circular shape (nπ 𝑑𝑎𝑣𝑔 ), which will increase the 

resistance of the turn and decrease the L/R ratio. The 

length of the coil can also be calculated from the 

length of the Archimedean spiral of the polar 

equation (ρ = a θ). 

-  

                                        
 

Figure 1.  Different shapes of constant width turn. 

To check that the circular shape is actually the one 

for which the L/R ratio is maximum at equivalent dimensions 

(outside diameter dout = 600 µm, turn width w =14µm, turn 

height t =180 µm, space between turns s =3µm), The 

inductance of a circular and square shape was calculated from 

expression (1) and referring to Table 1, as well as their 

resistance: 

TABLE II.  RATIO L/R AS A FUNCTION OF THE SPIRAL 

SHAPE 

 
 

Inductance 

nH 

Resistance 

mΩ 

L / R 

H/Ω 

Square turn   

79,3 

 

142,47    

 

  5,57. 10-7   

Circular 

turn 

 

62.5  

 

110,97  

 

  5,63.10-7   

 

Although the inductance of a circular turn is lower 

than that of a square turn, its perimeter is also smaller for the 

circular topology. In the end, the L/R ratio of a circular 

topology is significantly larger than for a square’s topology. 

1.3 The filling rates 

In the most recent work, the coil's outer diameter is 

determined based on the magnetic circuit's dimensions. With a 

fixed outer diameter, inner turns have weaker surface, leading 

to reduced inductance and resistance towards the center, 

altering the L/R ratio significantly. 

              Therefore, the dimensions of the coil should be 

chosen to maximize inductance and minimize total resistance 

[9], which is achieved at an optimal filling rate. For a circular 

configuration of turns, the influence of the number of turns on 

the L/R ratio was studied. For this, the following parameters 

were chosen: 

Outer diameter: dout = 600 µm 

Turn width w =14µm, space between turns s = 3 µm 

Copper height =180 µm. 

These parameters are used to calculate the inner 

diameter as a function of the filling rate by the following 

expression:               

𝑑𝑖𝑛 = 𝑑𝑜𝑢𝑡 − 2𝑛𝑤 − 2(𝑛 − 1)𝑠        (4) 

Equation (1) makes it possible to deduce the 

inductance L and the value of the corresponding resistance is 

given by the classic formula:       

𝑅 =
𝜌𝑐𝑢𝑙𝑇

𝑆
=

𝜌𝑐𝑢𝑛𝜋𝑑𝑎𝑣𝑔 

𝑤𝑡
                     (5) 

The conductor resistivity (copper) chosen being equal 

to: 

𝜌𝑐𝑢 = 1.710−8𝛺𝑚 
S: conductor section (𝑆 = 𝑤. 𝑡) 
𝑙𝑇: total length of the copper wire used to make the 

micro coil. 

n: the number of turns in the coil.  

The result of the calculation makes it possible to 

obtain the evolution of the L/R ratio as a function of the 

interior filling rate of the turn (L/R = f(n)) given in Figure 2: 

 

 

Figure 2.  Variation of the ratio L/R according to the turn number.  

For example, it is noted that for turns 2 to 15 the L/R 

ratio increases with the number of the turns, then beyond n 

equal 15, the L/R ratio begins to decrease, the spiral is full to 

the center for 18 turns, the three internal turns therefore, 

provide more resistance than inductance, therefore there is no 

need to fill the spiral to the center.  

This type of dimensioning; used in several papers 

[10], [11], therefore considers constant turn width 

dimensioned considering the skin thickness at the frequency 

considered. Once the inductance value has been deduced from 
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the specifications, the turn's number can be deduced from 

expression (1), and the resistance of the coil follows directly 

from this dimensioning. It will be even greater for an increase 

in the winding length, as a function of the number of turns. 

II. VARIABLE COIL WIDTH INDUCTOR 

2.1.   Benefits 

Sometimes, the values of the inductance and the 

resistance of the coil deduced from the analytical expressions 

do not coincide with the experimental results and therefore, 

depart from the objectives set initially. 

The idea is to start from a given minimum resistance 

per turn, then determine the total number of turns by 

considering a limit not to be exceeded. 

The width of the conductor's windings (w) should be 

gradually increased as a function of the radius of the turn 

considered to compensate for the increase in resistance due to 

the increase in its perimeter as the turn moves away from the 

center. 

The resistance per turn will be constant and the total 

resistance of the coil will be reduced for a given number of 

turns. This method offers the benefit of maximizing the 

utilization of the conductor's volume over the entire winding. 

In the absence of a magnetic circuit, the concentration of the 

magnetic field in the coil center generates a worse distribution 

of the current within the central turns than for the peripheral 

turns, especially for a high frequency. 

 For a variable width coil, however, a narrower width 

is used for the central turns than for those at the periphery, 

resulting in a more homogeneous current distribution as the 

turns move away from the center. 

2.2. Calculation of the progression of the turn width  

The first step is to determine the progression of the 

turn’s width to ensure constant resistance per turn. Given the 

small dimensions considered of the planar spiral micro coil, its 

configuration can be assimilated by concentric circles; where 

R0 is the inside radius of the turn: 

 

Figure 3.  Variable width turns on the radius. 

From the geometry of Figure 3 the radius of each turn 

is deducted: 

 

𝑅(1) = 𝑅0 
𝑅(2) = 𝑅(1) + 𝑤(1) + 𝑠 
𝑅(3) = 𝑅(2) + 𝑤(2) + 𝑠 

𝑅(3) = 𝑅(1) + 𝑤(1) + 𝑤(2) + 2𝑠 
𝑅(𝑛) = 𝑅(𝑛 − 1) + 𝑤(𝑛 − 1) + 𝑠 

  𝑅(𝑛) = ∑𝑛−1
𝑖=1 (𝑤(𝑖) + 𝑠) + 𝑅0(6)                                 

              

From equation 5, the resistance per turn is: 

 

𝑅𝐼𝑠𝑝𝑖𝑟𝑒 =
𝜌𝑐𝑢2𝜋𝑅(1)

𝑤(1)𝑡
=
𝜌𝑐𝑢2𝜋𝑅(2)

𝑤(2)𝑡
=
𝜌𝑐𝑢2𝜋𝑅(𝑛)

𝑤(𝑛)𝑡
(7) 

                 

   The turn width relation is deducted: 

 

                  𝑤(𝑛) =
𝑤(𝑛−1)𝑅(𝑛)

𝑅(𝑛−1)
             (8) 

 

 Either by replacing the radius of the turn with its 

expression (6): 

         

𝑤(𝑛) =
𝑤(𝑛−1)[𝑅(𝑛−1)+𝑤(𝑛−1)+𝑠]

𝑅(𝑛−1)
   (9) 

 

               So, for calculation of the turn progression, the 

following algorithm can be used: 

 

Calculation of the progression of the radius per turn: 

     

R(𝑛) = |
R0 =

𝑑in 

2
 if n=1

∑𝑖=1
𝑛−1  (𝑤(i) + s) + R0 otherwise 

   

(10) 

             

- Calculation of the progression of the turn width: 

 

𝑤(𝑛) = ||

𝑤0 if n=1


𝑤(𝑛−1)[R(𝑛−1)+𝑤(𝑛−1)+𝑠]

R(𝑛−1)

 or 𝑤(𝑛 − 1)
R(𝑛)

R(𝑛−1)

otherwise 

(11) 

                                                          

The variation of the radius R(n) as a function of the 

turn number is given in Figure 4: 

 
 

Figure 4.  The coil radius as function of the coil turn number. 
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The radius of the turn gradually increases from its 

initial value 𝑅0 
𝑅(1) = 𝑅0 =𝑑𝑖𝑛 /2 = 50µ𝑚 

a change of 𝑅(𝑛) that depends on the number of the turn, 

until it reaches its ultimate limit value. 

𝑅(𝑛) =
𝑑𝑜𝑢𝑡 

2
−𝑤(𝑛)     

 

  At the same time, we can represent w(n) = f(n): in the 

progression in Figure 5 

 

 

Figure 5.  Width as a function of the coil turn number. 

  Also, the turn width increases from its initial value 

w(1) = w0 = 5μm, as a function of the number of the turn and 

reaches a value that satisfies equation 11.  Note that for 

calculation, only the dimension of the diameter din is 

necessary; dout depends on the turns number n chosen. 

  A comparative study of the dimensioning of the two 

cases of coil width (constant and variable) is carried out using 

the same parameters: din and dout. 

 According to curve 5, the number of turns that can be 

deposited without exceeding the limit value (from the outer 

border, dout) will be for n = 15. At this position, the radius will 

have reached a value of R(15) = 271.0834 μm, and the width 

will be w(15) = 27.10834 μm. 

𝑑𝑜𝑢𝑡 /2 = 𝑅(15) + 𝑤(15) = 298,1917µ𝑚 

  This corresponds to the point where a certain margin 

is added to avoid copper directly at coil border. This ensure 

that dout / 2 = 300 μm, aligning well with the requirements 

imposed on the dimensioning of the coil with a constant 

width. 

III. COMPARISON OF CONVENTIONAL AND VARIABLE 

WIDTH DIMENSIONING 
  A variable width coil has the advantage of better 

control of the total resistance for a given surface, but the fact 

that the width of turns increases as one moves away from the 

center does not allow drawing as many turns in the same 

surface as in a conventional design, so the inductance will be 

lower. Since the resistance is low, it makes sense to study the 

impact of this design on the L/R ratio compared to a 

conventional design. 

 

3.1.  Inductance calculation 

Expression (1) calculates the value of the inductance 

for a given number of turns (n) and a given shape (C1, C2, C3, 

C4), the parameter davg being defined by expression (2). On 

the other hand, expression (3) of the parameter ρ is no longer 

valid since the width of the turns varies. Otherwise, as noticed 

in some reference articles using variable width study [12], the 

value of the inductance would be the same in both cases of 

constant and variable width, which is not the case. 

For that, the general expression of the form factor ρ 

is used by replacing dout (or din) by expression (4) to make the 

important parameter intervene: the width of the coil, which 

gives: 

● For a conventional dimensioning: 

𝜌 =
𝑛𝑤+(𝑛−1)𝑠

𝑑𝑎𝑣𝑔 
(12) 

                               

● Variable width dimensioning 

 

𝜌 =
∑𝑖=1
𝑛  𝑤(𝑖)+(𝑛−1)𝑠

𝑑𝑎𝑣𝑔 
        (13)                                     

 

3. 2. Calculation of the total resistance of the coil 

 

● For a conventional dimensioning: 

𝑅𝑇 =
𝜌𝑐𝑢𝑛𝜋𝑑𝑎𝑣𝑔

𝑤𝑡
                       (14) 

● Variable width dimensioning 

𝑅𝑇 =
𝜌𝑐𝑢2𝜋

𝑡
[∑𝑖=1

𝑛  
𝑅(𝑖)

𝑤(𝑖)
]     (15) 

                           

Or, since the resistance per turn is the same: 

 

𝑅𝑇 = 𝑛
𝜌𝑐𝑢2𝜋

𝑡

𝑅(𝑖)

𝑤(𝑖)
               (16) 

                                     

The alternating resistance for high frequencies will be 

calculated at frequencies above 1MHz to study the behavior of 

this type of dimensioning considering the skin effect (δ) and 

proximity effect: 

 

● For a conventional dimensioning 

              𝑅𝑇 =
𝜌𝑐𝑢𝑙𝑇

𝑤𝛿(1−𝑒−𝑡/𝛿)
           (17)  

                                    

● Variable width dimensioning 
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𝑅𝑇 =
𝑛𝜌𝑐𝑢2𝜋𝑅(𝑖)

𝑤(𝑖)𝛿(1−𝑒−𝑡/𝛿)
       (18)                                                                

 

With, the skin thickness expression:  

               𝛿 = √
𝜌𝑐𝑢

𝜋⋅𝜇⋅𝑓
                       (19) 

      3.3. Analytic results 

Table 3 presents the values of the electrical 

characteristics of 3 types of coil configuration illustrated in 

Figure 6 and: 

 

 

 
Figure 6. Coils with different geometric parameters. 

 

           The current distribution at 100MHz in the turns of 

presented dimensions differs in the center of the coil. It is 

relatively uniform for designs 2 and 3 as one moves away 

from the center of the coil. 

 

             Thus, the skin effect and the proximity effect are also 

reduced by reducing the volume of the conductor as it gets 

closer to the center of the coil, where the concentration of the 

magnetic field lines is high. 

 

What is the most predominant geometric parameter? 

For design 1:  dout = 600 µm,  din= 100µm ,   n = 15, w = 

14µm,  t =   180 µm ,  s= 3 µm. 

For design 2: dout = 600 µm,  din = 100µm ,   n = 31, 

w=5µm,  t =   180 µm ,  s= 3 µm. 

For design 3 : dout = 600 µm , din= 100µm ,   n =15 ,   

w(1)= 5  µm  ,    t=  180  µm ,  s=  3 µm. 

 

After calculation, the electrical parameters of each 

design are found using the equations of the electrical 

parameters and the values of the geometric parameters: 

 
TABLE III.  ELECTRICAL PARAMETERS OF EACH DESIGN 

  

Design 1 

 

Design 2 

 variable 

Design 

Inductance L 

(nH) 

 

66,24 

 

282,92 

 

46,337 

Resistance 

DC R (mΩ) 

 
110,97 

 
643,53 

 
88,96 

Resistance 

(100MHz) 

(mΩ) 

 

3040,33 

 

17630,84 

 

2372,44 

L/R  DC  

(H/Ω) 

 
563,22 .10-9 

 
441 .10-9 

 
516,75 .10-9 

L/R(100MHz)

(H/Ω) 

 

20,56  .10-9 

 

 16,1 .10-9 

 

19.38.10-9 

 

According to Table 3, for the same geometric 

parameters: din, dout, t, and s, it is noted that the inductance of 

design 2 is greater compared to the other models (4 to 6 times 

more), which is due to a high number of turns, but the 

resistance in this design, in DC or alternative, is very high (6 

to 7.5 times more), the latter led to a significant reduction in 

the L / R ratio. 

On the other hand, it is noted that the L / R ratio of 

Design 1 is the greatest, this is due to the fact, on one hand, 

that the width of the turns has been dimensioned to be equal to 

twice the skin thickness, which allows not to be bothered by it 

while allowing to obtain a larger conductor section. There is 

only the proximity effect which generates a non-homogeneous 

current density on the internal turns. In addition to the 

advantage of low resistance due to its wide turns. 

In the air, for designs without magnetic circuit, 

design 1 (with wide turns) is then the best topology to adopt. 

The variable width design also gives a higher L/ R ratio 

than design 2 and is close to design 1, and the fact that the 

resistance in the latter is low compared to the designs (1,2). 

IV. EXPERIMENTAL RESULTS 
Micro coils were manufactured at Laplace laboratory. 

The realization consists of a deposit of copper conductor on a 

substrate. The planar coil windings are protected by an 

insulator (SiO2) before being deposited on a substrate such as 

Kapton or PCB (Figure 7). Their characterization was made 

using the test bench ‘LRC meter 4194’. 

Figure 7 shows the micro coils realized. The 

dimensions of different shapes are as follows:  

- For conventional micro coil: dout =10mm, din = 1mm, n = 

3, w = 0,9, mm t = 35μm, s= 0,9mm 

- For variable bandwidth micro coil: dout =10mm, din =1mm, 

n = 3, w(1) = 0,3, mm t = 35μm, s=0,9mm. 

 
Figure 6.  Different topologies of micro coils produced. 

Table 4 shows the measurement results and analytic 

calculation for the standard circular inductor and variable 

width micro inductor of Figure 8. 
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Figure 7.  Circular micro coils measured. 

TABLE IV.  MEASUREMENT RESULTS AND ANALYTIC 
CALCULATION 

 Electrical 

parameters 

Constant 

bandwidth 

Variable 

bandwidth 

 

Simulation 

L (nH) 38.404 34.95 

R (mΩ) 27.975 15.467 

 

Measure 

L (nH) 23. 58 21.38   

R (mΩ 32.7 19.56 

 

The spiral planar conductors were realized on 

Kapton. First, an attempt was made to compensate for the 

bonding resistance in order to obtain an accurate value of the 

series resistance of the spiral planar coil. For this reason, the 

measurement results gave slightly higher values for the 

resistances. The presence of a substrate such as Kapton could 

also have increased the gap between the measurement and 

analytical values. 

  

As clarified previously, the inductances of a constant 

bandwidth coil are greater than a variable bandwidth coil 

because there is more copper from the center to the end of the 

coil, but the resistance of the variable bandwidth is weaker 

than conventional coil, which allows obtaining a better ratio 

L/R. 

V. CONCLUSION  
  It can be concluded that the dimensioning by 

considering a variable turn width allows us to obtain a good 

L/R ratio in the air (even if it is not the best among the 

proposed dimensions) while reducing as much as possible the 

total resistance. It considered an essential criterion when it 

comes to converting energy.  

In the air, wide turns (design 1) offer low resistance 

and a better L/R ratio compared to design 2 despite the low 

value of the inductance which can be improved by the 

presence of a magnetic circuit.   

A study is underway to determine the influence of the 

presence of a magnetic core (closed or around the coil), which 

allows the obtention of a better L/R ratio. 

The interest of the magnetic circuit is also weighted 

by its characteristics and in particular by iron losses that it can 

generate, which are linked to the method of production. 

The presence of a magnetic circuit could change the 

balance sheet concerning these dimensions and allow 

conclusions on the topology of the spirals to be adopted, with 

or without a magnetic circuit toward the desired 

characteristics. 

Compared to the characteristics sought for an 

inductance, it is preferable to favor the DC resistance to the 

HF components. 

The study of the coil with a magnetic circuit will 

designate the spiral topology which has the best L/R ratio and 

low resistance for a similar inductance value, for use in the 

transformer. 
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Abstract— In this paper, a heuristic trained adaptive neuro fuzzy 

inference system (ANFIS) estimator is presented to extract the 

maximum voltage point from single stage grid connected 

photovoltaic system powering arc welding power supply. 

Intending to ameliorate maximum power delivered by solar cells, 

a hybrid controller is developed. The intelligent ANFIS is trained 

by particle swarm optimization (PSO) in order to produce the 

optimal connection weight coefficients for obtaining the reference 

voltage; this reference is needed to directly control the three-phase 

inverter without any intermediate boost converter. Moreover, to 

meet different power quality indices of the proposed grid, a 

robust based fractional-calculus order sliding mode controllers is 

proposed to regulate PV voltage, AC grid and arc welding power 

supply. The obtained simulation results demonstrate an 

enhancement in MPPT convergence and weld bead quality, 

meeting all the international IEEE standards. 

 

Keywords— Fuzzy neural network, Fractional calculus, sliding 

mode control, Grid, Particle swarm optimization, Photovoltaic 

system, Welding. 

I. INTRODUCTION 

Welding is a manufacturing method in which two or more 

metals are fused together using heat to produce a join metal [1]. 

It can achieved using different types such as solid state 

welding, gas welding and arc welding. Recently, arc welding 

process has received increasing attention and appeal because of 

its flexibility and high energy efficiency [2]. Controlling the 

electrode wire is a major difficulty in arc welding development 

because of unrestrained heat which can induce arc voltage 

fluctuations. Thereby, the load current of AWPS should be 

controlled and limited during loading procedure. 

In literature, various arc welding installations were used 

to interface with the main grid, starting with uncontrollable 

diode bridge rectifiers. This topology has been widely utilized 

in manufacturer but they suffered from high total harmonic 

distortion THD value and low power factor (PF) [3]. In order 

to address these issues, a various installations based AWPS 

have been presented such as power factor correctors and active 

power filters [4, 5]. These power electronic devices were used 

to ensure pure sinusoidal shape of input current, reduce THD 

and increase power factor to unity [6]. It has also been deduced 

from current literature that there is a few researchers have 

investigated a three phase inverter based AWPS. In [7] authors 

developed a new installation paradigm of AWPS with phase 

shunt filter, this schema has been regulated by two separated 

controllers; ACO-ANN and direct power control (DPC), the 

suggested system powered using double stage grid-connected 

PV system. Behind this idea, the aim of this article is to design 

and develop low cost renewable based PV power distribution 

network (single stage) powering arc welding machine 

regulated by one hybrid robust and intelligent controller in 

order to improve various power grid indices. 

Currently, grid-connected PV system becomes a hotspot 

topic of many research works. The main principles of the 

subject are: the reduction of THD [7], the control of reactive 

power [8] and the maximum power point extraction from solar 

cells [9]. In order to optimize energy efficiency of solar cells, 

various MPPT strategies have been implemented such as 

incremental conductance, perturb and observe, fuzzy logic 

technique, feedforward neural network, sliding mode control 

and so on. Compared with traditional approaches, FLC and 

ANN have accurate performance tracking under sudden change 

of irradiation and temperature. However, FLC needs expert 

knowledge based systems, which is difficult aspect in design, 

whereas ANN requires a long time for training and large 

memory storage [10]. 

Merging both FLC and ANN comprises interesting training 

capabilities. Here ANFIS [11] is one of the most favorable 

MPPT technique that merge the benefits of two artificial 

intelligence approaches into single approach. ANFIS works 

based on fuzzy system tuned by neural network [12]. The 
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learning process of ANFIS is a challenging aspect for the 

researchers. The recent metaheuristic algorithms like particle 

swarm optimization (PSO), genetic algorithm (GA) and ant 

colony optimization (ACO) are utilized to address optimization 

issues [13]. In comparison to other optimization strategies, 

PSO has an easier mathematical computation, faster 

convergence rate, does not need initial parameters and training 

rate. Based on these reasons, PSO is the best choice to train 

ANFIS for economical control design. 

In control point of view, the main challenging in single stage 

grid integrated PV system is that the three phase inverter must 

be directly controlled without any intermediate circuit. In 

literature, a simple PI regulator is extensively utilized because 

it is simple and easy to implement but it always suffers from 

internal disturbances and nonlinearity behavior. 

The principle contributions of this paper are mentioned as 

follows: 

1- Design and simulate a single stage grid integrated PV 

system feded arc welding machine rather than double 

stage one in order to reduce the cost 

2- Develop PSO trained ANFIS MPPT algorithm, this 

structure has two inputs (temperature, irradiation) and 

one output ( PV reference voltage). 

3- Replace the PI controller in voltage control loop by 

fractional order SMC to improve the performance 

tracking of d axis rotating current. 

The framework of this article is structured as follows: 

section II describes different parts of the total configuration of 

single stage grid integrated PV system feded arc welding 

machine, section III shows the control structure of PV system, 

utility grid and arc welding power supply respectively and in 

details. Section V presents the results for proposed application 

under different environment and arc welding process. Section 

VI concludes the work. 

II. SYSTEM DESCRIPTION 

The suggested single stage grid connected PV system 

powered arc welding machine is depicted in Fig. 1. It contains 

of a 250 KW SUN POWER SPR 415E-WHT-D photovoltaic 

system, two DC link voltage, a three phase DC-AC converter, 

a 25KV grid and arc welding power supply AWPS. The DC 

capacitors are needed to keep the PV voltage unchanged and 

RLC harmonic filter coupler is used to suppress the harmonics 

in the injected current. In control point of view, PSO-ANFIS is 

used to estimate  from PV array, fractional order sliding 

mode control is applied to predict the desired reactive current 

. In order to control arc welding power supply, a cascaded 

sliding mode and PI controllers are proposed rather than PI+ 

hysteresis as in [5],[7]. Table I lists the numerical all the 

parameters of PV system. 

                    TABLE I. PV ARRAY SPECIFICATION 

Parameter Value 

Maximum power at standard temperature 414.8 w 

Parallel strings 88 

Series modules per string 7 

Short current 6.09 A 

Open voltage 85.3 V 

 

III. CONTROL PARADIAGM 

 

A. MPPT control based PSO trained ANFIS 

ANFISis a type of artificial intelligence approach that combine 

ANN with FLC. In fact, ANFIS uses benefits of both ANN and 

FIS approaches in one hybrid system. It was proposed by Jang 

applies gradient and least square algorithms for learning 

procedure. Actually, the main drawbacks of classical ANFIS 

are: confined in local minimum or maximum point and slow 

convergence. In order to address these issues, a particle swarm 

optimization is applied for improving convergence speed as 

well as reaching the global minimum or maximum points. By 

selecting the appropriate personal and global training rates, 

PSO will ensure convergence as well as stability. As results, 

the particles should move through the best solution for a given 

problem, whereas the global minima of the corresponding cost 

function can be found based on previous positions of the 

swarm. The velocity and position of each element are 

calculated according to (1) and (2): 

𝑉𝑛 = 𝑤𝑉 + 𝐶1(𝑃𝑏 − 𝑃) + 𝐶2(𝑔𝑏 − 𝑃) (1) 

𝑃𝑛 = 𝑃 + 𝑉𝑛 (2) 

  

Where  and  refer to the best particle’s 
position, best solution have obtained, individual acceleration, 
social acceleration, new particle’s velocity, actual velocity, 
new position and actual position respectively and inertia weight 

 will be updated in the following manner: 

𝑤 = 𝑤𝑑𝑎𝑚𝑝 ∗ 𝑤 (3) 
 

Where: 𝑤𝑑𝑎𝑚𝑝 refers to damping ratio. 

Generally, ANFIS structure has five layers, which are known 
as fuzzification block, rule based system block, normalization 
layer, defuzzification block, and summation layer respectively. 

In this work, the parameters of ANFIS system are tuned via 
PSO. The main aim of PSO is to predict the optimized 
parameters. 

These optimal coefficients are utilized by I/O membership 

functions to reach the best ANFIS structure. The proposed best 

ANFIS steps are described in details in Fig. 3. Consequently, 

the performance of PSO trained ANFIS attained better than 

GA-ANFIS because of lower root mean square error and lesser 

error as shown in Fig. 2b. After executing PSO-ANFIS system 

error mean, error standard deviation and mean square error are 

computed and they have values of 0.2197, -0.00143 and 0.046 

respectively for all trained information (Figs. 2a, 2c) 
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Set parameters 

of FIS 

 

 
 

 
 

 

 

Figure 2: PSO trained ANFIS performance 

 

B. Control of direct grid integrated PV system 

The mathematical description of direct grid-PV system can be 

expressed as follows: 

𝐼𝑑𝑐1 = 𝑖𝑝𝑣 − 𝐼𝑑𝑐2 (4) 

𝐶
𝑑𝑉𝑝𝑣

𝑑𝑡
= 𝑖𝑝𝑣 − 𝑖𝑑𝑐2 

 

(5) 

𝑉𝑎𝑏𝑐 − 𝑒𝑎𝑏𝑐 = 𝑅1𝑖𝑎𝑏𝑐 + 𝐿1

𝑑𝑖𝑎𝑏𝑐

𝑑𝑡
 

 

(6) 

 

 

 

 

 

 

Figure 3: Flowchart of PSO trained ANFIS 

 

In order to transform abc frame into dq frame, (6) 

becomes : 

𝑉𝑞𝑑 − 𝑒𝑞𝑑 = 𝑅1𝑖𝑞𝑑 + 𝐿1

𝑑𝑖𝑞𝑑

𝑑𝑡
+ 𝐿1 [

−𝑤 𝑖𝑞

𝑤 𝑖𝑑

0

] 
 

(7) 

 

  

Figure 1: Single stage grid connected PV system powered AWPS 
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Separating (7) will give qd state space equation as  

  

𝐿1

𝑑𝑖𝑑

𝑑𝑡
= −𝑅1𝑖𝑑 + 𝑤 𝐿1𝑖𝑞 − 𝑒𝑑 + 𝑉𝑑 

 

(8) 

𝐿1

𝑑𝑖𝑞

𝑑𝑡
= −𝑅1𝑖𝑞 − 𝑤 𝐿1𝑖𝑑 − 𝑒𝑞 + 𝑉𝑞 

 

(9) 

Where: 𝑉𝑞,𝑑 refers to control variable of inverter. 

 

       In this part, we will present in details the design procedure of 

inner-outer loop controllers of direct grid-PV system. The inner 

loop refers to fractional order sliding mode control and the outer 

loop represents PI control. 

Using switching functions 𝑆𝑞𝑑 = 𝑃 𝑆𝑎𝑏𝑐  of inverter, (5) becomes 

as: 

  

𝐶 
𝑑𝑉𝑝𝑣

𝑑𝑡
= 𝐼𝑝𝑣 −

3

2
(𝑖𝑑𝑆𝑑 + 𝑖𝑞𝑆𝑞) 

 

(10) 

 𝑖𝑞𝑟𝑒𝑓  should be zero and (10) can be expressed as  

𝐶 
𝑑𝑉𝑝𝑣

𝑑𝑡
= 𝐼𝑝𝑣 −

3

2
𝑖𝑑𝑟𝑒𝑓𝑆𝑑 

 

(11) 

Intending to obtain 𝐼𝑑𝑟𝑒𝑓 , a fractional order sliding mode control 

is proposed. Now , let define error variable 𝑒 and sliding surface 

𝑠 as: 

𝑒 = 𝑉𝑝𝑣 − 𝑉𝑝𝑣𝑟𝑒𝑓  (12) 

𝑠 = 𝐶1𝑒 + 𝐶2𝐷𝑢−1
𝑑𝑒

𝑑𝑡
 

 

(13) 

To reach convergence, 
𝑑𝑠

𝑑𝑡
 should satisfy (14) as  

𝑑𝑠

𝑑𝑡
= −𝐾1𝑠𝑖𝑔𝑛(𝑠) − 𝐾2𝑠 = 𝑀(𝑠) 

(14) 

Where: 𝐷𝑢 is fractional order differentiator (Oustaloup 

filter),𝐶1,2 > 0 , 𝐾1,2 > 0, 0 < 𝑢 < 1. 

Differentiating (13) gives: 

𝑑𝑠

𝑑𝑡
= 𝐶1

𝑑𝑒

𝑑𝑡
+ 𝐶2𝐷𝑢−1

𝑑2𝑒

𝑑𝑡2
 

 

(15) 

After calculating
𝑑2𝑒

𝑑𝑡2, (15) can be expressed again as: 

𝑑𝑠

𝑑𝑡
= 𝐶1

𝑑𝑒

𝑑𝑡
+ 𝐶2𝐷𝑢−1(

3𝑆𝑑

2𝐶

𝑑𝐼𝑑𝑟𝑒𝑓

𝑑𝑡
−

𝑑𝑖𝑝𝑣

𝐶𝑑𝑡
) 

 

(16) 

Using (14), we get: 

𝐶1

𝑑𝑒

𝑑𝑡
+ 𝐶2𝐷𝑢−1 (

3𝑆𝑑

2𝐶

𝑑𝐼𝑑𝑟𝑒𝑓

𝑑𝑡
−

𝑑𝑖𝑝𝑣

𝐶𝑑𝑡
) = 𝑀(𝑠) 

 

(17) 

𝐼𝑟𝑒𝑓  can be expressed as: 

 𝐼𝑑𝑟𝑒𝑓 =
2𝐶

3𝐶2𝑆𝑑
∫ [

𝐶

𝐶2

𝑑𝑖𝑝𝑣

𝑑𝑡
+ 𝐷1−𝑢(𝑀(𝑠) − 𝐶1

𝑑𝑒

𝑑𝑡
)] 𝑑𝑡

𝑡

0
         (18) 

To analyze the stability of grid connected PV system, we can try 

laypunov stability theorem as verification tool. Let define the 

candidate as:  

𝑉(𝑠) =
1

2
 𝑠2 

 

(19) 

Making the derivative of V gives  
𝑑𝑉

𝑑𝑡
= 𝑠 

𝑑𝑠

𝑑𝑡
= 𝑠 𝑀(𝑠) = −𝐾1|𝑠| − 𝐾2𝑠2 < 0 

 

(20) 

Based on (20), the system is asymptotically stable. 

       For qd current loop, a simple discrete PI controller is used for 

controlling both 𝐼𝑞 , 𝐼𝑑 and generating the appropriate 𝑉𝑞𝑑.  

A. Arc welding machine control 

 
                       Figure 4: control paradigm of AWPS  

Arc welding power supply is power electronic device known as 

phase shift full bridge center-tapped converter. It is used in order  

to step down the voltage from three phase rectifier to the desired  

arc voltage during the normal operation. Moreover, the arc current  

should also be regulated to ensure a good processing of AWPS as  

depicted in Fig. 4. 

In order to obtain 𝐶0 and 𝐿0 values, (21) and (22) are required: 

𝐿0 =
𝑉0(0.5 − 𝐷)

𝑓𝑤𝜕𝐼𝐿0

  ∀ 𝐷 =
𝑉0𝑁1

2𝑉𝑖𝑛𝑁2

 
 

(21) 

𝐶0 =
𝑉0(1 − 2𝐷)

32𝑓𝑤
2𝐿0𝜕𝑉0

 
 

(22) 

Where: D refers to duty cycle of AWPS, 
𝑁1

𝑁2
 is ratio of transformer, 

𝑓𝑤 represents the switching frequency (𝑓𝑤 = 50 𝐾𝐻𝑍), 𝜕𝐼𝐿0(5%),   
𝜕𝑉0 are output ripple current and voltage respectively. The values 

 of 𝐶0, 𝐿0 are set 4uF and 8uH.  

The proposed control paradigm is based on two controllers: 

(i) a sliding mode controller for regulating the arc welding voltage.  

(ii) a PI controller for tuning and limiting arc current of AWPS.  

Starting with SMC loop, the proposed sliding surface can be written  

as :  

𝑆𝑤 = 𝑉𝑤𝑟𝑒𝑓 − 𝑉𝑤 + 𝐾3 ∫ (𝑉𝑤𝑟𝑒𝑓 − 𝑉𝑤)𝑑𝑡
𝑡

0

 
 

(23) 

  

     The control law of SMC (𝐼𝑟𝑒𝑓) is suggested as follows:  

𝐼𝑟𝑒𝑓 = 𝑉𝑤𝑟𝑒𝑓 − 𝑉𝑤 + 𝐾4𝑠𝑖𝑔𝑛(𝑆𝑤) (24) 

For the current loop, the output of PI controller for 𝐾𝑡ℎ sampling  

time can be expressed as: 
𝑂𝑝𝑖(𝐾) − 𝑂𝑝𝑖(𝐾 − 1)

= 𝐾5(𝑒𝐼(𝑘) − 𝑒𝐼(𝐾 − 1)) + 𝐾6𝑒𝐼(𝐾) 

(25) 

Where: 𝑒𝐼(𝑘) = 𝐼𝑟𝑒𝑓(𝑘) − 𝐼(𝑘) 

 

IV. SIMULATION RESULTS 

The proposed application has been tested via 
MATLAB/SIMULINK. The proposed MPPT controller is 
compared with well known perturb and observe MPPT method 
under various irradiation levels as shown in Fig. 5. Secondly, 
intending to verify the performance of fractional order sliding 
mode control, we present the grid system response. Finally, we 
present the responses of AWPS under SMC/PI controller and 
compare the results with traditional PI/hysteresis control. 
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A. Photovoltaic system performance 

Figs. 6,7 and 8 present generated reference voltage from 

MPPT algorithm, output PV voltage and output PV power 

respectively. 
 

Figure 5: irradiation level 

 

 

 
 

Figure 8: Photovoltaic power 

Based on various irradiation variations, the suggested PSO 

trained ANFIS demonstrated a better control performance than 

P&O, where PSO-ANFIS finds the MPP points in 0.01 s 

whereas P&O takes 0.15 s as shown in Fig. 8. In addition, PSO-

ANFIS shows a good response in term of accuracy and rippling 

compared to P&O as depicted in Figs. 6, 7. 

B. Grid system performance 

In order to verify the robustness of FOSMC-PI controller 

under different irradiance conditions. We need to show some 

different control signals and power quality indices of inverter 

and utility grid. As it can be observed from Fig. 9, q-axis 

current has been successfully forced to zero. The proposed 

controller FO-SMC has steady state error of 0.01 which is 

lesser than the value of PI controller (0.05). For d-axis 

current, the measured d-axis current has tracked the 

generated𝐼𝑑𝑟𝑒𝑓   from FO-SMC. The proposed robust controller 

reduced overshoot, undershoot, oscillation and enhanced the 

speed of convergence compared to simple PI control as 

depicted in Figs. 10, 11. As we can see from Fig. 12 the power 

of PV cell is perfectly transferred into utility grid without any 

loss and distortion. Moreover, the total harmonic distortion of 

grid current has been perfectly reduced into 1.29% because of 

the single stage grid-PV topology and fractional order sliding 

mode control strategy as depicted in Fig. 13. 

 
 

 
 

 

 
                                   Figure 11: measured d-axis current 

 

 

Figure 12: Grid power 

Figure 9: q-axis current 

Figure 6: the generated reference voltage from MPPT method 

Figure 7: photovoltaic voltage 

Figure 10: d-axis reference current 
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Figure 13: Total harmonic distortion of grid current 

 

C. Arc welding performance 

The system described in Fig. 4 is tested during a rated load 
via a cascaded sliding mode and PI controllers. A 20 V 
reference voltage is applied to ensure a high arc current that is 
required in welding process. The obtained simulation results are 
depicted in Figs. 14 and 15. he dynamic characteristic of AWPS 
has been improved, where the output voltage and current are 
controlled to follow the desired values. The settling time of the 
proposed control paradigm is 0.02 s whereas the PI+ hysteresis 
controller takes 0.5 s to reach the reference amount as depicted 
in Figs. 22, 23. 

 

 

                                    Figure 22: arc welding output voltage 

 

                              Figure 23: arc welding output current 

 
V. CONCLUSION 

In order to reduce the control complexity of double stage 
grid topology, we have proposed new controller based on 
intelligent and robust strategies of direct grid integrated PV 
system powered arc welding power supply. The MPPT 
algorithm has achieved using PSO trained ANFIS. This MPPT 
seeker follows maximum voltage point efficiently under various 
irradiation levels. Furthermore, the proposed FO- SMC/PI is 
used for regulating current/voltage of inverter-grid system, 
ensuring the robustness under parametric changes and providing 
a satisfactory dynamic performance. The obtained simulation 
results show preferable dynamic performance compared to 
traditional control strategy in term of efficiency, response time 
and robustness. Moreover, all the power quality indices of the 
proposed application meet international standards like IEEE 
519 and EN 61000.   

                        APPENDIX 
 

A. FO-SMC control design: 𝑢 = 0.1, 𝐶1 = 100, 𝐶2 = 1,   
𝐾1 = 110, 𝐾2 = 180. 

B. Arc welding control design 

- SMC: 𝐾3 = 33.3, 𝐾4 = 100. 
- PI:𝐾5 = 2.33,  𝐾6 = 0.006. 
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Abstract—The work presented in this paper presents the 

design of an integrated flyback DC-DC micro-converter 

operating at high frequencies.  The flyback converter consists 

of only one transformer. The integrated micro-transformer 

in the flyback micro-converter is composed of two planar 

stacked coils with spiral octagonal geometry. Basing on 

Mohan’s method, the geometrical parameters are evaluated. 

The different parasitic effects created in the stacked layers 

are grouped perfectly in the equivalent electrical circuit. To 

validate the electrical model, the simulation of the flyback 

micro-converter containing the equivalent electrical circuit of 

the micro-transformer is established, using Psim 9.0 

software.  

Keywords:Flyback Micro-Converter; Integration; Micro-

Transformer; Monolithic; Planar  

I. INTRODUCTION 

The objective of the integration of passive 

components is to make the converter fully integrated and 

stand-alone. The majority of surface is occupied by 

discrete passive components. To overcome this problem, 

the integrated components were introduced [1-2]. Planar 

micro-transformers are currently extensively used in 

integrated circuits in many systems for several RF 

applications [3-4]. The integration allows to compact the 

small size components with better efficiency and low 

fabrication costs [5-6]. The easier technique for reducing 

sizes is to increase the operating frequency. Increasing the 

frequency has an impact for inductive components as the 

inductance, the size and the current. At high frequencies, 

inductive components can have a smaller size and hence 

smaller inductance [7-8]. The aim of our work is the 

design of a DC-DC micro-converter containing an 

octagonal planar spiral micro-transformer. The micro-

converter is operating for low powers and high 

frequencies. The dimensioning of different geometric and 

electric parameters is required to integrate the micro-

transformer in the micro-converter [9-10]. The simulations 

of the global integrated structure of DC-DC flyback micro-

converter validate the studies. 

II. FLYBACK MICRO-CONVERTER PRESENTATION 

The converter is the main step of the design and 

dimensioning of passive components. We have opted for a 

flyback DC-DC converter (Fig.1) for it contains just one 

transformer. The Flyback operation is based on the energy 

transfer from primary to secondary through a transformer 

[3]. 

 

Fig.1. Electrical circuit of DC-DC flyback converter with planar 

monolithic micro-transformer 

Our target is to integrate completely the converter 

and to reduce its sizes. From the main parameters of the 

DC-DC flyback micro-converter (Input voltage Vin=12V, 

Output voltage Vout =5V, Duty cycle α=0.5, Output power 

Pout=5W, Operating frequency f =1GHz), we calculate the 

primary and secondary inductances (Lp, Ls) of the micro-

transformer and their turn ratio m (1-3) [2]. 

Lp =
Vin

2 .α2

2.f.Pout
                                       (1) 

m =
α

1−α
.

Vout

Vin
                                     (2) 

Ls = m2. Lp      (3) 

In this work, the integrated micro-transformer is composed 

of two octagonal spiral stacked planar coils (Fig.2.a). The 

octagonal micro-transformer is defined by geometrical 

parameters. The outer diameter is equal to 500 µm, the 

angles are equivalent to multiples of 45 degrees. The coils 

are in copper stacked on dielectric layer of silicon nitride 

Si3N4, magnetic layer of ferrite NiFe and substrate layer of 

silicon Si. When the micro-transformer operates at 1 GHz 

of frequency, the coupling capacitances are created in 

parallel with inductances and in different layers. The 

349



  The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                University of Bejaia 

 

2 
 

equivalent electrical circuit of the micro-transformer 

displays the different parasitic effects created in the 

different layers at high frequencies (Fig.2.b). 

 

Fig.2. (a) Integrated octagonal spiral planar micro-transformer model, (b) 

Equivalent electrical circuit [4][10] 

We find in literature several expressions that allow us to 

calculate the turn’s number of micro-coils according to the 

inductance, we opted for Mohan’s method [9] (4-5). 

np = √
2⋅Lp

μ0⋅davg⋅C1⋅{ln(
C2
ρ

)+C3⋅ρ+C4⋅ρ2}
        (4) 

ns = √
2⋅Ls

μ0⋅davg⋅C1⋅{ln(
C2
ρ

)+C3⋅ρ+C4⋅ρ2}
                     (5) 

davg =
dout+din

2
                    (6) 

ρ =
dout−din

dout+din
                       (7) 

The coefficients C1, C2, C3 and C4 are defined for our 

octagonal geometry as C1= 1.07, C2= 2.29, C3= 0, C4= 

0.19. davg is the average diameter and ρ is the form factor. 

Primary and secondary total length ltp, lts, spacing sp, ss 

and width wp, ws are related to the inner and the outer 

diameter (8-11); 

ltp = np ⋅ davg ⋅ N ⋅ tan
π

N
           (8) 

              lts = ns ⋅ davg ⋅ N ⋅ tan
π

N
         (9) 

N is the number of sides which is 8 in our case. 

2 ⋅ np ⋅ wp + 2 ⋅ (np − 1) ⋅ sp = dout − din             (10) 

2 ⋅ ns ⋅ ws + 2 ⋅ (ns − 1) ⋅ ss = dout − din              (11) 

The magnetic core volume (12) is related to the total 

magnetic stored energy Wt (13) and the maximum energy 

volume density Wvmax (14). Therefore, 0.050 mm3 of 

ferrite NiFe is necessary to store 1.2 nJ of energy.  

 V =
W

Wvmax
= 5.025 10−11m3                  (12) 

Wt =
1

2
⋅ Ls ⋅ iout

2 = 1.2 10−9J           (13) 

Wvmax =
Bmax

2

2⋅μNiFe
= 23.88 J/m3                (14) 

Maximal saturation induction Bmax= 0.3 T 

The electrical parameters of the equivalent electrical 

circuit, primary and secondary magnetic resistance Rmagp, 

Rmags, substrate resistance Rsubp, Rsubs, oxide capacitance 

Coxp, Coxs, substrate capacitance Csubp, Csubs, spacing 

capacitance Csp, Css, coupling capacitance CKp, CKs, serial 

resistance Rsp, Rss, are calculated as follows [6-8]. 

Rmagp = 2 ⋅ ρNiFe ⋅
eNiFe

wp.ltp
       Rmags = 2 ⋅ ρNiFe ⋅

eNiFe

ws.lts
 (15) 

Ferrite resistivity ρNiFe= 103 Ω.m 

Rsubp = 2 ⋅ ρSi ⋅
eSi

wp⋅ltp
        Rsubs = 2 ⋅ ρSi ⋅

eSi

ws⋅lts
  (16) 

Silicon resistivity ρSi= 18.5 Ω.m 

Coxp =
1

2
⋅ εSi3N4

⋅
wp⋅ltp

tgap
          Coxp =

1

2
⋅ εSi3N4

⋅
ws⋅lts

tgap
  (17) 

tgap is the spacing between primary and secondary coils, 

relative permittivity  of Si3N4 equals to 6. 

Csubp =
1

2
⋅ εSi ⋅

wp⋅ltp

esi
          Csubs =

1

2
⋅ εSi ⋅

ws⋅lts

esi
         (18) 

Relative permittivity of silicon is 11.8 

 Csp = εSi3N4 ⋅ ⌊
t

δ
+ 0.15

t

δ
+ 2.8 (

sp

δ
)

0.222

⌋ ⋅ ltp   

 Css = εSi3N4 ⋅ ⌊
t

δ
+ 0.15

t

δ
+ 2.8 (

ss

δ
)

0.222

⌋ ⋅ lts  (19) 

Ckp = εSi3N4 ⋅ ⌊
wp

δ
+ 0.15

wp

δ
+ 2.8 (

tgap

δ
)

0.222

⌋ ⋅ ltp        

 Cks = εSi3N4 ⋅ ⌊
ws

δ
+ 0.15

ws

δ
+ 2.8 (

tgap

δ
)

0.222

⌋ ⋅ lts (20) 

Rsp = ρcu ⋅
ltp

wp∙𝑡
      Rss = ρcu ⋅

lts

ws⋅𝑡
              (21) 

Copper resistivity ρCu = 1.7 10−8 Ω⋅m and t is the coil 

thickness. 
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III. INTEGRATED MICRO-TRANSFORMER 

CHARACTERIZATION 

Scattering parameters characterize the electrical behaviour 

of the integrated planar micro-transformer. From the 

electrical model (Fig.2.b), we obtain the S-parameters’ 

matrix and also the Z-parameters [12-14]. S11 and S22 

represent the reflection coefficients of the primary and 

secondary coils of micro-transformer. They are directly 

related to the impedance. S12 and S21 represent the 

transmission coefficients, they are commonly called gain or 

attenuation. The simulation was performed in the range of 

frequency between 100 MHz and 10 GHz. 

 

Fig.3. Scattering parameters S11, S22 and S21 of on-chip micro-transformer 

As shown in Fig.3, the S-parameters are represented 

in Smith chart. The curves of S11 and S22 display an 

inductance characterization. S11 shows a nearly short circuit 

at low frequencies (100 MHz). Therefore, S22 shows a very 

low impedance over the whole frequency range. The 

micro-transformer have a self-resonance frequency of 

about 2.3 GHz. 

Fig.4 shows the real part and the imaginary part of S11 and 

S22 of the impedance as a function of frequency. The real 

part represents the resistance, the imaginary part represents 

the reactance. The self-resonance frequency is at 2.3 GHz. 

In that frequency the micro-transformer windings become 

purely resistive. Before the resonance frequency, the 

windings have an inductive behaviour and beyond it, the 

behaviour becomes capacitive.  

 

Fig.4. Impedance of on-chip micro-transformer versus frequency 

The coupling factor k, given by (22) [4], is shown on Fig.5 

versus frequency. A k-factor of the micro-transformer is 

equal to 0.9 at the operating frequency 1GHz. 

k = √
Imag(Z12).Imag(Z21)

Imag(Z11).Imag(Z22)
                         (22) 

 

Fig.5. Coupling factor k versus frequency  

The quality factor expresses losses in the micro-

transformer, it is analysed using (23) [6][8], 

Qp =
Im(Z11)

Re(Z11)
            Qs =

Im(Z22)

Re(Z22)
                  (23) 

 

Fig.6. Quality factor versus frequency with different outer diameters 
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Fig.6 illustrates the measurement results with different 

outer diameters. We observe that the quality factor 

increases when the outer diameter decreases. The 

maximum values of the quality factors remain unchanged 

before the partial operating frequency. Thus, the Q factor 

is superior for the smaller micro-transformer when the 

frequency increases. 

 

Fig.7. Quality factor over frequency with different width traces 

Fig.7 illustrates the measurement results with different 

width. We observe that the Q factor is smaller when the 

traces are thinner. For lower frequencies the 60μm wide 

micro-transformer has a better Q-factor and the resonance 

frequency is close to the operating frequency, however the 

quality factor of the 40μm wide micro-transformer 

presents an important resonance frequency. The increase 

of the Q-factor for thin width traces is compensated by a 

reduction on the equivalent capacitance, which is related 

to the surface occupied by the micro-transformer. 

IV. MICRO-TRANSFORMER MODEL VALIDATION 

 

Fig.8. DC-DC flyback micro-converter with the integrated micro-

transformer 

In this section, we accomplish the simulation on DC-

DC flyback micro-converter to check the integrated micro-

transformer operation. Fig.8 shows the DC-DC flyback 

micro-converter containing the integrated micro-

transformer equivalent electrical circuit. To complete the 

simulations, we need to calculate the load resistance R, 

load capacitance C and the magnetizing inductance Lm 

(24-26) 

R =
Vout

iout
                       (24) 

C =
Vin

32∙L ⋅ΔVout⋅f2                            (25) 

Lm = np
2 ∙

µNiFe⋅dout
2

2⋅eNiFe
                (26) 

After simulation on TINA software 9.0, the different 

curves are represented; the output voltage and current 

(Vout, Iout) (Fig.9), the transistor and diode voltages (VT, 

VD) and currents (IT, ID) (Fig.10), primary and secondary 

voltages (V1, V2) and currents (I1, I2) (Fig.11). 

 

Fig.9. Output voltage and current of flyback micro-converter 

with the integrated micro-transformer 

 

Fig. 10. Voltage and current of both transistor and diode of 

flyback micro-converter with the integrated micro-transformer 
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Fig. 11. Voltage and current of both primary and secondary 

coils of integrated micro-transformer in flyback micro-converter   

The obtained simulation results show that the 
output voltage Vout achieved is 4.25 V and the output 
current Iout is 0.85 A. The values are close to the main 

parameters (Vout = 5 V and Iout = 1A) of the DC-DC flyback 

micro-converter. This deline is due to the magnetic core 

losses in ferrite layers, the Joule losses in conductor coils, 

the capacitive losses between coils and also to the voltage 

drop across the transistor and diode. The primary coil V1 

acheives 12 V and the secondary V2 is about 5 V. When 

the transistor is closed, the primary is directly connected to 

the input voltage source and the primary current increases 

storing energy in the magnetic layer of micro-transformer. 

When the transistor is opened, the diode become forward 

and the secondary allows the current to flow from the 

micro-transformer. The results confirm that micro-
converter operates correctly and the dimensioning of 
the micro-transformer is well done. 

Efficiency ƞ calculated by (27) represents the ratio of 

the output and input power of the micro-converter [17-18]. 

In Fig.12, we notice that the output power 5 W of the DC-

DC flyback micro-converter, containing the integrated 

micro-transformer, corresponds to an efficiency of 76.5%. 

Therefore, the micro-transformer dimensioning results are 

compatible with the integration in electronics and they are 

in accordance with the literature [11][15]. 

η =
(Vout⋅Iout ) - (Rseq∙Iout

2 ) - (Vin
2 Rseq⁄ )

Vout⋅Iout 
               (27) 

 

Fig.12. Flyback DC-DC micro-converter efficiency versus output 

power 

To fully integrate the flyback micro-converter, we can 

consider the micro-transformer coupling capacitance as the 

load capacitance of the micro-converter (Fig.13). The 

capacitor is located between metal spiral layers. It is 

considered as an integrated MIM (Metal-Insulator-Metal) 

capacitor. We compared between putting the dielectric 

material or the air between the coils of the micro-

transformer. The capacitance is given by (28).  

Cgap = ε0 ∙ εr ∙
dout

2

tgap

            (28) 

The integration of the micro-transformer with the load 

capacitance of the micro-converter leads to create an 

integrated component called LCT (Inductor-Capacitance-

Transformer). The inductor in this case is created from the 

leakage inductance [16-19]. 

  

(a)   (b) 

Fig. 13. (a) Micro-transformer coupling capacitance as load 

capacitance of the micro-converter, (b) Equivalent circuit  
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Fig. 14. Capacitance between the coils of the micro-transformer 

versus frequency 

Fig.14 shows that the increase of the frequency 

permits to decrease the capacitance. Adding dielectric 

material allows to increase the capacitance.  

V. CONCLUSION 

This paper presents the design of a Flyback DC-DC 

micro-converter containing an integrated spiral planar 

octagonal micro-transformer. The first considered 

parameter was the shape of the coils. Octagonal spiral 

planar is the geometry of the stacked micro-transformer. 

This work is planned for the application requiring a 

conversion of energy of low power and high frequency. 

We have fulfilled the geometric dimensioning using the 

Mohan’s method, which is used for planar polygonal 

shapes. We have extracted the different electric parameters 

of the equivalent electrical circuit, which determines the 

parasitic effects created in stacked layers and generated at 

high frequency. The Q factor is an important characteristic 

for the coils behavior, it present the energy dissipation. To 

validate our study, we have integrated the electrical circuit 

of the micro-transformer into a flyback micro-converter to 

test the good operation of the component. We conclude 

that the simulation results are in accordance with the 

literature and compatible with the integration in 

electronics. 
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Abstract—The research of this paper concerns the study of 

an integrated square on-chip inductor in a DC-DC Buck 

converter connected to a photovoltaic module. The topology 

of the inductor is chosen for its ability to provide improved 

performance and high inductance value. The paper presents 

the integrated inductor geometrical and electrical 

dimensioning. The equivalent electrical circuit of on-chip 

inductor with different added layers is described. The finite 

elements method is used to illustrate the current density and 

temperature distribution in the on-chip spiral inductor. The 

simulation of the DC-DC Buck converter with PV panel is 

validated using the integrated inductor to show its 

performances. The study combines theoretical analysis, 

modeling and simulation techniques to evaluate the 

performance and effectiveness of the square on-chip 

inductor topology. The results obtained provide valuable 

insights into the design and operation of the integrated 

inductor based PV system. 

Keywords: DC-DC Buck Converter; Inductor; Integration; 

On-Chip; PV 

I. Introduction 

Solar energy is an important renewable energy 

source that is environmentally friendly and its applications 

in photovoltaic (PV) systems are increasing [1-2]. The 

electric power generated by a photovoltaic system is 

influenced by solar radiation and temperature variations 

[3-4]. The maximum power produced by photovoltaic 

(PV) module is delivered to the load by adjusting the 

voltage through a DC-DC converter [5]. DC-DC 

converters play a crucial role in these systems by 

simplifying the conversion and distribution of power [6-

7]. This miniaturization of converters has pushed towards 

developing distributed architectures and embedded 

systems for on-chip systems containing several 

components [8-9]. Therefore, the integration of the 

passive components of these converters becomes an 

inevitable solution in order to reduce sizes and cost [10-

11]. On-chip integrated planar inductors remove several 

inconveniences, at recent years [12-13]. The aim of this 

paper is to address the challenges in PV systems 

containing a DC-DC converter with an integrated on-chip 

inductor. We propose a comprehensive study on the 

topology of the square spiral planar inductor integrated in 

a DC-DC Buck converter, which offers improved 

performance and a high inductance value. The model 

presented in this study includes geometric and electric 

characteristics to develop analytical equations for the 

inductor topology. Besides, we focus on implementing a 

PV system for the DC-DC converter, which integrates the 

proposed square inductor. This control strategy aims to 

operate the PV panel at its maximum power point, 

optimizing the overall energy conversion efficiency of the 

system.  The performance of the integrated on-chip 

inductor in the converter is validated using specialized 

software. The simulations allow us to evaluate the 

effectiveness and efficiency of the designed integrated 

inductor in the DC-DC Buck converter and its application 

in photovoltaic systems. 

 

II. Methodology and Modelling of  

DC-DC Buck Converter 

The DC-DC Buck converter can decrease the input 

voltage (Fig.1). It is frequently used in photovoltaic 

applications due to its high efficiency and easy 

implementation. In order to enhance the efficiency of PV 

systems, DC-DC converters are employed between the 

solar panels and the loads [6]. These converters enable the 

adaptation of input resistance to the output resistor, thus 

optimizing power transfer. The block diagram of a typical 

photovoltaic system is illustrated in Fig.2.  
 

 

Fig.1. Conventional DC-DC Buck Converter  

 

 

Fig.2. Block diagram of Photovoltaic system 
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Fig.3. PV panel integrated with DC–DC Buck converter 

 

As shown in Fig.3, DC-DC Buck converter consists of PV 

voltage source, inductor L, capacitor C, load resistor R 

and also both transistor and diode operating as switches.  

 

The objective of this study is to reduce the size of the 

converter and preserve its performances. The mainly 

problem is to reduce the size of the inductor. The 

dimensions of the on-chip inductor to be integrated in the 

DC-DC Buck converter will be determined by the 

characteristics indicated in Table 1. 

Table 1. Converter specifications 

Input voltage Vin 

Output voltage Vout 

Output power Pout  

Operating frequency f 

5 V 

2.5 V   

1 W 

500 kHz 

 

The global model of a PV cell includes a diode connected 

in parallel with a current source, in addition to series and 

parallel resistances (Fig.4) [3]. The technical 

characteristics of the PV panel are determined in Table 2. 

 

Fig.4. Equivalent circuit of PV cell 

Table 2. PV panel technical characteristics  

Maximum working voltage 

Maximum current  

Maximum power 

Minimum working voltage 

Maximum power tolerance 

Working temperature 

12 V 

0,5 A 

3 W  

1 V 

15% 

-45°C to +85 °C 

 

The average output current is given by (1).  

Iout =
Pout

Vout
                                                                          (1) 

The peak amplitude of the current flowing through the 

inductor is given by (2).  

(∆IL) = ILmax − ILmin =
Vin

4∙L∙f
                                               (2) 

The relation between the current supplied by the cell IPV 

and the voltage across the cell VPV is given by (3) [2].  

IPV = Icc − Isat [exp (
q∙VPV

n∙K∙Tc
+ I ∙ Rseries) − 1]                   (3) 

Isat: junction saturation current 

K: Boltzmann constant 

Tc: cell temperature 

q : electron charge 

n: non-ideality factor of the junction 

 

III. Dimensioning of the integrated on-chip inductor 

The integrated planar inductor consists of a square spiral 

coil in copper (Cu). The planar spiral coil is superimposed 

on NiZn ferrite layer and isolated from there by SiO2 

silicon dioxide layer. All these different layers with 

different materials are superimposed on silicon layer (Si), 

which serves as a substrate (Fig.5).  

 

(a) 

  
(b) 

Fig.5. (a) Square on-chip inductor 3D view, (b) Mesh  
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The required NiZn ferrite volume for the energy storage is 

given by (4). 

Vindu =
Windu

Wvmax
                                                       (4) 

Windu and Wvmax represent the total magnetic stored energy 

(5) and the maximum volume density of energy (6) [12]. 

Windu =
1

2
⋅ L ⋅ Iout

2                        (5) 

Wvmax =
Bmax

2

2⋅µ0⋅µrNiZn
                                      (6) 

Bmax= 0.3 T   

μrNiZn= 1500  

Therefore, 9.8125 mm3 of NiZn is necessary to store 1 μJ 

of energy in the inductor. 

The integrated square planar spiral inductor is 

characterized by geometrical parameters (Table 3), the 

angles are limited to multiples of 45 degrees. 

Table 3. Geometrical parameter values 

Geometrical parameters Values 

Outer diameter dout  

Inner diameter din  

Turns number n 

Coil thickness t  

Coil width w   

Coil total length lt 

Coil spacing s 

3 mm 

1.2 mm 

2 

34 μm 

25 μm 

9 mm 

2.17 μm 

The equivalent electrical circuit extracted from Fig.5 

determines the electrical behavior of the integrated planar 

inductor. Different structures have been proposed for the 

integrated inductors, however the most successful design 

is illustrated in Fig.6, which has been widely studied [12-

14].  The circuit contains different electrical parameters 

that define each material layer. They are calculated by (7-

13) and the different values are grouped in Table 5. 

 
Fig.6. Lumped elements equivalent electrical circuit 

 The inductance value is calculated using Wheeler 

method (7) [10]. 

L = k1 ⋅ µ0 ⋅
n2⋅(

dout+din
2

)

1+k2⋅(
dout−din
dout+din

)
                                (7) 

k1 and k2 represent the coefficients used in Wheeler expression 

for different coil topologies   

Table 4. k1 and k2 coefficients values  

Form k1 k2 

Square 

Hexagonal 

Octagonal 

2.34 

2.33 

2.25 

2.75 

3.82 

3.55 

Rs = ρcu ⋅
lt

w⋅t
                                             (8) 

Rmag = 2 ⋅ ρNiZn  ⋅
tmag

w⋅lt
                                             (9) 

Rsub = 2 ⋅ ρSi  ⋅
tSub

w⋅lt
                                                     (10) 

Csub =
1

2
⋅ ε0 ⋅ εrSi ⋅

w⋅lt

tsub
                    (11) 

Cox =
1

2
⋅ ε0εrSiO2 ⋅

w⋅lt

tox
                                          (12) 

Cs =
1

2
⋅ ε0εrair ⋅

t⋅lt

s
                                            (13) 

Where, tmag is the ferrite thickness, tsub is the substrate 

thickness and tox is the oxide layer thickness. 

ρNiZn  =  1000 Ω ⋅ m 

ρCu  = 1.7 ⋅ 10−8 Ω⋅m   

ρSi = 18.5 Ω⋅m 

εrSi = 11.8 

Table 5. Electrical parameters values 

Electrical parameters Values  

Inductance L 

Serial resistance Rs 

Magnetic resistance Rmag  

Substrate resistance Rsub 

Substrate capacitance Csub 

Oxide capacitance Cox 

Coil capacitance Cs 

3.125 μH 

0.75 Ω   

2.8 MΩ 

2.86 Ω 

17.43 pF 

11.149 Pf 

0.338 pF 
 

 
(a) 

 

357



The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023           university of Bejaia 

 
 

 
(b) 

 

(c)   

 
(d) 

 

 Fig.7. (a) Temperature gradient, (b) Total heat flow (c) 

Enthalpy, (d) Temperature  

 

(a) 

 

(b) 

Fig.8. (a) temperature distribution in the inductor for different 

widths, (b) Maximum temperature versus width 

Simulation was done by finite element method software to 

observe temperature gradient, total heat flow, enthalpy 

and temperature distribution in the inductor at the 

operating frequency of 500 kHz (Fig.7). Besides, the 

impact of the width on temperature. 

IV. Simulation of DC-DC Buck Converter for 

Photovoltaic Applications  

The PV panel allows to convert the thermal energy into 

electricity. Fig.9 shows the circuit diagram of the DC-DC 

Buck converter containing the PV panel and the 

equivalent electrical circuit of the integrated on-chip 

inductor. This structure allows the efficient conversion of 

the output variable from the photovoltaic cell to a chosen 

output voltage and current level. 
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Fig.9. Photovoltaic system using DC-DC Buck converter with 

integrated on-chip inductor 

 

Simulated results of the DC-DC Buck converter at a 

switching frequency of 500 kHz are presented in Fig.10. 

We notice that the maximum photovoltaic current 

achieves 0.8 A and the power is about 2.9 Watt for a 

voltage of 3 V. These results show that the integrated on-

chip planar inductor works well. Hence, we can confirm 

that the geometrical and electrical dimensions are well 

defined. 

 

(a) 

 

(b) 

Fig. 10. (a) I-V and (b) P-V Characteristics of Solar Cell 

V. Conclusion 

In this paper, we have presented the dimensioning, the 

modeling and the simulation of the square on-chip planar 

inductor integrated in DC-DC Buck converter using for 

PV system. Simulations were established to evaluate the 

photovoltaic panel behaviour. The simulations were 

conducted under a temperature of 25°C and constant 

irradiation of 1 kW/m². We have extracted geometrical 

and electrical parameters of the integrated square planar 

inductor basing on the specifications of DC-DC Buck 

converter. By using a software simulation, we have 

extracted converter output current and power waveforms. 

The results obtained in this work serve as a valuable 

reference for the inductor integration into photovoltaic 

applications. The square on-chip planar inductor was 

found appropriate for operating the DC-DC Buck 

converter combined with photovoltaic generator. We 

conclude that the results of dimensioning in this work are 

interesting indeed.  
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 Abstract—The work presented in this paper 

concerns the modeling of an octagonal microtransformer 

integrated in Flyback converter. The microtransformer 

is composed of two spiral planar stacked coils. An 

optimal geometry of the planar coils are the important 

difference regarding the microtransformer topologies for 

high frequencies. In this work, a comparison was first 

restricted to a square and an octagonal geometry of coils. 

Then, a study on the microtransformer topology was 

presented regarding to a spiral coils. Besides, the 

modeling through electromagnetic and thermal 

simulations was carried out. Furthermore, a validation of 

the equivalent electrical model was validated.  

Keywords--Converter; Integration; Microtransformer; 

Planar; RF 

I. INTRODUCTION 

Power electronics has never stopped to advance, since 

its appearance. This discipline exists in the majority of 

electrical systems. Passive energy storage elements are 

widely used in RF ICs circuits and one of the important 

passive components is the transformer. Before, it was 

realized as discrete components. However increasing 

demands on the RF applications, the integrated transformers 

appear. The integration allows a realization of compact high 

frequency circuits with a high level of integrity along with 

low production costs [1-3].The use of transformers is tricky 

because their modeling and optimization is difficult. 

Integrated transformers are used for impedance matching, 

differential conversion, voltage-controlled oscillators, low 

noise amplifiers, power amplifier and mixers [4-5]. Several 

works have made it possible to evaluate the different layout 

of transformers, but few of them have presented a simple 

model that allows rapid optimization of transformers [6-7].  

II. PRESENTATION OF FLYBACK CONVERTER 

Flyback converter is composed of one transformer and 

few active and passive components (Fig.1). The principle of 

the Flyback operation is based on the energy transfer from 

primary to secondary through a transformer. 

 

Fig.1. Schematic diagram of Flyback converter 

 The study in this paper is oriented towards the 

integration of a planar microtransformer in Flyback 

converter. The microtransformer is composed of two 

coupled spiral planar coils superimposed on different layers 

of the different materials (Fig.2). 

 

Fig.2. Cross section of the integrated planar spiral 

microtransformer 

 It is important, thus, to present the π equivalent 

electrical model which demonstrates the electrical behavior 

of the integrated microtransformer for an operating 

frequency of 1GHz (Fig.3). The circuit contains different 

electrical parameters that define each layer. The coil is 

represented by the self-inductances Lp and Ls of the line in 

series with the series resistances Rp and Rs and both in 
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parallel with series capacitances Csp and Css. Oxide 

capacitances Coxp and Coxs of the dielectric layers. Magnetic 

resistances modeling magnetic losses Rmagp and Rmags. 

Coupling capacitance between the top and bottom coils of 

the microtransformer Ck. Substrate resistances Rsubp, Rsubs 

and capacitances Csubp, Csubs [8-10]. 

 

Fig.3. π equivalent electrical circuit of the microtransformer [8] 

 

III. COMPARISON OF GEOMETRICAL SHAPES 

 The coil’s shape, as circular and polygonal, is an 

important feature regarding the transformer topologies. In 

this work, comparison was hence restricted to a square 

(Fig.4.a) and an octagonal planar microtransformer (Fig.4.b) 

the angles are limited to multiples of 45 degrees. We have 

opted for an outer diameter of 500 μm and a width of 50 μm. 

Those two transformers present the same diameter and the 

same width. 

  

(a)    (b) 

Fig.4. Square (a) and octagonal (a) planar spiral microtransformer 

Primary and secondary inductances are determined by 

the Z-parameters (Equation 1) [7][12]. The measurement 

results for square and octagonal microtransformers are 

shown in Fig.5.  

Lp =
Im(Z11)

ω
            Ls =

Im(Z22)

ω
                  (1) 

The two microtransformers present the same spiral 

width and the same diameter. It is noticed in Fig.5 that for 

the same diameter, square coils present a higher inductance 

value. This difference is due to the greater total length that 

the square device presents.  

Primary and secondary quality factor are determined by 

the Z-parameters (Equation 2) [7][12]. The measurement 

results for square and octagonal microtransformers are 

shown in Fig.6.  

Qp =
Im(Z11)

Re(Z11)
            Qs =

Im(Z22)

Re(Z22)
                  (2) 

 

Fig.5. Inductances of square and octagonal microtransformers. 

 

Fig.6. Quality factors of square and octagonal microtransformers. 

It is noticed in Fig.6 that for the same diameter, the 

octagonal microtransformer has lightly better quality factor. 

This means that the reduction of this topology brings to the 

resistance and capacitance of the coils is proportionally more 

substantial than the reduction on the inductance.  
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IV. FEED LINES POSITION 

  
(a)    (b) 

Fig.7. Non-flipped (a) and flipped (b) microtransformer 

topologies. 

 The primary and secondary coils are superimposed and 

they are completely covered, so their feed lines overlap 

(Fig.7.a). Fig.7.b shows the flipped microtransformer which 

consists in a 180-degrees rotation of one of the coils. The 

uncovered zones of the feed lines tend to weaken their 

coupling. The choice between these configurations should be 

made in function of their performance. 

 

Fig.8. Flipped and non-flipped inductances. 

The measurement results for flipped and non-flipped 

microtransformers are presented in Fig.8. The curves 

illustrate an important reduction of the resonant frequency 

with the flipped topology. In low frequencies, the 

inductances remain unchanged and the magnetic coupling is 

weaken, this decrease results typically from the augmented 

oxide and substrate capacitance that the flipped topology 

presents. For frequencies greater than 1 GHz, the magnetic 

coupling is significantly lower. Therefore, the flipped 

transformer demonstrates a lower minimum insertion loss, 

however the non-flipped transformer presents a proper 

performance for a wider band.  

 

 

 

 

V. CHARACTERIZATION OF THE 

MICROTRANSFORMER 

 From the electrical model (Fig.3), scattering parameters 

characterize the electrical behaviour of the microtransformer 

completely [9][14]. As shown in Fig.9, the curves of S11 and 

S22 display an inductance characterization. S11 shows a 

nearly short circuit at low frequencies (100MHz). Therefore, 

S22 shows a very low impedance over the whole frequency 

range. The transformer have a self-resonance frequency of 

about 2,3 GHz. S12 and S21 represent the transmission 

coefficients, they are commonly called gain or attenuation. 

The simulation was performed in the range between 

f=100MHz and f=10 GHz. 

 

Fig.9. Scattering parameters S11, S22 and S21 of the 

microtransformer 

The coupling coefficient k of the octagonal microtransformer 

is given by (Equation 3) [8];  

k =
M

√Lp.Ls
= √

(Y11
−1−Z11).Z22

Im(Z11).Im(Z22)
                         (3) 

M is the mutual inductance between the two coils (Equation 

4) [8];  

M = √(Y11
−1 − Z11).

Z22

ω2                            (4) 

 Fig.10 shows the coupling coefficient k versus 

frequency. A k-factor of 0.9 at the operating frequency 

(1GHz) is a very high value for the microtransformer. 
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Fig.10. Coupling coefficient k over frequency 

 

VI. GEOMETRIC DIMENSIONS OF COILS 

 It is necessary to study the sizing of the coils and to 

show the impact of the different geometric dimensions on the 

transformer performances. Fig.11 illustrates the 

measurement results with different outer diameters. We 

observe that the quality factor increases when the outer 

diameter increases. The maximum values of the quality 

factors remain unchanged before the partial operating 

frequency. Thus, the Q factor is superior for the smaller 

microtransformer when the frequency increases. 

 

Fig.11. Quality factor over frequency with different outer 

diameters 

Fig.12 illustrates the measurement results with 

different width. We observe that the Q factor is higher when 

the traces are thinner. For lower frequencies the 60μm wide 

transformer has a better Q, however the quality factor of the 

40μm wide transformer is superior for higher frequencies. 

The increase of the Q factor for thin width traces is 

compensated by a reduction on the equivalent capacitance, 

which is related to the surface occupied by the 

microtransformer. 

 

Fig.12. Quality factor over frequency with different width traces 

 

VII. SIMULATION OF THE FLYBACK CONVERTER 

In order to validate our model, we simulated the 

operation of Flyback converter containing the integrated 

microtransformer, by PSIM 9.0 software (Fig.13). The 

specifications of conditions are as follows :  

Input voltage: Vin = 12 V  

Output voltage: Vout= 5 V  

Output power: Pout = 5 watt  

Operation frequency: f = 1 GHz 

 

Fig.13. Flyback with the integrated microtransformer 
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Fig.14 shows the output voltage and current waveform of the 

Flyback converter. 

 

Fig.14. Output voltage and current of flyback with the integrated 

microtransformer 

We notice in Fig.14 that it exist two regimes of 

converter operation: transient and steady state. The output 

voltage and current are 4.24 V and 0.84 A instead of 5 V and 

1 A respectively. This decrease is due to drop voltage across 

the diode and the transistor, the resistive losses in the 

conductors and then the magnetic core losses. The output 

power corresponds to 3.6 W instead of 5 W.  

VIII. ELECTROMAGNETIC AND THERMAL EFFECTS 

By using COMSOL Multiphysics 6.0 software, which 

is based on finite elements method, 3D electromagnetic and 

thermal effects simulations (Fig.15) are done on the 

octagonal microtransformer at frequency of 1 GHz.  

The Maxwell equations [6][15] are the partial 

derivatives that link the magnetic phenomena characterized 

by the magnetic induction B and the magnetic field H, to the 

electrical phenomena characterized by the electric induction 

D and the electric field E, the current densities J and the 

densities of free electric charges 𝜌𝑒 (Equations 5 to 8); 

𝛻 × �⃗�  = −
𝜕�⃗� 

𝜕𝑡
                                 (5) 

 𝛻 × �⃗⃗� = 𝜎 ⋅ �⃗� +
𝜕�⃗⃗� 

𝜕𝑡
                   (6) 

∇ ∙ D⃗⃗ = ρe                                    (7) 

∇ ∙ B⃗⃗ = 0                                     (8) 

 

E⃗⃗  : Electric field [V/m],  

B⃗⃗  : Magnetic flux density [T],              

D⃗⃗  : Displacement field [C/m²], 

H⃗⃗  : Magnetic field [A/m]. 

Equation (9) calculates the distributed temperature in 

the microtransformer [16].  

ρ ∙ Cp ∙
∂T

∂t
− ∇(k∇T) = q            (9) 

T: Calculate temperature  

ρ: Density [kg/m3]  

Cp: Heat capacity [J/K.kg]  

k: Thermal conductivity [W/m.K]  

q: Heat source 

 

(a) 

 

(b) 

 

(c) 
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(d) 

Fig.15. Different effects in the octagonal microtransformer:              

(a) Distribution of magnetic field lines, (b) Power flow,                    

(c) Temperature distribution, (d) Enthalpy 

Fig.15 illustrates the distribution of magnetic field 

lines, the power flow, temperature distribution and the 

enthalpy in the octagonal microtransformer. We notice that 

the high permeability of the magnetic core in ferrite NiZn 

allows to confine the majority of the magnetic field lines and 

the power flow in order to limit to disturb the close 

components adjacent to the microtransformer. The magnetic 

core allows also to decrease the temperature and the enthalpy 

caused by the current circulation which creates the Joule 

effects in the coils.  

IX. CONCLUSION 

 This paper presents the modeling of RF octagonal 

microtransformer integrated in Flyback converter. The first 

considered parameter was the shape of spiral coils. 

Octagonal spiral microtransformer presents a higher quality 

factor than the spiral square form. Furthermore, the effect of 

the feed lines position of the two spiral coils is important. It 

was observed that the flipped microtransformer can achieve 

lower losses, however the non-flipped topology presents a 

high magnetic coupling. Moreover, the insertion of magnetic 

core in ferrite with high permeability allows to confine the 

magnetic field lines, to limit the spread of the heat and 

decease the temperature in order to avoid to disturb the close 

components in the integrated circuits. In the last step of this 

work, the equivalent electrical circuit of the 

microtransformer was integrated in the converter in order to 

test the good operation and to validate the results. We 

conclude that the results of simulations obtained throughout 

this paper are compatible with the integration in electronics 

and there are an accordance with the literature.  
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Abstract—This paper deals with the modeling and the control of a 

dual stator induction generator (DSIG) integrated into a wind 

energy conversion system with a variable speed wind turbine. 

DSIG is increasingly used because of its advantages in better 

reliability and supply division. Direct field-oriented control was 

therefore employed in this work and incorporated into the 

generator to control the torque and flux. Conventional setting of 

the PID controller gain usually results in significant overshoot, so 

modern heuristic approaches such as the particle swarm 

optimization (PSO) algorithm are used to improve the capability 

of traditional techniques, this will facilitate the determination of 

design parameters and reduce computation time. Simulation 

results based on MATLAB/Simulink are presented and discussed. 

Keywords: Dual star induction generator, direct vector control, 

particle swarm optimization. 

I. INTRODUCTION 

Following strong industrialization, electric energy will 
always be an energy that humanity cannot do without it. Fossil 
fuels have long been used in the production of electrical energy, 
these fossil fuels are causing harmful damage to the 
environment. To meet the high demand for energy and at the 
same time keep the environment safe, the majority of countries 
have opted for the use of renewable energies. These energies are 
inexhaustible, clean, and do not create greenhouse gases, unlike 
fossil fuels. Among the renewable energies, wind energy is 
experiencing significant growth and is considered a mature and 
economical technology [1]. 

The power rating of an AC drive system can be increased by 
using a multiphase drive system that has more than three phases 
in the stator of the machine. Multiphase drive systems offer 
several advantages over conventional three-phase drives, such 
as reduced rotor harmonic currents, power segmentation, and 
high reliability. This is why multiphase induction machine 
drives are mainly used in high-power and/or high-current 
applications, such as electric ship propulsion, locomotive 
traction, and electric/hybrid vehicles. A very interesting 
multiphase solution discussed in the literature is the double 

stator (double three-phase) induction machine (DSIM) having 
two sets of three-phase windings spatially offset by 30 electrical 
degrees [2]. 

Vector control was originally introduced by Blascke in 1972. 
However, it was only possible to implement and use it with the 
advances in micro-electronics. It requires calculations of Park 
transforms, evaluation of trigonometric functions, integrations, 
regulations, etc., which could not be carried out using pure 
analog. In this paper, direct vector control was used, where the 
flux is regulated by feedback and is estimated and reconstituted 
from the stator currents and the pulsation [3]. 

PID (Proportional-Integral-Derivative) controllers have 
been widely used for speed and position control in diverse 
applications. To improve the capabilities of traditional PID 
parameter tuning techniques, several intelligent approaches have 
been approached to improve PID tuning, such as those using 
genetic algorithms (GA) and particle swarm optimization 
(PSO). With the advance of computational methods, 
optimization algorithms are often proposed to tune the control 
settings to find optimal performance [4]. 

This work aims to analyze the use of direct vector control 
and particle swarm optimization in a dual stator induction 
generator. 

II.  MODELING OF THE WIND ENERGY CONVERSION SYSTEM 

The wind energy conversion chain studied includes, in 
addition to the DSIG, inverters 1,2, the DC link voltage, inverter 
3, and connection to the grid via a filter. Inverters 1 and 2 are 
used to control the speed and flux of the generator. This control 
is based on the MPPT algorithm. Inverter 3 controls the DC link 
voltage, the active and reactive power exchanged with the grid, 
and sets the current at the correct frequency using PI controllers. 
Figure 1 shows the scheme of the system under study. 
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Figure 1.  Block diagram of the wind power system based on DSIG. 

a. Modeling of the Wind Turbine  

The transmitted power, 𝑃𝑡, captured by the wind turbine, is 
given by expression (1). 

                                 𝑃𝑡 = 0.5𝐶𝑝(𝜆)𝜌𝑆𝑉
3.

Where 𝐶𝑡 is the power coefficient, S is the area swept by the 
blades, 𝜌 the air density, and V is the wind speed. The torque of 
the turbine is the ratio of the transmitted power to the shaft 
speed, Ω𝑡. It is given by: 

                                   𝑇𝑡 =
𝑃𝑡

Ω𝑡
.                                            (2) 

The gearbox adapts the generator to the turbine. The 
generator torque 𝑇𝑔 and the speed Ω𝑡  are given by: 

                         𝑇𝑔 =
𝑇𝑡

𝐺
, Ω𝑡 =

Ω𝑚𝑒𝑐

𝐺
.                                   (3) 

The mechanical equation can be expressed as: 

                  JpΩ𝑚𝑒𝑐 = 𝑇𝑒𝑚 − 𝑇𝑔 − ƒΩ𝑚𝑒𝑐 .                         (4) 

The power coefficient 𝑖𝑠 the aerodynamic efficiency of a 
wind turbine and its evolution is specific to each turbine and 
wind speed. It depends on the blade pitch angle β and the speed 
ratio λ which is expressed by: 

                                     𝜆 =
𝑅Ω𝑡

𝑉
.                                                      (5) 

Where R is the blade radius. 

      𝐶𝑝 = [0.5 (
116

𝜆′
) − 0.4𝛽 − 5] exp (−

21

𝜆′
+ 0.0068𝜆).       (6)     

    With, 𝜆′ = [
1

𝜆+0.08𝛽
− 0.035(𝛽3 + 1)]−1. 

  

For the value 𝛽 = 0, the graph of 𝐶𝑝(𝜆), given in Fig. 2, is 

plotted using expression (6). The conversion device extracts 

Figure 2.  Graph of Cp function 𝜆  

Figure 3.  Block diagram of the turbine model with variable speed control 

less power than is theoretically recoverable because of the 

non-zero speed of the air masses upstream of the turbine. This 

presents a theoretical limit known as the Betz limit, which 

corresponds to a 𝐶𝑝𝑚𝑎𝑥 [5]. 

The maximum power point tracking (MPPT) algorithm 
permits to maximization of the electric power extracted from the 
wind energy. The tip speed ratio should be kept around its 
optimal value, 𝜆𝑜𝑝𝑡. The reference speed Ω𝑚𝑒𝑐

∗  can be written as: 

                               Ω𝑚𝑒𝑐
∗ =

𝑅𝜆𝑜𝑝𝑡

𝑉
𝐺.                                        (7) 

The block diagram of the turbine model with the control of 
the speed is represented in Fig. 3. 

b. Modelling of the DSIG 

The generator comprises a rotor winding and two stator 
windings which are moved at an electrical angle. The stator 
windings are 180 degrees apart and are supplied by a balanced 
voltage system. The rotor is of the squirrel cage type and 
comprises conductor rings that short-circuit the conductor bars 
at each end of the rotor. The mathematical model of the 
generator is derived from Park's theory to simplify the 
differential equations [6]. 

The electrical equations of the DSIG along the direct and 
quadrature axes (d, q) related to the field are given by [7]: 

          

{
  
 

  
 

𝜐𝑑1 = 𝑟1𝑖𝑑1 + 𝑝𝜑𝑑1 − 𝜔𝑒𝜑𝑞1.

𝜐𝑞1 = 𝑟1𝑖𝑞1 + 𝑝𝜑𝑞1 + 𝜔𝑒𝜑𝑑1.

𝜐𝑑2 = 𝑟2𝑖𝑑2 + 𝑝𝜑𝑑2 − 𝜔𝑒𝜑𝑞2.

𝜐𝑞2 = 𝑟2𝑖𝑞2 + 𝑝𝜑𝑞2 + 𝜔𝑒𝜑𝑑2.

𝜐𝑑𝑟 = 𝑟𝑟𝑖𝑑𝑟 + 𝑝𝜑𝑑𝑟 − (𝜔𝑒 − 𝜔𝑟)𝜑𝑞𝑟 = 0.

𝜐𝑞𝑟 = 𝑟𝑟𝑖𝑞𝑟 + 𝑝𝜑𝑞𝑟 + (𝜔𝑒 − 𝜔𝑟)𝜑𝑑𝑟 = 0.

               (8) 

The expressions for stator and rotor flux linkages are: 

             

{
  
 

  
 
𝜑𝑑1 = 𝐿1𝑖𝑑1 + 𝐿𝑚(𝑖𝑑1 + 𝑖𝑑2 + 𝑖𝑑𝑟).

𝜑𝑞1 = 𝐿1𝑖𝑞1 + 𝐿𝑚(𝑖𝑞1 + 𝑖𝑞2 + 𝑖𝑞𝑟).

𝜑𝑑2 = 𝐿2𝑖𝑑2 + 𝐿𝑚(𝑖𝑑1 + 𝑖𝑑2 + 𝑖𝑑𝑟).

𝜑𝑞2 = 𝐿2𝑖𝑞2 + 𝐿𝑚(𝑖𝑞1 + 𝑖𝑞2 + 𝑖𝑞𝑟).

𝜑𝑑𝑟 = 𝐿𝑟𝑖𝑑𝑟 + 𝐿𝑚(𝑖𝑑1 + 𝑖𝑑2 + 𝑖𝑑𝑟).

𝜑𝑞𝑟 = 𝐿𝑟𝑖𝑞𝑟 + 𝐿𝑚(𝑖𝑞1 + 𝑖𝑞2 + 𝑖𝑞𝑟).

                   (9) 

The electromagnetic torque is evaluated as: 

𝑇𝑒𝑚 = 𝑃
𝐿𝑚

𝐿𝑚+𝐿𝑟
(𝑖𝑞1 + 𝑖𝑞2)𝜑𝑑𝑟 − (𝑖𝑑1 + 𝑖𝑑2)𝜑𝑞𝑟 .              (10) 
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Figure 4.  Schematic of dual stator induction generator.                      

The active and reactive power at the stator as well as those 
provided for the grid are defined as: 

  {
𝑃𝑠 = 𝜐𝑑𝑠1𝑖𝑑𝑠1 + 𝜐𝑞𝑠1𝑖𝑞𝑠1 + 𝜐𝑑𝑠2𝑖𝑑𝑠2 + 𝜐𝑞𝑠2𝑖𝑞𝑠2.

𝑄𝑠 = 𝜐𝑞𝑠1𝑖𝑑𝑠1 − 𝜐𝑑𝑠1𝑖𝑞𝑠1 + 𝜐𝑞𝑠2𝑖𝑑𝑠2 − 𝜐𝑑𝑠2𝑖𝑞𝑠2.
           (11) 

III. DIRECT FIELD-ORIENTED CONTROL OF DSIG 

Vector control achieves a natural decoupling of flux and 
torque control, as in the case of a separately excited DC 
machine. The control strategy is specific to a drive and a given 
load specification [8]. Controlling the MASDE by flux 
orientation consists of regulating the flux by one component of 
the current and the torque by the other component. 

To do this, we need to choose a control law and a system of 
axes that will ensure the decoupling of flux and torque. 

 
However, by choosing the orientation of the rotor flux along 

the d axis (𝜑𝑑𝑟 = 𝜑𝑞𝑟) 𝑎𝑛𝑑 𝜑𝑞𝑟 = 0, we will have the 

following form of electromagnetic torque form: 

           𝑇𝑒𝑚 = (𝑃
𝐿𝑚

𝐿𝑚+𝐿𝑟
) ( 

𝑖𝑞1+𝑖𝑞2

𝜑𝑟
) = 𝑘′′𝜑𝑟𝑖𝑞 .                     (12)                  

With 𝑘′′ = 𝑃
𝐿𝑚

𝐿𝑚+𝐿𝑟
 𝑎𝑛𝑑 𝑖𝑞 = 𝑖𝑞1 + 𝑖𝑞2.    

For the choice of flux orientation in the MASDE, we opt for 
the choice of rotor flux orientation (𝜑𝑑𝑟 = 𝜑𝑞𝑟) 𝑎𝑛𝑑 𝜑𝑞𝑟 = 0,  

because this results in a variable speed drive where the  

electromagnetic flux and torque are independently 
controlled via the stator currents [3].  

For direct vector control, the rotor flux module will be 
controlled by feedback. To this end, a rotor flux estimator 𝜑𝑟 is 
implemented from measurements of 𝑖𝑑𝑠 and 𝑖𝑠𝑞  and the rotor 

current pulsation 𝜔𝑟 imposed on the machine [8]. The MFOC 
coupling block diagram is shown in Fig. 5. 

IV. TUNNING PID CONTROLLER USING PARTICLE SWARM 

OPTIMIZATION  

PSO, as an optimization tool, provides a population-based 
search procedure in which individuals, called particles, change 
their position (state) as a function of time. In a PSO system, 
particles fly in a multi-dimensional search space. During the 
flight, each particle adjusts its position according to its own 
experience (this value is called 𝑃𝑏𝑒𝑠𝑡), and according to the  

Figure 5.  Schematic representation of the decoupling block of MFOC. 

experience of a neighboring particle (this value is called 𝐺𝑏𝑒𝑠𝑡), 
using the best position encountered by itself and its neighbor. 
This modification can be represented by the concept of speed. 
The following equation can modify the speed of each agent:  

𝑣𝑘+1 = 𝑤. 𝑣𝑘 + 𝑐1. 𝑟𝑎𝑛𝑑(𝑃𝑏𝑒𝑠𝑡 − 𝑥
𝑘) +

               𝑐2. 𝑟𝑎𝑛𝑑(𝐺𝑏𝑒𝑠𝑡 − 𝑥
𝑘).                                                        (13) 

Using the equation above, a certain speed that gradually 
approaches 𝑃𝑏𝑒𝑠𝑡  and 𝐺𝑏𝑒𝑠𝑡  can be calculated. Using the 
equation above, a certain velocity can be calculated which 
gradually approaches 𝑃𝑏𝑒𝑠𝑡 and 𝐺𝑏𝑒𝑠𝑡 . The following equation 
can modify the current position: 

            𝑥𝑘+1 = 𝑥𝑘 + 𝑣𝑘+1, 𝑘 = 1,2, … , 𝑛.                             (14) 

Where 𝑥𝑘is the current searching point, 𝑥𝑘+1 is the modified 

searching point, 𝑣𝑘  is the current velocity, 𝑣𝑘+1 is the modified 
velocity. 𝑃𝑏𝑒𝑠𝑡  is the best solution observed by the current 
particle and 𝐺𝑏𝑒𝑠𝑡  is the best solution of all particles, w is an 
inertia weight, 𝑐1 and 𝑐2 are two positive constants, rand is a 
randomly generated number with a range of [0,1]. 

The PSO based approach to finding the global maximum 
value of the objective function is shown in Fig. 6. 
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TABLE I.  PARAMETERS OF PSO ALGORITHM 

Figure 6.  Flowchart of the PSO algorithm. 

The PID controller is a good controller for machine control, 
but the problem is that the mathematical model of the installation 
must be known. To solve problems in the overall system, several 
methods have been introduced to tune the PID controller. Our 
proposed method uses the PSO method to determine the angular 
speed controller parameters (Kp, Ki, and Kd) [9]. 

The parameters of the PSO algorithm used in this work are 
shown in Table 1. 

V. POWER CONTROL ON THE GRID SIDE  

For grid connection, the control mode ensures that all 

available power extracted from the generator is correctly 

transferred to the grid. For the grid current vector to be in phase 

with the grid voltage vector, the reference reactive power Q* 

must be zero. The DC link voltage control acts to provide the 

reference active power. The DC link voltage is governed by: 

                      

                             
𝑑𝑈𝑐

𝑑𝑡
=

1

𝐶
(𝑖𝑚 − 𝑖𝑔).                                         (15) 

 

The reference active power injected into the electrical supply 
network is given by: 

                𝑃∗ = 𝑈𝑐(𝑖𝑚 − 𝑖𝑐
∗) = 𝑃𝑑𝑐_𝑚 − 𝑃𝑑𝑐

∗ .                          (16) 

Where 𝑖𝑐
∗ = 𝑃𝐼(𝑈𝑐

∗ − 𝑈𝑐).  
 

The PI controller is incorporated to maintain a constant DC 
link voltage.   

VI.  RESULTS  

To verify the validity of this proposed work, a series of 
simulations of the behavior of the DSIG controlled by direct 

vector control and PSO were obtained using 
MATLAB/Simulink. 

To gain a deeper understanding of the results achieved 
through the various approaches, PID-PSO and PID, it’s essential 
to conduct a comprehensive comparison of their static and 
dynamic characteristics. This comparison should occur under 
identical operating conditions (which encompass references, 
and disturbance loads) and within the same simulation 
configuration   

Speed control data from both controllers is showcased in Fig. 
7, It is evident that utilization of the PID-PSO controller results 
in superior performance. This is characterized by a settling time 
without overshoot and a reduced steady-state error which is 0.3, 
in contrast to the PID controller with a steady-state error of 0.75. 
With the PID controller, there is a noticeable deviation in speed, 
which becomes more prominent when using the hybrid PID-
PSO controller.  

For this reason, the rest of this article will be connected to 
the presentation of other results using the proposed PID-PSO.  

The figure in Fig. 8 depicts the changes in mechanical power 
applied to the DSIG's shaft. We observe minimal fluctuations 
during operation phases with mechanical speeds below the rated 
speed, while the power is restricted by a power-limiting 
mechanism when operating at speeds exceeding the nominal 
rating. The waveform of the electromagnetic torque generator 
follows its reference, Fig.9. The decoupling of the direct and 
quadratic rotor fluxes of the DSIG is illustrated in Fig.10. We 
can see that the quadratic rotor flux has zero value, as the 
oriented control field requires.  

Fig. 11 represents the stator voltages and currents of the first 
star and the results for the 2nd star are similar to the 1st star. These 
reveal that the voltage and current are almost 180° out of phase. 
The evolution of DSIG stator currents in the first phase of each 
star at all simulation time is shown in Fig. 12 and between 18 
and 18.06s, these currents are sinusoidal, displaced with α = 30°. 

The rotor current 𝑖𝑎𝑟  obtained is shown in Fig. 13, it evolves 
in the same way as the stator currents, but with different 
frequencies. Fig. 14 shows the total active and reactive stator 
power profiles of the DSIG. The active power has a negative 
sign, which means that DSIG generates this power, and the 
reactive power has a positive sign, which means that the 
machine is absorbing this energy needed for its magnetization. 
The DC link voltage is constant and follows its set level of 1130 
V Fig.15.  

The voltage and current profiles at the output of inverter 3 
are given in Fig.16, it is apparent that the phase difference 
between the supply current and voltage is 180°, therefore the line 
side converter provides real power to the electrical network. The 
voltage and current grid and their zoom are given respectively 
in Fig.17. It is clear that the current has a sinusoidal form and 
opposite phase concerning the voltage meaning that power flows  

from the aero generator to the grid. It can be seen from Fig.18 
that the active and reactive grid powers follow acceptably by 
their references at all simulation times. 

Swarm size  30 

Number of maximum iteration 50 

c1 = c2 2 

Inertia weight w 0.9 
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Figure 7.  Random of the DSIG rotor speed. 

 

Figure 8.  Wind generator mechanical power. 

 

Figure 9.  Generator torque. 

 

Figure 10.  Direct and quadratic rotor flux. 

 

Figure 11.  Stator current and voltage (phase as1). 

 

Figure 12.  Stator currents (phases as1 and as2). 

 

Figure 13.  Rotor current. 

  

Figure 14.  Stator active and reactive powers. 

 

Figure 15.  DC link voltage. 

 

Figure 16.  Current and voltage at the output of the inverter 3. 
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Figure 17.  Grid current and voltage (phase a). 

 

Figure 18.  Grid active and reactive powers. 

VII.  CONCLUSION  

An improved control of the DSIG in the wind energy 
conversion system connected to the grid has been presented. The 
PSO algorithm was proposed to optimize the PID speed 
controller and ensure that the DSIG speed follows its reference 
correctly and, that the steady-state error was reduced (0,3 for 
PID-PSO) Many authors have published several research papers 
on the vector control techniques of induction motor. And 
studying vector control techniques it is clear that direct vector 
control offers better performance than the indirect method in 
terms of accuracy and stability. In the remainder of the work, the 
method adopted is the direct vector control technique. 
Simulation results confirm the reliability of the techniques used, 
and it has been observed that the use of optimization techniques 
improves system efficiency.   
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Abstract— The aim of this paper is to develop an optimal energy 

management system for a non-autonomous photovoltaic station 

dedicated for charging a hybrid vehicle. This management is 

based on of a fuzzy logic controller with seven classes; the inputs 

of our controller are the state of charge of the battery group 

station and the sunshine for a day. The management system tries 

to consider all requirements and fit all possible case. 
 

Keywords: photovoltaic station, loading, energy management, 

fuzzy logic, lithium-ion batteries, hybrid vehicle. 

I. INTRODUCTION  

In recent years, there has been a notable increase in the 
integration of renewable energy sources in electrical power 
systems to facilitate a cleaner and more sustainable approach to 
electricity generation. The renewable energy based generators 
(photovoltaic panels, wind turbines) have a random production, 
which is directly dependent upon the weather conditions (wind 
speed, sunshine and temperature.) [1]; to solve this problem, 
the energy storage is necessary for the exploitation of an 
intermittent production based on renewable energy [2-4]. 
Recent studies have shown that a storage capacity exceeding 2 
or 3 days of autonomy is deemed unnecessary [5, 6]. Research 
interests are essentially related to the modeling [7–10], the 
optimization [11] and the adaptation system [12] of the 
photovoltaic panel supply according to the equipment needs. 
Other researches developed energy-management strategies so 
as to offer optimal function [13–15] the objective has been to 
help intensive penetration of photovoltaic (PV) production into 
the grid by proposing a peak shaving service by adding a 
storage system [16-17]. Energy management is still a 
contemporary research in the photovoltaic field. According to 
[18], the Fraunhofer-Institute of Solar Energy Systems has 
developed a new generation of battery-management system, 
which improves the storage lifetime and reliability of batteries. 
This battery-management system allows for new operating 
strategies not possible with conventional battery systems. In 
[19] an optimal energy management method for stand-alone 
photovoltaic system is presented. Their method exploits a 
predictive state of charge model to implement the control 
algorithm. Authors in [20] proposed an energy management 
control strategy for stand-alone PV system. Their strategy was 
based on the control of the un-directional DC–DC converter 
and bi-direction DC–DC converter. In [21] an energy 
management method that integrates maximum power tracking 
control, load power tracking control, fast charge with variable 
current and discharge control for battery is presented. 

Electric vehicle charging stations have experienced great 
progress in recent years, the authors in [22-25] proposed some 
strategies for controlling an electric vehicle charging station for 
appropriate energy management and voltage regulation in a 
stand-alone micro-grid. In [26] a robust two-stage energy 
management of a hybrid charging station was proposed for a 
system composed of an electrolyze, a fuel cell and a hydrogen 
storage with the integration of a photovoltaic source. The 
authors in [27] adopted a real scenario for a multi-vector 
energy management system including an electrolyze for 
charging electric vehicles. In [28] propose an autonomous 
charging station based on solar energy coming from building 
envelopes for drones. 

The aim of this work is to address the matter of producing 
photovoltaic electricity adapted for habitat applications, such as 
charging stations for electric or hybrid vehicles. This involves 
incorporating innovative electrochemical storage systems that 
use lithium-ion batteries. To achieve highly efficient and 
multifunctional systems, an optimization search method is 
used, based on fuzzy logic controller. 

Selector 

Switch

Batteries 

storage

plug-in hybrid 

vehicles

Petrol Station

Solar energy

Network energy

Battery energy

   Vehicle energyFossil energy

Figure 1. Energy exchange of a hybrid vehicle with different possible sources 

II. DESIGN OF THE LOADING STATION 

The aim is to size charging station for a hybrid vehicle with 
a storage capacity of 54 kWh; in the literature several authors 
use an overall correction coefficient K that considers: the 
observation uncertainty (in the order of ± 5%), module 
pollution over time (of the order of 5%), the integral of the 
crossing of the glazing module from all angles (of the order of 
5%), aging of the modules (on the order of 5%), the dispersion 
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characteristics of the modules when they are connected in 
series (of the order of 5%), faradic battery performance (loss of 
about 10%). Taking into account all these parameters leads to a 
global correction coefficient (K) between 0.65 and 0.75 [22]. 
In this work we take a corrective coefficient K = 0.75 therefore 
the ability to group of batteries is 72 kWh. 

III. MANAGEMENT OF PHOTOVOLTAIC SYSTEM 

The main objective of designing the PV system is to ensure 
charging batteries of a hybrid vehicle, but good management of 
this facility can make very effective and versatile (home use, 
injection on the network, ...) by taking advantage of all the 
energy that can be produced by PV modules. For such 
management, several techniques can be used such as genetic 
algorithms [27], optimization by particle swarm and/or swarm 
of salps [30], neural networks with machine learning 
techniques [31] and fuzzy logic controller [32]. In this work we 
opted for fuzzy logic with forecasting weather conditions 
because of its robustness, flexibility and simplicity of 
implementation of the control model.  

The bloc diagram of fuzzy controller proposed for the 
system management is shown in "figure 2". It receives as 
inputs sunshine S (k) (we did not take into account the 
temperature variation, since its influence on the PV power 
generated is very small compared to that of the sunshine) and 
the battery group state of charge SOC (k), output will be the 
allowable power FP (k) for use outside the principal function 
of the system (battery charging). 

S(k)

SOC(k)

K
S

K
SOC

Fuzzification Inference

Rules

Defuzzification

FP(K)

 Figure 2.  Block diagram of a fuzzy logic   

The linguistic inputs of the fuzzy controller consist of seven 
fuzzy sets each, resulting in a total of forty-nine rules. These 
rules can be found in Table 1.  

TABLE1.  FUZZY RULES BASES 
SOC 

S 
S M1 M2 M3 B1 B2 B3 

S Z Z Z Z Z Z Z 

M1 Z Z Z Z Z Z S 

M2 Z Z Z Z Z S M1 

M3 Z Z Z Z S M1 M2 

B1 Z Z S M1 M2 M3 B1 

B2 Z S M1 M2 M3 B2 B3 

B3 M1 M2 M3 B1 B2 B3 B3 
   

"Figure 3" shows us the inputs S(k) and SOC(k); and output 

FP(k) membership functions of fuzzy logic controller. Inputs 

are sunshine and battery group state of charge and the output 

of our controller is the allowable power. 

 

 

 
 Figure 3.  Membership function of each linguistic variables of the sunshine, 

the charge state of the battery and the output 

A. Overall management Algorithm 

In order to facilitate the understanding of the power 
management station flowchart (Figure 4), the following 
abbreviations were chosen: 

 Ppv : Power produced by the PVG; 

 FP : Power allowed by the fuzzy system to be used 
otherwise; 

 DP : Power asking for domestic uses; 

 Pen : Power exchanged with the public network; 

 PB : Push button used to manually activate or 
deactivate battery charging according to the station's 
energy requirements and the user's will. 

 Den: Existence detector of public network (Den = 1 if 
we can import energy public network, Den = 0 if we 
cannot import energy public network or for a break or 
an overload against export is permitted in the latter 
case). 

In this case the secondary function of the loading station is: 
domestic use and injection to the grid. For this, in addition to 
fuzzy management system, and in order to take full advantage 
of the photovoltaic generator, we have expanded our 
management algorithm for allowing the system to exchange 
energy in the maximum directions as shown in Figure 1, for 
better management and operation such as: 
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 For (PB=1 and SOC<1): 
- If the DP is greater than the FP the rest will be imported 

from network;  
- If the DP is below FP, surplus power will be injected into 

the grid if we are in the peak hours or it will be reused for 
battery charging; 

 

 For (PB≠0 where SOC=1)  
FP=Ppv : All the energy produced by PVG is oriented to 
secondary uses:  

- If the DP is greater than the FP, lack will be imported from 
network;  

- If the DP is below FP, surplus power will be injected into 
the grid. 
In this system a margin was left to the desire of the driver 

to use the energy stored in the vehicle batteries or produced by 
the panels installed on its roof as it expects by manual 
intervention. 
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Figure 4. Flowchart of energy management 

IV. SIMULATION AND INTERPRETATION OF RESULTS 

To validate the efficiency of our algorithm, tests are carried 
out (the vehicle is disconnected for cases A to C). The 
maximum power of a PV module is 219.67 Watts with a 
current Iph =8,214 A, for �� =54 cells under normal conditions. 

The series and parallel resistances of PV module are 
respectively Rs =221,10-3 Ω and Rp =415.405 Ω. 

A. In the first case, it is assumed that the domestic needs are 

low and do not exceed 1kW, however the batteries are 

completely discharged (SOC0=0), for favorable climatic 

conditions (an average day). 
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(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 
(e) 

 
(f) 

Figure 5. (a) Sunshine profile, (b) Temperature profile, (c) Batteries state of 
charge, (d) Domestic power needs, Power shared with the public network, 

Power authorized by the fuzzy manager, Power battery charging and Power 

produced by the PVG (e) Load voltage, (f) Power rate injected into the grid 

From Figure 5 it can be noted that: 

- The domestic energy needs are fully provided by public 
network until t = 5.52h, between 5.52h and 5.88h half of this 
energy is provided using the energy allowed by the fuzzy 
manager (FP) and from t = 5.88h all needs are covered it by 
FP power;  

- Between t = 6 and t = 8 hours (during peak hours) the 
excess power authorized by the fuzzy manager is injected into 
the grid after t = 8h this extra is injected to force the battery 
charging to SOC = 1. 

B. The same conditions in case A is taken except SOC0=0.9  

(for example, if the station is loaded) 

 
(a) 

 
(b) 
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(c) 

Figure 6.  (a) Batteries state of charge, (b) Domestic power needs, Power 

shared with the public network, Power authorized by the fuzzy manager, 
Power battery charging and Power produced by the PVG, (c) Power rate 

injected into the grid 
 

From figure 6, we notice that the fast charging of the 
batteries allows the fuzzy controller, during the majority of the 
day, to use the totality of the PV energy for supplying the 
domestic needs and send the surplus to the grid; the rate of 
power injected into the grid is improved over almost a period 
of 7 hours. 

C.  In this case shading defects is introduced on the PVs 

pannels, which causes the reduction of the PV energy 

production during the appearance of the defects, 

SOC0=0.3 and Den=0 (due to a cut or an overload), on the 

other hand, the export of energy is allowed to help out a 

neighbor during peak hours (transition to the "Smart City" 

or the micro-grid), for example. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 7.  (a) Sunshine profile received by PVG (with defects), (b) Batteries 
state of charge, (c) Domestic power needs, Power shared with the public 

network, Power authorized by the fuzzy manager, Power battery charging and 

Power produced by the PVG 
 

The main remark that can be drawn from Figure 7.c is that 
domestic energy needs are fully guaranteed by the energy 
produced by PVG most of the time, in parallel from t=8.624h, 
the deficit is ensured by the energy stored in the batteries, since 
the import of energy from the grid is not permitted.     

D. In this case the power produced by the PVG is negligible 

domestic needs are the same as case C, SOC0=0.3, Den=0 

and the vehicle is plugged in (SOCveh0=0.7). 
 

 
(a) 

 

 
(b) 

Figure 8 (a,b).  Batteries state of charge,  (b) Domestic power needs, Power 
supplied by the batteries of hybrid vehicles, and Power produced by the PVG 

 

Since the photovoltaic energy is negligible, the battery bank 
is discharged and the public network is disconnected so the 
domestic needs are met by the energy stored in the batteries 
vehicle that can play this role in the special and unfavorable 
conditions. 

V. CONCLUSION  

The main objective of this paper was the design of optimal 
energy management for a photovoltaic personal hybrid 
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rechargeable vehicle charging station using one of the artificial 
intelligence methods, trying to reduce problems created to 
domestic power grids especially the overhead simultaneous 
connection and charging with a large number of electric 
vehicles. Which make the need to optimize the loading and 
unloading behavior of electric vehicles, due to the issue of 
security and economy operation of the grid. We made a sizing 
of our station for the most unfavorable weather conditions and 
the management of this energy is made through a fuzzy logic 
controller. The simulation results show that: 

 

• The control system that was used with the integration of a 
fuzzy manager based on some prediction of climatic 
conditions is very effective and allows benefiting of the 
maximum solar energy that can be produced; 

• The fuzzy logic manager allows the use of photovoltaic 
energy for other functions outside the main without 
affecting the final state of battery charge; 

• The fuzzy logic manager participates effectively in good 
control battery charging especially for high rates of SOC 
(between 0.9-1) by avoiding any heating of the battery;  

• A charging station designed for PHEV can be multiservice 
and played several roles whether the control system used is 
effective and can be adapted to all possible cases. 

 

  So, with the presence of adequate management systems, these 
small individual installations can remedy some unforeseen 
impacts of charging hybrid vehicles on the electrical network 
in addition to the economic advantages which bring, in 
particular, with the integration and combination between the 
principle of cogeneration and the notion of "Smart Home 
Energy", while estimating the allocation of smart-city or micro-
grid systems.  
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Abstract—With uncertain and often fluctuating production 

capacities, so-called renewable energies are now widespread. The 

option of combining the wind turbine, photovoltaic (PV) and fuel 

cell (FC) in a hybridization system can counteract the 

inconvenience of a single source that obeys the stochastic nature 

of these energies. There is a need to develop a management 

algorithm that is able to “select” the source or sources to be used 

to meet load demand. 

Keywords: Photovoltaic, Wind turbine, Fuel cell, Hybrid 

pumping, Dual stator induction motor. 

I. INTRODUCTION  

The intermittent nature of the sun and wind is one reason to 
combine these two renewable sources in a hybrid system. 
However, not having a backup source can be a handicap during 
cloudy days or during weak winds and will have consequences 
on the pumped flow. Therefore, despite the low efficiency of 
the electricity-hydrogen-electricity conversion process, the FC 
are used [1, 2]. The real need for water is a vital element of a 
rigorous sizing of the station. With a view to better 
management of the energy sources assembled in the form of a 
beneficial hybridization, various probable scenarios are 
established. 

In the absence of experimentation and taking into account 
all possible constraints, the simulation offers results that are 
very close to reality. In order to provide corrections to improve 
the yields, the behavior of each element in relation to the other 
elements constituting the pumping chain is be peeled [3]. 

II. PRESENTATION OF THE SITE 

Timimoune is 29°15’ north and 0°15’ east in southern 
Algeria. Average temperatures in this region range from 19°C 
in January to 45°C in July. The use of climatic data, namely 
relative humidity, temperature and duration of sunlight, makes 
it possible to estimate solar radiation. With a rate around 80%, 
the average annual amount of sunshine is 9.5 hours per day for 

the site. The various daily measurements made it possible to 
know the wind potential of Timimoune available during a year.   

To estimate the overall irradiation of solar radiation, Mefti 
and Bouroubi [4] opted for the insolation fraction; Merdaoui 
[5] proposes to generate data of solar radiation from the 
duration of the insolation; Gairaa and Benkaciali [6] completed 
the study carried out on a horizontal plane by opting for 
inclinations. To cite only these, Bouchouicha [7], meanwhile, 
applied six types of models to express the clarity index as a 
function of the fraction of insolation. 

TABLE I.  WIND SPEEDS IN TIMIMOUNE [3, 8, 9]. 

Speed  
[km/h] 

[1;5[ [5;12[ [12;19[ [19;28[ [28;38[ [38;50[ 

Jan. 0.2 6.6 10.9 9.8 3.2 0.3 

Feb. 0.1 5.0 8.1 9.9 4.5 0.6 

Mar.  0.0 2.8 9.2 11.5 6.2 1.3 

Apr. 0.0 1.5 6.4 11.5 9.1 1.4 

May 0.0 0.7 6 14.0 9.3 1.0 

Jun.  0.0 1.1 7.8 14.3 6.3 0.5 

Jul. 0.0 0.0 1.9 9.0 16.7 3.4 

Aug.  0.0 1.9 11.1 15.7 2.3 0.0 

Sep.  0.0 2.5 9.8 13.7 3.7 0.2 

Oct. 0.0 3.3 11.7 12.4 3.5 0.1 

Nov. 0.1 6.1 10.2 10.5 2.8 0.2 

Déc. 0.1 7.7 10.3 10.1 2.7 0.1 

Total  12 940.8 2481.6 3417.6 2100 218.4 

 

To calculate the mean wind speed value, the statistical 
relationship 1 is used [3]. 

       
      

 
   

   
 
   

 

                           

Statistical data make it possible to designate photovoltaic as 
the main source [3]. 
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Figure 1 summarizes the number of hours of daily sunshine in 
a year and figure 2 recaps the average monthly wind speed [3]. 
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Figure 1.  Hours of sunshine per day in Timimoune [3]. 
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Figure 2.  Timimoune region monthly wind speeds [3]. 

To calculate the mean wind speed value, the statistical 
relationship 1 is used [3]. 

       
      

 
   

   
 
   

 

With an average wind speed of 6.23m/s and according to 
statistical data, photovoltaic is the main source [3]. 

III. PUMP SIZING 

After an annual water needs assessment, a 150m3 tank 
ensure a 72-hour autonomy. The pumping time evaluated at 9 
hours obtained for a nominal flow of 17m3/h and a total 
dynamic head of 30m. 

The necessary electrical power depends on the efficiency of 
the pump and the DSIM and includes the consumption of static 
converters. The power of the GPV depends the losses caused 
by dust on the photovoltaic panels and their temperatures [10, 
11].  

   
                

                              
 

   
            

            
 

  

    
          

IV. SIZING OF THE PHOTOVOLTAIC GENERATOR 

The determination of available solar energy is obtained by 
consulting the climatic data of the region, including irradiation, 
shadows, temperatures, fog, microclimate, etc. [3, 12, 13]. 

To determine the standard power of the GPV, the sizing 
will be carried with standardized solar panels of type 
SIEMENS SM 110-24 having a standard nominal power of 
110Wp [3,14]. 

A. Determination of the number of photovoltaic panels 

The number of panels required is: 

                        
  

   
                                                (3) 

   
      

   
       . Thirty-six panels are required with a 

standard power of: [3, 11, 13] 

                                                                           (4) 

                  

B. DC bus voltage value  

The DC bus voltage must obey the following relationship [3]: 

                                                  (5) 

For a voltage of 240V, voltage drops in semiconductors 
«VCE (IGBT) =3V» as well as an RL filter "Lfilter=15mH, 
Rfilter=0.5721Ω" and for an average current î=1.23A, the DC 
bus voltage must be greater than 607 V. It is interesting to opt 
for Vbus=630 V, a value slightly higher than the calculated 
value, in order to operate under all conditions. 

C. Number of serial panels and parallel branch  

The number of photovoltaic serial panels is [3, 12, 13]. 

                    
    

   
                                                  (6) 

 The nominal current of the DSIM is 6.5 A, so the number 
of branch of photovoltaic panels in parallel will be [3, 11, 12, 
13]: 

                   
        

   
                                               (7) 

V. TURBINE SIZING  

The reference electrical power will be the standardized 
power Pelec=3960W.  

A. Mechanical power 

The mechanical power required to turn the blades of the 
wind turbine is [3, 11, 14]: 

                    
     

            
                                         (8) 

B. Determination of blade length 

The length of the blades is [3, 11, 14]: 

                     
     

            
 

 
                                        (9) 

Calculations give a radius of 5m and according to the 
characteristics of the three-blade wind turbine, the 
corresponding coefficients are Cp = 0.48 and λ = 8 [3, 11, 14]. 

C. Blades speed   

Blades speed is: 
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                                                  (10) 

   
        

   
           

D. Multiplication Ratio 

The multiplier coefficient thus obtained by: 

                  
  

 
                                                         (11) 

Thus the blades of the wind turbine have a length of 5 m 
and a speed multiplier K = 30.5 [3, 11, 14]. 

VI. FUEL CELL SIZING 

The FC must guarantee a voltage of 630 volts to the DC 
bus supplying both inverters. The voltage depends on the cells 
that have assembled in series and the current depends on the 
total surface of a cell.  

For 60% efficiency, the operating voltage is 0.63V/cell and 
the current density is 1300mA/cm² [13]. 

The number of cells will be: 

                  
   

     
                                                  (12) 

The numerical application gives:        
   

    
 

           and the current will therefore be: 

               
     

   
                                                      (13) 

    
    

   
        and the required area is: 

              
   

    
                                                        (14)   

TABLE II.  SUMMARY OF THE DIMENSIONS OF THE  SOURCES [3]. 

Designation Value Designation Value 

Time of pumping 9 hours Inverters yield 0.95 

Tank volume 150 m3 DSIM yield 0.85 

Debit 17 m3/h Pump yield 0.55 

Total dynamic head 30 m Total yield 0.444 

Photovoltaic generator 
Designation Value Designation Value 

normalized power 3960 W number of panels 36 

Panels in series 18 Parallel panels 2 

Wind turbine Mechanical power 5000 W 

Designation Value Designation Value 

DSIG yield  0.88 Multiplier gain 0.9 

multiplying factor 30.5 Blade radius 5 m 

Fuel cell Number of cells 1000 

Designation Value Designation Value 

electric current 6.29 A Surface 4.83 cm² 

fuel Hydrogen  oxidizer Oxygen 

VII. PRINCIPLE OF HYBRIDIZATION  

The management of the hybrid system based on two 
essential axes, namely the state of filling of the water tower and 
that of the hydrogen bottles. According to the pre-established 
conditions, the Ki coefficients pre-select the renewable 
generators and the power of the hybrid system is [3]: 

                                    (15) 

Similarly, the load to couple is: 

                                               (16) 

For management purposes, the difference between the 
available power of the hybrid system and the power 
requirement of the load is [3]: 

                                           (17) 

If "i=1", the choice will be made on the coupling of the 
centrifugal pump to fill the water tank and if "i=2", the choice 
will be made on the electrolyzer [3].    

VIII. SYSTEM COMPONENTS « PV – WIND TURBINE – FC » 

TABLE III.  INPUTS, OUTPUTS AND SENSORS [3] 

Sensors 

Gs Sunshine v 
Speed at which the 

wind turbine produce 

Gmin low sunlight vmax Stall of the wind turbine 

FCmax 
Full hydrogen 

cylinders 
vmin 

The wind turbine does 
not produce 

H tank level Hmax full tank 

Inputs Outputs  

PW 
Wind turbine 

power 
Plyz Electrolyzer power 

PPV PV panel power Ppmp Pump power  

PFC FC power PSEH SEH power 
 

The pumping station consists of a photovoltaic generator 
(GPV) powered via a "KPV" contactor, a wind turbine whose 
"KW" contactor allows its connection [3]. 

 

Figure 3.  Installation of the pumping station [3] 

The "Kpmp" contactor is used to couple the pump and "Klyz" 
that of the electrolyzer. «KFC» contactor implement the 
hydrogen storage system [3].  

IX. STRATEGIES FOR MANAGING A HYBRID SYSTEM  

In an SEH, the operating strategy is an algorithm that 
remains the key element, relating to storage management and is 
essential to the optimal operation of the pumping station. It is 
the center of continuous decision-making, concerning the 
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sources to be connected and the loads to couple on the scale of 
several hours or several days [3]. 

First, before the design of these specifications, it is 
necessary to classify the needs according to the need for 
operation [3]. 

 Whatever the conditions, the priority is to fill the water 
tank, necessary for the survival of the locality.  

 Always use source hybridization as long as conditions 
allow. 

 Fill the hydrogen cylinders by electrolysis of water 
once the water tank is filled or exclusively, in the event 
that the energy available is not sufficient for pumping. 

 Never attach pump and electrolyzer together. 

 Use excess energy for tertiary LED lighting circuits.   

X. PROPOSED MANAGEMENT SCENARIO 

The operating strategy established based on probable 
scenarios at each variation in wind speed and solar irradiation 
and taking into account the state of charge of the hydrogen 
cylinders, as well as the filling level of the water reservoir [3]. 

A. Mode A “ H < Hmax & FC < FCmax “ 

Logically the first mode denoted “Mode A”, is the mode 
where the water tank and the hydrogen bottles are empty.  

Logically the first mode denoted “Mode A”, is the mode 
where the water tank and the hydrogen bottles are empty. 

In this case, four combinations are possible between 
sunstroke and wind speed. 

1) Mode A1 : (                              
The sunshine is unavailable and the wind speed is 

inadequate for the operation of the wind turbine. No power is 
involved and the pump station is shut down [3]. 

2) Mode A2 : (                          
The solar panels do not provide energy; on the other hand, 

the wind turbine generates a power, which is according to the 
speed of the wind.  

 Mode A2.1 : (                 

In this case, it must ensure that the energy available is 
sufficient to rotate the centrifugal pump. The wind energy 
through the DSIG provides the DC bus voltage of the DSIM 
inverters. 

 Mode A2.2: (                 

The energy available is insufficient to pump the water, 
where now it is necessary to check whether this energy is 
sufficient to produce hydrogen. 

o Cas 1 :                  

The energy provided by the wind turbine will used to 
produce hydrogen by electrolysis. 

o Cas 2 :                  

The energy provided by the wind turbine will used to 
produce hydrogen by electrolysis. This energy will used for 
rechargeable LED lamps.  

3) Mode A3 : (                          
The two renewable sources provide energy and 

hybridization is then carried out. 

4) Mode A4 : (                              
The PVs provide energy and the wind speed does not allow 

the wind turbine to generate voltage.   

 Mode A4.1 : (                  

The available energy of the sun is sufficient to turn the 
centrifugal pump. 

 Mode A4.2 : (                  

The energy available is insufficient to pump the water but 
can used to produce hydrogen. 

o Cas 1 :                   

The energy provided by the silicon panels will used to 
produce hydrogen by electrolysis. 

o Cas 2 :                   

The energy produced by the photon bombardment is not 
sufficient either for pumping or for the generation of hydrogen. 
The tertiary circuit of the pumping station lighting will 
powered.  

B. Mode B “ H < Hmax & FC > FCmax “ 

The tank is not yet full and the hydrogen cylinders are full. 
Four possibilities between insolation and wind speed are be 
counted. 

1) Mode B1 : (                          
The available sunshine and wind speed are suitable for 

hybridization. The power of the hybrid system becomes:             
            

 

Figure 4.  Synoptic diagram of mode "B" [3] 

2) Mode B2 : (                              
Solar panels provide energy, on the other hand, the wind 

turbine, for adaptation reasons, does not generate any power. 
The measurement of the powers involved makes it possible, 
among other things, to check whether the available energy is 
sufficient to power the DSIM or to compensate for the lack of 
power by engaging the FC [3]. 

 Mode B2.1 : (                  
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The sun's energy is used to supply the DC bus voltage for 

the DSIM inverters. 

 Mode B2.2 : (                 

The available energy is insufficient to pump the water, 
where now it is necessary to put into action the fuel cell to 
provide the lack of power.  

The power of the hybrid system becomes:          
    

3) Mode B3 : (                              
Both renewable sources provide no energy. To pump water, 

the use of FC remains the only means. The power of the hybrid 
system becomes:         . 

4)  Mode B4 : (                          
The PV does not provide energy and the wind speed 

generates a voltage.   

 Mode B4.1 : (                 

The energy available from the wind turbine is sufficient to 
run the centrifugal pump. 

 Mode B4.2 : (                 

The available energy is insufficient to pump the water but it 
can combined with the FC to operate the pump. The power of 
the hybrid system becomes:            . 

C. Mode C “ H > Hmax & FC < FCmax “ 

Four combinations determine four operating modes [3]. 

1) Mode C1 : (                              
The pumping station is stopped because no renewable 

source is available in its hostile climatic conditions. 

2) Mode C2 : (                          
Solar panels do not provide energy, but the wind turbine 

generates power that depends on the speed of the wind.  

 Mode C2.1 : (                 

In this case, it must ensure that the energy available is 
sufficient for the generation of hydrogen. Eole's energy 
provides the DC voltage needed by the electrolyzer. 

 Mode C2.2 : (                 

In this case, the available energy is insufficient to produce 
hydrogen for the FC. The energy surplus will be used for 
lighting. 

3) Mode C3 : (                          
The two renewable sources provide energy.  

Hybridization is carried out by feeding the electrolyzer by 
the combination of photovoltaic and wind turbine. 

 

Figure 5.  Synoptic diagram of mode "C" [3]. 

4) Mode C4 : (                              
The solar panels provide energy and the wind speed does 

not allow the wind turbine to generate voltage.   

 Mode C4.1 : (                  

In this case, the available energy of the sun is sufficient to 
power the electrolyzer. The GPV provides the necessary DC 
voltage. 

 Mode C4.2 : (                  

The available energy is insufficient for the electrolyzer. 
Either the energy thus available will used for the tertiary circuit 
of the lighting, or the station will stopped.  

D. Mode D “ H > Hmax & FC > FCmax “ 

In this case, the water tank is full and the hydrogen bottles 
are full. 

XI. RESULTS AND COMMENTS 

Not being able to simulate and study the 21 cases of 
operation, we will remedy it by the treatment of some cases of 
operation of some bearings of illumination of the photovoltaic 
generator combined with three levels of wind speed. 

The aerodynamic power provided is proportional to the 
cube of the wind speed and given by the relation [14]: 

               
 

 
       λ  

                                        (26) 

After calculations, the turbine power will deduced by the 
following relationship [3]: 

                                                                         (27) 

The rotation speed of the blades after calculations is [3]: 

                                                              (28)  

TABLE IV.  SOME CHARACTERISTICS DEPENDING ON THE WIND SPEED 

Wind speed 
v [m/s] 

Turbine power 
Pt [w] 

Blades speed 
[tr/mn] 

Electric power 
Pélec [W] 

6 4968 91.68 3935 

5 2875 76.4 2277 

4 1472 61.12 1166 

We will address the case where the water tank and the 

hydrogen bottles supposed not yet full [3].  
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Figure 6.  Power of some operating modes [3]. 

TABLE V.  LOAD CONNECTED ACCORDING TO POWER [3]. 

The table (V) summarized the various calculations of the 

powers harvested according to the sunshine and the wind 

speed, as well as the state of the contactors activating the 

centrifugal pump and the electrolyzer. 

XII. CONCLUSION  

The design of our hybrid system aims to provide the 
necessary energy to the DSIM and ensure a better quality of the 
energy supplied. 

We have proposed an automated management of our three 
hybrid sources that will ensure strict real-time monitoring of 
the pre-designed specifications. 

The combination of photovoltaic and wind power provides 
us with an autonomy of the station. The two sources are 
complementary rather than competitive, and the adoption of 
hydrogen as backup energy is only a comfort for the pumping 
station. 

The strategy, which we have chosen, offers us good 
performance of the elements involved with a better return. 
Added to these, the service life of the installation is improved 
and the pumped flow is increased. 
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Gs [W/m²] PPV [W] v [m/s] Pw [W] PSEH [W] Kpmp KLyz 

250 833.70 

6 3935 4768.70 1 0 

5 2277 3110.70 0 1 

4 1166 1999.70 0 0 

500 1891.70 

6 3935 5826.70 1 0 

5 2277 4168.70 1 0 

4 1166 3057.70 0 1 

750 2940.80 

6 3935 6875.80 1 0 

5 2277 5217.80 1 0 

4 1166 4106.80 1 0 

1000 3960 

6 3935 7895.00 1 0 

5 2277 6237.00 1 0 

4 1166 5126.00 1 0 
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Abstract—A limitation power control strategy associated to the 

field-oriented control of stand-alone dual stars induction 

generator (DSIG) has done in this article. The induction machine 

has two sets of stator three-phase windings spatially shifted by 30 

electrical degrees. One supplied power to the DC load via a 

rectifier bridge and AC capacitors, and the other was connected 

to the battery banks by an inverter to store energy and restore it 

to regulate the power of the first star in weak wind. The power is 

limited by MPPT strategy to maintain power delivered to the 

nominal value. We develop the steady state model and show the 

performances of different configurations by the simulation results. 

Keywords: Stand-alone wind energy conversion system, DSIG, 

Non-identical stars, Field-oriented control, MPPT, Storage 

system, Power limitation. 

I. INTRODUCTION 

 Today in a context of global warming, renewable power 
generation is a suitable technology used to deliver energy 
locally to customers [1]. In most remote areas, wind energy is a 
source of electricity generation. Their exploitation for the 
production of electricity is very profitable, where the extension 
of the electricity grid would be a financial failure [2]. The 
applications of wind systems for isolated operation are 
numerous and can meet an energy need ranging from simple 
lighting to complete electrification of villages [3]. Wind 
turbines for small isolated electrical systems use small-sized 
electrical machines. They are a good solution for generating 
low-voltage electricity in isolated locations [4-6]. Synchronous 
and asynchronous machines under their various variants can be 
used. However, the low cost and standardization of induction 
generators have led to the large domination of induction 
generators [7-10]. A wide range of energy storage technologies 
are available today which offer a wide spectrum of performance 
and capacities for different applications [11]. 

To ensure, at all times, the sufficient energy required by the 
charge while maintaining a quality of the supplied energy, a 
storage system was carried out by the use of the batteries [12].        
The study of multiphase machine drives has progressed 
significantly over the last century. This research has taken place 
in the fields of hybrid motors and railway propulsion, all-
electric ships, more-electric aircraft, and wind power 
generation systems [13-14]. For isolated systems of relatively 

large power, the DSIG, compared with conventional three-
phase induction generator-based structures, can be a much 
better alternative thanks to these numerous advantages resulting 
from the reduction of harmonics, reduce current without 
increasing voltage in each phase and power segmentation. [15-
17]. Providing customers with quality voltage is the main 
challenge of a standalone system. The proposed stand-alone 
wind energy system consists of Dual Stator Induction Generator 
(DSIG) based variable-speed wind energy conversion, battery 
and charge. The source of production, i.e. wind energy, is 
equipped with a maximum power point tracking system 
(MPPT) and connected to the power DC bus. a battery is used 
as a storage device and is connected to the control DC bus. The 
conventional configuration using only induction generator in 
wind power applications, consists to connect the battery bank 
directly to the DC bus voltage by bidirectional buck-boost 
converter, in this configuration, the battery bank stores the 
excess energy when the charge demand is low [18-19]. To 
overcome this problem, in this paper, the battery bank is 
connected to a control winding through a dc/ac converter, thus 
the battery bank is charged at the same time as the load demand 
is supplied with its nominal value as long as the wind allows, 
furthermore, the proposed configuration allows the main 
converter to transfer an almost constant power. In article [20] 
the DSIG worked at nominal speed, in this paper the wind speed 
is higher and takes values exceeding the nominal value, for this, 
the power limitation technique is activated by the MPPT 
strategy. The DSIG has two sets of stator windings wound for 
the same number of pole pairs, their functions are different and 
separated, and they have no physical connection but have an 
electromagnetic link, one of which is called as power winding 
supplied 75% of the power of the DSIG to DC load via a bridge 
rectifier and self-excited capacitors, while the other is termed 
as control winding which provides 25% of the power to charge 
the battery bank by an inverter and restitute this energy to 
provide the power winding in case of weak wind as shown in 
Figure 1. Moreover, like the traditional IG, the rotor of the 
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DSIG is a cage type. It is simple, robust, and innate brushless, 
which can guarantee good safety and reliability. 

Figure. 1 Aerogenerator based on the DSIG 

II. MODELING OF THE WIND TURBINE 

The power of the wind transferred to the rotor is calculated 
as follows [21]: 

𝑃𝑡 =
1

2
𝐶𝑝(𝜆, 𝛽)𝜌𝑆𝑉𝑤𝑖𝑛𝑑

3                      (1) 

where, 𝜌 = 1.225 kg.m-3 is the mass density of the air at T~ 
15°C and 𝐶𝑝(𝜆, 𝛽) is the turbine power coefficient that is a 

function of speed ratio λ and blade pitch angle ꞵ according [22]: 

𝐶𝑝(𝜆, 𝛽) = 𝐶1. (𝐶2 𝜆𝑖⁄ − 𝐶3𝛽 − 𝐶4). 𝑒𝑥𝑝
−(𝐶5 𝜆𝑖⁄ ) + 𝐶6𝜆𝑖   (2) 

where, 

1 𝜆𝑖⁄ = 1 (𝜆 + 0.08𝛽)⁄ − 0.035 (𝛽3 + 1⁄ )              (3) 

The parameters C1, C2, C3, C4, C5, C6, depend on the 
aerodynamic characteristics of the turbine. For a modern 
turbine these parameters are obtained empirically where: 

 C1 = 0.5176, C2 = 116, C3 = 0.4, C4 = 5, C5 = 21, C6 = 
0.0068, these values are given for a three-bladed wind turbine, 
with similar aerodynamic characteristics to the wind turbine 
model used in this system. The value of (ꞵ=0°) is to obtain the 
optimal tip speed ratio (λ) [23]. 

The speed ratio is given by: 

𝜆 = 𝑅Ω𝑡 𝑉𝑤𝑖𝑛𝑑⁄                            (4) 

And the 𝑉𝑤𝑖𝑛𝑑 is the wind speed assumed to be constant 
over the entire of the surface swept by rotor blade S.  

The torque produced by the wind turbine is calculated by: 

𝑇𝑡 = 𝑃𝑡 Ω𝑡⁄                                    (5) 

The turbine is normally coupled to the generator shaft 
through a gearbox whose gear ratio 𝐺 is chosen in order to set 
the generator shaft speed within a desired speed range. 
Neglecting the transmission losses, the torque and shaft peed of 

the wind turbine, referred to the generator side of the gearbox, 
are given by:  

𝑇𝑔 = 𝑇𝑡 𝐺⁄                                   (6) 

Ω𝑡 = Ω𝑚 𝐺⁄                                 (7) 

The mechanical equation can be expressed as: 

𝑇𝑔 − 𝑇𝑒𝑚 = 𝐽𝑠Ω𝑚 + 𝑓Ω𝑚                        (8) 

where, 

𝑇𝑒𝑚 = 𝑇𝑒𝑚1 + 𝑇𝑒𝑚2 : The electromagnetic torque of the 
machine which will be the sum of the electromagnetic torque of 
the power winding and the control winding. 

The wind speed varies over time, and to ensure maximum 
capture of wind energy incident, the rotational speed of the 
wind turbine must be continuously adjusted with that of the 
wind. This is achieved using the MPPT technique.     

A typical relationship between Cp and λ show that there is a 
value of λ for which Cp is maximum and that maximize the 
power for a given wind speed. The peak power for each wind 
speed occurs at the point where Cp is maximized. To maximize 
the generated power, it is therefore desirable for the generator 
to have a power characteristic that will follow the maximum 
𝐶𝑝_𝑚𝑎𝑥 line [24]. 

With the use of this control method, wind power systems 
can continuously adjust its rotations speed according to 
incoming wind speed, the reference rotational speed Ω𝑚 

∗ can be 
written as: 

Ω𝑚
∗ = (𝑅𝜆𝑜𝑝𝑡 𝑉𝑤𝑖𝑛𝑑⁄ ). 𝐺                      (9) 

The action of the speed corrector must achieve two tasks 
[25]: 

- It must control the mechanical speed Ω𝑚 in order to yet a 
speed reference Ω𝑚

∗ . 

- It must attenuate the action of the aerodynamic torque, 
which is an input disturbance. 

If the wind speed is measured and the mechanical 
characteristics of the wind turbine are known, it is possible to 
deduce in real time the optimal mechanical power which can be 
generated using the maximum power point tracking (MPPT) 
[26]. The optimal mechanical power can be expressed as: 

𝑃𝑜𝑝𝑡 =
1

2

𝐶𝑝_𝑚𝑎𝑥

𝜆𝑜𝑝𝑡
2

𝜌𝜋𝑅5

𝐺3
Ω𝑚
3                         (10) 

The optimal torque will be given by: 

𝑇𝑜𝑝𝑡 = 𝐾𝑜𝑝𝑡Ω𝑚
2                                (11) 

 

 

388



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 

 

where, 

𝐾𝑜𝑝𝑡 =
1

2

𝐶𝑝_𝑚𝑎𝑥

𝜆𝑜𝑝𝑡
2

𝜌𝜋𝑅5

𝐺3
 

The reference electromagnetic torque of the power winding 
𝑇𝑒𝑚1
∗  would be obtained by regulating the DC bus voltage and 

depend on the load value, on the other hand, the reference 
electromagnetic torque of the control winding 𝑇𝑒𝑚2

∗  would be 
obtained by subtracting the reference electromagnetic torque 
from the power winding by the total optimal torque 𝑇𝑜𝑝𝑡

∗  as: 

𝑇𝑜𝑝𝑡
∗ = 𝑇𝑒𝑚1

∗ + 𝑇𝑒𝑚2
∗                        (12) 

When the power delivered by the machine exceeds its 
nominal value, the power limitation command is activated In 
order to limit electric constraints on the generator, the 
mechanical reference power is maintained in its nominal value: 

𝑃𝑜𝑝𝑡 = 𝑃𝑛                                  (13) 

III. MACHINE MODEL 

The dual stars induction machine model is composed of a 
stator with two non-identical phase windings shifted by an 
electric angle 𝛼 = 30°. The six stator phases are divided into 
two wye-connected three-phase sets. The windings of each 
three-phase set are uniformly distributed and have axes that are 
displaced 120° apart. The rotor is squirrel cage consisting of 
conduction bars short-circuited by a conductive ring at each 
end, and they simulated as three-phase windings (𝑎𝑟 , 𝑏𝑟 , 𝑐𝑟) 
sinusoidally distributed and have axes that are displaced by 
120° apart [27-28]. 

The electrical equations of the dual-stars induction 
generator in the synchronous reference frame (d−q) are given 
as [29]: 

{
  
 

  
 
𝑣𝑑𝑠1 = 𝑅𝑠1𝜄𝑑𝑠1 + 𝑠𝜑𝑑𝑠1 − 𝜔𝑠𝜑𝑞𝑠1
𝑣𝑞𝑠1 = 𝑅𝑠1𝜄𝑞𝑠1 + 𝑠𝜑𝑞𝑠1 + 𝜔𝑠𝜑𝑑𝑠1
𝑣𝑑𝑠2 = 𝑅𝑠2𝜄𝑑𝑠2 + 𝑠𝜑𝑑𝑠2 − 𝜔𝑠𝜑𝑞𝑠2
𝑣𝑞𝑠2 = 𝑅𝑠2𝜄𝑞𝑠2 + 𝑠𝜑𝑞𝑠2 + 𝜔𝑠𝜑𝑑𝑠2
𝑣𝑑𝑟 = 𝑅𝑟𝜄𝑑𝑟 + 𝑠𝜑𝑑𝑟 − 𝜔𝑠𝑙𝜑𝑞𝑟
𝑣𝑞𝑟 = 𝑅𝑟𝜄𝑞𝑟 + 𝑠𝜑𝑞𝑟 + 𝜔𝑠𝑙𝜑𝑑𝑟

               (14) 

With, 𝜔𝑠𝑙 = 𝜔𝑠 −𝜔𝑚 

The expressions for stator and rotor flux are: 

{
  
 

  
 
𝜑𝑑𝑠1 = 𝐿𝑠1𝜄𝑑𝑠1 + 𝐿𝑚(𝜄𝑑𝑠1 + 𝜄𝑑𝑠2 + 𝜄𝑑𝑟)

𝜑𝑞𝑠1 = 𝐿𝑠1𝜄𝑞𝑠1 + 𝐿𝑚(𝜄𝑞𝑠1 + 𝜄𝑞𝑠2 + 𝜄𝑞𝑟)

𝜑𝑑𝑠2 = 𝐿𝑠2𝜄𝑑𝑠2 + 𝐿𝑚(𝜄𝑑𝑠1 + 𝜄𝑑𝑠2 + 𝜄𝑑𝑟)

𝜑𝑞𝑠2 = 𝐿𝑠2𝜄𝑞𝑠2 + 𝐿𝑚(𝜄𝑞𝑠1 + 𝜄𝑞𝑠2 + 𝜄𝑞𝑟)

𝜑𝑑𝑟 = 𝐿𝑟𝜄𝑑𝑟 + 𝐿𝑚(𝜄𝑑𝑠1 + 𝜄𝑑𝑠2 + 𝜄𝑑𝑟)

𝜑𝑞𝑟 = 𝐿𝑟𝜄𝑞𝑟 + 𝐿𝑚(𝜄𝑞𝑠1 + 𝜄𝑞𝑠2 + 𝜄𝑞𝑟)

         (15) 

 

The electromagnetic torques are evaluated as: 

{
𝑇𝑒𝑚1 = 𝑃

𝐿𝑚

𝐿𝑚+𝐿𝑟
(𝜄𝑞𝑠1𝜑𝑑𝑟 − 𝜄𝑑𝑠1𝜑𝑞𝑟)

𝑇𝑒𝑚2 = 𝑃
𝐿𝑚

𝐿𝑚+𝐿𝑟
(𝜄𝑞𝑠2𝜑𝑑𝑟 − 𝜄𝑑𝑠2𝜑𝑞𝑟)

           (16) 

where, 𝑃 is the number of pairs pole. 

IV. FIELD ORIENTED CONTROL OF AN DSIG 

The control of the two windings is different, the first star 
keeps the DC bus voltage constant to supply the load, and the 
second star charges the battery bank by the excess power 
supplied by the wind and converts the rectifier into an inverter 
to regulate the power of the first star in the event of weak wind 
by absorbing the energy of the battery, in this article, the power 
absorbed by the turbine is limited to its nominal value by the 
associated MPPT algorithm. The general diagram of the power 
regulation technique of the DSIG machine is shown in figure 2. 

Figure. 2 Block diagram of the power control system for the DSIG 

In this order, we propose to study the field oriented control 
(FOC) of the DSIG. The control strategy used consists to 
maintain the quadrature component of the flux null and the 
direct flux equals to the reference: 

𝜑𝑑𝑟 = 𝜑𝑟
∗                                      (17) 

𝜑𝑞𝑟 = 0                                        (18) 
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Substituting (17), (18) into (14) Yields: 

𝑅𝑟𝜄𝑑𝑟
∗ = 0 ⇒   𝜄𝑑𝑟

∗ = 0                            (19) 

𝑅𝑟𝜄𝑞𝑟
∗ +𝜔𝑠𝑙

∗ 𝜑𝑟
∗ = 0 ⇒   𝜄𝑞𝑟

∗ = −
𝜔𝑠𝑙
∗ 𝜑𝑟

∗

𝑅𝑟
                  (20) 

     The rotor currents in terms of the stator currents are 
divided from the rotor flux (15) as: 

𝜄𝑑𝑟
∗ =

1

𝐿𝑚+𝐿𝑟
[𝜑𝑟

∗ − 𝐿𝑚(𝜄𝑑𝑠1
∗ + 𝜄𝑑𝑠2

∗ )]               (21) 

𝜄𝑞𝑟
∗ = −

𝐿𝑚

𝐿𝑚+𝐿𝑟
(𝜄𝑞𝑠1
∗ + 𝜄𝑞𝑠2

∗ )                      (22) 

We obtain the reference rotor flux expression by substitution 

(19) into (21): 

𝜑𝑟
∗ = 𝐿𝑚(𝜄𝑑𝑠1

∗ + 𝜄𝑑𝑠2
∗ )                       (23) 

Substitution (20) into (22) obtain: 

𝜔𝑠𝑙
∗ =

𝑅𝑟𝐿𝑚

(𝐿𝑚+𝐿𝑟)

(𝜄𝑞𝑠1
∗ +𝜄𝑞𝑠2

∗ )

𝜑𝑟
∗                      (24) 

The stator current in quadrature axis is obtain by substitution 

(17), (18) into (16) as: 

𝜄𝑞𝑠1
∗ =

1

𝜑𝑟
∗

(𝐿𝑚+𝐿𝑟)

𝑃 𝐿𝑚
𝑇𝑒𝑚1
∗                    (25) 

𝜄𝑞𝑠2
∗ =

1

𝜑𝑟
∗

(𝐿𝑚+𝐿𝑟)

𝑃 𝐿𝑚
𝑇𝑒𝑚2
∗                    (26) 

The power of the star 1 is at 75% of total  power of the machine, 
and the star 2 is at 25%, we will have: 𝜄𝑑𝑠

∗ =𝜄𝑑𝑠1
∗ + 𝜄𝑑𝑠2

∗  such as: 
𝜄𝑑𝑠1
∗ = 0.75 ∗  𝜄𝑑𝑠

∗  and 𝜄𝑑𝑠2
∗ = 0.25 ∗  𝜄𝑑𝑠

∗ . 

The relations between voltages and currents components are 
obtained by substituting (19), (21), and (23) into the stator flux 
equation (15) and replacing the expression into the stators 
voltage equation systems (14): 

{
 
 

 
 
𝑣𝑑𝑠1
∗ = 𝑅𝜄𝑑𝑠1

∗ + 𝐿𝑠1𝑠𝜄𝑑𝑠1
∗ − 𝜔𝑠

∗(𝐿𝑠1𝜄𝑞𝑠1
∗ + 𝜏𝑟𝜑𝑟

∗𝜔𝑠𝑙
∗ )

𝑣𝑞𝑠1
∗ = 𝑅𝑠1𝜄𝑞𝑠1

∗ + 𝐿𝑠1𝑠𝜄𝑞𝑠1
∗ +𝜔𝑠

∗(𝐿𝑠1𝜄𝑑𝑠1
∗ + 𝜑𝑟

∗)

𝑣𝑑𝑠2
∗ = 𝑅𝑠2𝜄𝑑𝑠2

∗ + 𝐿𝑠2𝑠𝜄𝑑𝑠2
∗ − 𝜔𝑠

∗(𝐿𝑠2𝜄𝑞𝑠2
∗ + 𝜏𝑟𝜑𝑟

∗𝜔𝑠𝑙
∗ )

𝑣𝑞𝑠2
∗ = 𝑅𝑠2𝜄𝑞𝑠2

∗ + 𝐿𝑠2𝑠𝜄𝑞𝑠2
∗ +𝜔𝑠

∗(𝐿𝑠2𝜄𝑑𝑠2
∗ + 𝜑𝑟

∗)

 (27) 

where, 𝜏𝑟 =
𝐿𝑟

𝑅𝑟
 :  is the time rotor constant 

V. SIMULATION RESULTS AND DISCUSSION 

The limitation control strategy for a stand-alone variable 
speed wind energy supply system is performed by Matlab 
Simulink software, the DSIG parameters are given in table 1.      

The power regulation technique is illustrated in article [20], 
in this paper, the wind speed exceeds the nominal speed of the 

machine which will induce an overproduction of the power 
expressed by the increase of the current, in this case the 
machine work in overload, to remedy this, a regulation by 
power limitation is activated, which is shown through the 
following curves. The wind profile is represented by figure 3 
which will give us the speed profile of the DSIG illustrated in 
figure 4, under these conditions, the speed of the rotor takes 
values higher than the nominal speed of the machine, the 
regulation by power limitation is activated, the figure 5 and 
figure 6 which are the active power and the electromagnetic 
torque of the control winding follows the variation of the wind 
speed in order to correctly balance the power response to 
compensate the power missing of star 1, which provides 
constant power to the load, and to charge the battery bank in the 
other case. The active power of the star 1 remains constant and 
the electromagnetic torque follows the variation of wind speed 
represented in figure 7 and figure 8 respectively. We can clearly 
see that the power supplied by star 1 is limited to 3.33 kW, and 
that of star 2 to 1.12 kW which are the nominal values of these 
windings.  

The DC-link voltage was successfully regulated as shown 
in Figure 9. despite the step variations in the generator power. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 3 Wind speed profil 

 

Figure.4 DSIG rotor speed 
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Table 1. DSIG parameters 

Components Rating values 

Nominal power Pn = 4.5 kW 

Power winding resistance Rs1 =2.79 Ω 

Control winding resistance 𝑅𝑠2  =  4.65 Ω 

Rotor resistance Rr = 2.12 Ω 

Power winding inductance   Ls1= 0.0165 H 

Control winding inductance  Ls2=0.0275 H 

Rotor inductance Lr = 0.006 H 

Mutual inductance Lm = 0.3672 H 

Moment of inertia J = 0.0625 kg .m2 

Viscous friction f = 0.001 N m. s/rd 

Rate speed Ω𝑚 =  293 𝑟𝑎𝑑 s ⁄  

Number of pole pairs P=1 

 

VI. CONCLUSION 

In this paper, a control by limitation power of DSIG with 
non-identical parameters and different operating mode have 
been presented. The simulation results of power limitation 
control strategy show its performance through power 
compensation of stator 1 with the power available in the storage 
battery connected to the stator 2, and a limitation power of 
stator 2 in case of over speed obtained by MPPT regulation. The 
DC bus voltage is maintained constant by using flow 
orientation control strategy, which can be used in variable wind 
speed applications. 
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Abstract— This paper presents a fuel cell hybrid electric vehicle's 

energy management strategy using a finite-state machine control 

approach. The finite-state machine strategies are developed 

based on the vehicle's power demand and the energy storage 

system's state of charge as transitional conditions. A technique 

for assessing the stress caused on the fuel cell is proposed. The 

vehicle's electrical and mechanical elements are modeled using 

MATLAB/Simulink and SimPower Systems packages. The state-

flow control system of MATLAB is utilized to implement the 

strategies.  

Keywords— Energy management, fuel cell, hybrid vehicle, finite 

state machine. 

I. INTRODUCTION   

Considerable attention has been drawn to the advancements 
in fuel cell (FC) systems and their applications, owing to their 
potential for zero-emission, high efficiency compared to 
thermal engine and environmental friendliness [1-2]. A fuel 
cell is a device that converts hydrogen's chemical energy into 
electricity through an electrochemical reaction, with various 
types available. Among these, the proton exchange membrane 
fuel cell (PEMFC) is particularly suitable for transportation 
due to its low operating temperature, quick start-up, and high 
efficiency [3]. However, FC systems suffer from two main 
drawbacks: low power density and increased vehicle prices [4]. 
To address the low power density issue, FC vehicles 
incorporate auxiliary power sources like ultra-capacitors (UC) 
or batteries, with UCs offering numerous duty cycles and 
higher power density compared to batteries [5]. These UCs can 
supply instantaneous high power demands and recover braking 
energy. 

For a vehicle equipped with FC/UC structure, an energy 
management strategy (EMS) is essential to enhance total 
system efficiency, reduce fuel consumption, and maintain the 
performance and longevity of each component. In the past, 
EMS has been mainly conducted using rule-based approaches. 
While these approaches yield satisfactory real-time results in 
managing power flow between sources, they require no 
knowledge of the mathematical model of the system and have 

less computation time. However, they necessitate an 
understanding of the field of application, operating points, and 
constraints of various components to set the rules ensuring high 
system performance. Operational restrictions for FC vehicle 
applications with battery or ultra-capacitor storage systems 
include avoiding sudden power variations for the FC, 
recognizing that FC systems' efficiency is low at low loads, and 
not allowing the battery's state of charge (SOC) to fall below 
20% [6]. If the battery or ultra-capacitor feeds the traction 
system via a parallel structure DC converter, defining the low 
SOC that guarantees a high converter efficiency operation is 
crucial, and all these restrictions must be established by the 
EMS. 

In this paper, we propose a finite state machine (FSM) 
based energy management strategy for FC/UC vehicle 
structures. The proposed strategy uses as the input variables the 
UC SOC and the power demand of the vehicle.  

The results indicate that the proposed FSM energy 
management strategy efficiently meets the vehicle's power 
demand.   

II. MODEL OF THE FC VEHICLE 

The vehicle consists of an FC system as the principal 
source of energy and an UC as an energy storage system to 
assist FC in abrupt power transition and to recover the braking 
energy. Both sources are linked to the DC bus via converters, 
as shown in figure 1, and the later feeds the traction system via 
a DC/AC converter. 

The FC will guarantee energy autonomy for long-distance 
travel, while the UC will guarantee high power density during 
acceleration phases. 

A parallel structure is chosen for the DC/DC converter, 
despite its low efficiency when the duty cycle is low, but it is 
still a less bulky structure and has fewer components to 
maintain in the event of failure. 
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Figure 1. FC hybrid vehicle model 

A. Model of the vehicle 

In this sub-section, only the models of the energy sources 
are presented, the aerodynamic model of the vehicle as well as 

the intermediate parts is given in the reference [7-8]. 

1) Fuel cell model  
The specific parameters calculation of the PEMFC are as 

follow: 

( )fc fc nernest act ohm conV N E V V V               (1)   

Vfc  is the FC output voltage, obtained from the theoretical 

voltage Enernst, which is subject to various voltage drops. 

And Nernst voltage Enernst that can be expressed as follow:   

     

2 2

3

5

1.229 0.85 10 ( 298.15)

4.3085 10 ln( ) 0.5ln( )

nernest

H O

E T

T P P





   

    

        (3) 

The gas pressure is assumed to be constant and only the 

electrical dynamics are taken into account in this study. 

The resistive losses can be expressed as follows:      

       ohm fc fcV R I                              (4) 

The activation losses are deduced from the relationship 

between Ifc  and the current density I0. They are given by the 

Tafel relation as follows: 

0

ln
fc

act

I
V A

I

 
  

 
                                (5) 

The concentration polarization losses are defined as: 

lim

ln1
fc

con

IRT
V

zF I

 
  

 
                        (6) 

TABLE 1.  PEMFC  PARAMETERS 

Parameter Value Unit 

Maximal Stack power 

Nominal Stack Power 

Nernst Voltage 

Nominal Airflow rate 

Nominal fuel supply pressure 

Nominal efficiency 

Operating temperature 

52 

37 

1.28 

1698 

H2: 3, O2: 3 

55 

95 

kW 

kW 

V 

Lpm 

bar 

% 

℃ 

 

A FC of 52 kW is used, as mentioned in Tab. 2, to guarantee 

the maximum power that can be absorbed by the traction 

system and to cover the various losses. 

The model available in the MATLAB library is used, 
incorporating these parameters. This model gives the 

polarization curves of the FC as in Fig. 2. 
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Figure 2. Polarization curves of the PEM FC 

To reduce the fuel consumption, the FC system should be 
operated efficiently. An accurate efficiency model should be 

used as a reference to determine the operating constraints on 

the FC system. Fuel cell theoretical efficiency is defined as the 
ratio between FC output power and the power of hydrogen 

consumed, which is developed in (7) [9-10]. 

2

fc

LHV

H

P

P
                                       (7) 
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The efficiency of the FC system is the product of the 
theoretical efficiency and the efficiency of the auxiliary 

systems. 

         (8) 

From figure 3, the maximum efficiency point occurs at the 

fuel cell current of 18 kW. From the power of 7.5 kW to 42.5 

kW, the fuel cell system efficiency is above 50 %, which is 

defined as a high-efficiency region. To reduce the final 

hydrogen consumption, fuel cells should be operated to reach 

the maximum efficiency point within this region. In the high 

power region, the current is high and excessive heating can 

reduce the lifetime of the FC cells [11]. Therefore, the 

operation in this region should be reduced. 

The hydrogen mass consumption rate can be defined by fuel 
cell power as the following equation [12]: 

                              (9) 

As we can see in equation (9), the hydrogen consumption is 

inversely proportional to the FC system efficiency. 
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Figure 3. FC system efficiency curve along with stack power 

To reduce de fuel consumption, the FC must be operating in 

the high-efficiency region shown in Fig. 3.  

B. Model of the ultra capacitor 

The UC model of MATLAB is used, which is modeled as an 

equivalent circuit model based on Stern model, where the 

voltage is obtained by the following equation [13]: 

(10) 

The implemented model is considered as a variable voltage 

given by Eq. (7), in series with an internal resistance Ruc as 

shown in figure 3. The output voltage is calculated by taking 

into account the losses by the Joule effect.   

                              (11) 

The state of charge in percent can be calculated by the 
following expression: 

                      (12) 

Ruc

+
_

Iuc

Vuc

Equation (7) ʃ
Q

Uuc

 
Figure 4. Simulation model of UC 

C. DC/DC converters modeling 

The DC/DC converters are realized using the power 
electronics elements of the Sim-Power system library and 

placed as shown in Fig. 4. The both converters used have the 

boost structure, with an additional switch for the UC converter 

to ensure current flow in both directions.  

The switches (K1 and K21) are controlled by the control signals 
(u1 and u2) and current inversion in UC converter is 

guaranteed by the K22 switch associated with the u’2 control 

signal. 
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Figure 5. Sources and associated converters 

The mathematical model of the converters presented in Fig. 4, 

in boost mode, is given by the following equations system 

[13]: 
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(13) 

Tab. 2 shows the FC and UC converters parameters. 

 

TABLE 2.  DC/DC CONVERTERS PARAMETERS 

Parameter Value Unit 

RL1    

RL2  

Rs 

L1 

L2 

Cbus 

Cfc 

0.1 

0.1  

15  

6.4  

3  

560  

10  

Ω 

Ω 

mΩ 

mH 

mH 

μF 

μF 

 

III. CONTROL OF THE DC/DC CONVERTERS 

The UC converter is controlled using a double-loop 
proportional-integral (PI) controller to fix the DC bus voltage 

at 400V [13-14]. Figure 5 shows the regulation scheme of the 
UC converter. 
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Figure 6. FC current and bus voltage control loops 

IV. PROPOSED ENERGY MANAGEMENT STRATEGY 

The EMS based on the state machine approach offers a 
straightforward development process and is independent of the 
system's mathematical model for tuning. However, it does 
require a comprehensive understanding of the energy source 
characteristics. Specifically, when using the state machine-
based EMS, the FC reference power should be directed 
towards power points with optimal efficiency, as illustrated in 
figure 3. Additionally, for effective recovery of braking energy 
and to ensure a high UC converter efficiency, the UC state of 
charge must be limited within certain upper and lower bounds. 

Figure 6 presents the SMC represented by nine states, each 
corresponding to various levels of the state of charge and the 
power demand of the vehicle. By employing this approach, the 
fuel cell experiences minimal stress, as the strategy generates a 
constant power reference within a predetermined range defined 
by the input bounds for each state. What can be detrimental to 
the fuel cell is the transition between states. To remedy this, 

several intermediate states have been added. According to 
figure 3, there are four distinct states of the power reference: 
zero FC power, minimal FC power (8 kW), optimal FC power 
(37 kW) and maximal FC power (52 kW). For example, if the 
power demand is around the FC low power and the UC state of 
charge changes from normal to low, the reference power most 
be increase from low point to optimum point in order to 
recharge the UC. The sudden transition in a short time can 
cause damage for the FC cells. So some states have been added 
as shown in Fig. 7. 

 S1

 S2

 S3

 S4
PLoad< PFCh

PLoad< PFCh

SOC< SOCL

SOC>SOCNl

S1 : Pfc = 0

S2 : Pfc = PLoad

S3 : Pfc = PFCopt

S4 : Pfc = PFCh

S5 : Pfc = max(PLoad,PFCopt)

S6 : Pfc = Pch

S7 : Pfc = PFCl

S8 : Pfc = PLoad +Pch

S9 : Pfc = max(Pload + Pch,PFCopt)

 S7

 
Figure 8. Finite state machine based EMS scheme 

V. RESULTS AND DISCUSSIONS 

There are several standardized driving cycles for testing 
vehicle efficiency. In this study, we will use the cycle of 
HWFET as illustrated in the figure 8. It operates a warmed-up 
engine with no stops; the average speed is 77 km/h with a top 
speed of 97 km/h over a 16 km distance. 
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Figure 9. HWFET cycle profile and vehicle speed 

The HWFET is a standard cycle used to determine a vehicle's 
official fuel economy ratings. It represents different driving 
scenarios focused on highway driving, including various 
acceleration, deceleration, and constant speed phases. 
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Figure 10.  DC bus voltage 

The DC bus voltage is kept at its reference value of 400 V by 
the double PI control loop. Disturbances of ±5 V are observed 
along the cycle, less than 5 % of the reference value. Therefore, 
we can conclude that this control is sufficient to guarantee a 
stable voltage at the input of the inverter feeding the traction 
machine to ensure a steady speed. 
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Figure 11. FC and UC currents 

From the figure 10, we note that the FC current does not 
exceed the maximum admissible current for the fuel cell and 
contains less noise than the current supplied by the UC. 
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Figure 12. FC and UC voltages 

Figure 11 shows the voltages of the energy sources and as we 
can see that the FC voltage drops when it is activated, due to 
the different losses presented in equation 2. 
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Figure 13. FC and UC powers 
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Figure 14. UC state of charge 

The UC SOC at the start of the cycle is assumed to be 50% as 
shown in  figure 13. We can see that the UC is less used by the 
strategy until the SOC exceeds 70%. Therefore, there are two 
modes of operation: when the state of charge is low [0 to 300s], 
the UC contributes to the supply of power peaks and this is 
shown by the noise present in the state of charge profile. Once 
the UC is charged (high SOC) [300 to 800 s], the UC supplies 
considerable power to the traction machine and we observe a 
SOC fluctuation between 75 % and 70 %. 
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Figure 15. FC fuel consumption 

Figure 14 shows the fuel consumption during the HWFET 
cycle. From figures 10 and 12, we observe that the FC is used 
at its highest efficiency region as illustrated in the figure 3. 

VI. CONCLUSION 

In this paper, a finite state machine-based EMS is 

proposed to manage the energy flow in the hybrid vehicle. The 
main objectives of the energy management are:  firstly, reduce 

the fuel consumption of the fuel cell system and it is achieved 

by using the fuel cell in its high efficiency region. Secondly, 
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reduce the power transition of the control generated by the 
energy management that causes FC stress and it is realized by 

using constant states.   
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Abstract—This paper presents a robust control strategy for 

Doubly Fed Induction Generator (DFIG) wind turbines in 

Sup/Super Synchronous operation using an integral backstepping 

controller (INT-BCS-Control) based on the Lyapunov function. 

The objective of this work is to decouple the active and reactive 

power of the DFIG with high robustness and enhance the 

performance and reliability of DFIG wind turbines operating in 

the Sup/Super Synchronous mode within grid-connected systems. 

To ensure the effectiveness of the proposed control, we present 

simulation results using MATLAB Simulink. 

Keywords: wind turbines, Lyapunov function, Integral 

Backstepping, DFIG, robustness. 

I. INTRODUCTION 

As the world industrializes and people consume more 
electricity, the demand for electricity is growing. Fossil fuels are 
the main source of electricity production, but they are a major 
contributor to climate change and other environmental problems 
[1]. Governments are investing in renewable energy sources to 
ensure sustainable development [2]. The renewable energy 
sector is becoming more competitive, and wind energy is 
growing the fastest in the world [3-4]. 

This work evaluates the impact of integral backstepping 
control on a wind energy conversion system based on a doubly 
fed induction generator (DFIG). The DFIG was chosen because 
it offers several advantages, including improved output power, 
increased efficiency, grid support capability, variable speed 
operation, cost-effectiveness, and reduced mechanical stress on 
the wind turbine. [5-6]. 

Backstepping control is a nonlinear control strategy that 
decomposes complex systems into simpler subsystems and 
stabilizes a desired system behavior using a Lyapunov function 
[6-7]. It was developed by Kokotovic in the 1990s [6] and has 

become a widely studied and used approach for controlling 
nonlinear systems [8]. 

This study aims to assess the impact of backstepping control 
on a DFIG-based wind energy conversion system, especially 
under parameter variations. The grid-side converter (GSC) is 
directly connected to the grid, while the rotor-side converter 
(RSC) is connected to the grid through a series of converters and 
transformers [9], as shown in figure 1. 

 
Figure .1 Architecture of wind turbine system (WTS) [10] 

II. WIND TURBINE MODEL 

The mechanical power of a wind turbine is proportional to the 

cube of the wind speed, while the torque is proportional to the 

square of the wind speed. This means that the mechanical 

power and torque of a wind turbine increase rapidly with 

increasing wind speed [1]. The relationship between the 

mechanical power and torque of a wind turbine can be 

expressed by the following formula [10-11]: 

 
Figure .2 The structure of a wind turbine [7] 
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𝑃𝑎𝑒𝑟𝑜 =
1

2
. 𝜌. 𝜋. 𝑅2. 𝑣3. 𝐶𝑝(𝜆; 𝛽)                    () 

Taero =
Cp(λ;β).ρ.π.R

2.v3

2⋅Ωturbine
         () 

With the relative speed λ provided by this equation:   

𝜆 =
Ω𝑡 . 𝑅

𝑉
 

     Cp can be thought of as the percentage of wind energy that 

is converted into mechanical energy by the turbine. A higher 

Cp value indicates a more efficient turbine. The power 

coefficient Cp can be described as follows: 

𝐶𝑝(𝛽, 𝜆) = (0.5 − 0.0167. (𝛽 − 2)). sin [
𝜋.(𝜆+0.1)

18.5−0.3.(𝛽−2)
] −

0.00184. (𝜆 − 3). (𝛽 − 2)                         (3) 

       

      Figure 3 shows how the power coefficient changes as the 

speed ratio (λ) and pitch angle (β) change. The figure shows 

that the optimal speed ratio for maximum power point tracking 

(MPPT) mode with β= 0° is λopt = 8.1, which gives a maximum 

power coefficient of Cp-max= 0.48.[11] 

 

 
Figure .3 Power coefficient Vs Lambda 

III. DFIG MODEL 

      The DFIG's electrical equations describe how the voltage 

and current at the stator and rotor terminals depend on the slip 

and the speed of the rotor. These equations can be used to model 

the electrical behavior of the DFIG and to calculate its power 

output and torque [10-11]. 

𝑉𝑠𝑑 = 𝑅𝑠 𝐼𝑠𝑑 +
𝑑 ∅𝑠𝑑
𝑑𝑡

− 𝜔𝑠 ∅𝑠𝑞  

𝑉𝑠𝑞 = 𝑅𝑠 𝐼𝑠𝑞 +
𝑑 ∅𝑠𝑞

𝑑𝑡
+ 𝜔𝑠 ∅𝑠𝑑                          (4) 

𝑉𝑟𝑑 = 𝑅𝑟 𝐼𝑟𝑑 +
𝑑 ∅𝑟𝑑
𝑑𝑡

− 𝜔𝑟 ∅𝑟𝑞 

𝑉𝑟𝑞 = 𝑅𝑟 𝐼𝑟𝑞 +
𝑑 ∅𝑟𝑞

𝑑𝑡
+ 𝜔𝑟 ∅𝑟𝑑 

With: 

∅𝑠𝑑 = 𝐿𝑠 𝐼𝑠𝑑 +𝑀 𝐼𝑟𝑑  

∅𝑠𝑞 = 𝐿𝑠 𝐼𝑠𝑞 +𝑀 𝐼𝑟𝑞  

∅𝑟𝑑 = 𝐿𝑟  𝐼𝑟𝑑 +𝑀 𝐼𝑠𝑑  

∅𝑟𝑞 = 𝐿𝑟 𝐼𝑟𝑞 +𝑀 𝐼𝑠𝑞  

Mechanical equation: 

𝑇𝑒𝑚 = 𝑇𝑟 + 𝐽
𝑑Ω𝑟

𝑑𝑡
                                          (5) 

The state model can then be written as: 

[𝑋̇  ] = [𝐴]. [𝑋̇] + [𝐵]. [𝑈]                        (6) 

With: 

[𝑋̇] = [𝐼𝑠𝑑  𝐼𝑠𝑞  𝐼𝑟𝑑  𝐼𝑟𝑞  ]
𝑡    

[𝑈] = [𝑉𝑠𝑑  𝑉𝑠𝑞  𝑉𝑟𝑑  𝑉𝑟𝑞  ]
𝑡

 

Where: 

[𝐴] =

[
 
 
 
 
 

−𝑎1
−aω − 𝜔𝑠

aω + 𝜔𝑠

−𝑎1

𝑎3       𝑎5𝜔
−𝑎5𝜔       𝑎3   

𝑎4 −𝑎6𝜔   −𝑎2 −
𝜔

𝜎
+ 𝜔𝑠

𝑎6𝜔 𝑎4
𝜔

𝜎
− 𝜔𝑠 −𝑎2 ]

 
 
 
 
 

 

[B] =[

𝑏1
0

0
𝑏1

−𝑏3  0
   0  −𝑏3

−𝑏3 0 𝑏2  0

0 −𝑏3    0     𝑏2

] 

𝛼 = 
1−σ

σ
; 𝑎1 = 

𝑅𝑠

σ 𝐿𝑠
; 𝑎2=

𝑅𝑟

σ 𝐿𝑟
; 𝑎3= 

𝑅𝑟 𝑀

σ 𝐿𝑠 𝐿𝑟
; 𝑎4= 

𝑅𝑠 𝑀

σ 𝐿𝑠 𝐿𝑟
; 𝑎5= 

𝑀

σ 𝐿𝑠
; 

𝑎36 = 
𝑀

σ 𝐿𝑟
 

Based on the last equations, the DFIG model in 

Matlab/Simulink can be simplified as shown in the following 

figure. 

 
Figure .4 DFIG Module in Matlab/Simulink 

IV. INTEGRAL BACKSTEPPING CONTROL 

       Integral Backstepping is a variation of Backstepping 

control that adds integral action. This makes it more robust to 

perturbations and can help to eliminate steady-state errors.       

The error variable is defined as the difference between the 

actual and desired states of the system. The specific definition 

of the error variable will depend on the application and system 

dynamics [11]. 

𝑒01 = 𝑒𝑟1 = 𝑃𝑠
∗ − 𝑃𝑠                                  (7) 

𝑒02 = 𝑒𝑟2 = 𝑄𝑠
∗ − 𝑄𝑠 
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𝑒01 = 𝛾 ∗ ∫ 𝑒𝑟1(𝑡). 𝑑𝑡 ,          𝛾
𝑡

0
> 0                    (8) 

𝑒02 = 𝛾 ∗ ∫ 𝑒𝑟2(𝑡). 𝑑𝑡 ,          𝛾
𝑡

0

> 0 

 

Lyapunov function: 

𝑉(𝑒𝑟1) =
1

2
. 𝑒𝑟1

2 +
1

2
. 𝑒01  

2                            (9) 

𝑉(𝑒𝑟2) =
1

2
. 𝑒𝑟2

2 +
1

2
. 𝑒02  

2  

 

Derivative of Lyapunov function: 

𝑉 (𝑒𝑟1) = 𝑒𝑟1 𝑒𝑟1 + 𝛾𝑒𝑟1 𝑒01                      (10) 

𝑉 (𝑒𝑟2) = 𝑒𝑟2 𝑒𝑟2 + 𝛾𝑒𝑟2 𝑒02 

𝑉 (𝑒𝑟1) = 𝑒𝑟1 (𝑒𝑟1 + 𝑒01)      

𝑉 (𝑒𝑟2) = 𝑒𝑟2 (𝑒𝑟2 + 𝑒02)       
 

The expression of the Backstepping stabilizer with integral 

action is typically taken as follows: 

𝑣𝑟𝑑 = −
2

3

𝑌

𝑋̇
𝑄 𝑠
∗ + 𝑅𝑟𝑖𝑟𝑑 − 𝑔𝑤𝑠𝑌 ∗ 𝑖𝑟𝑞 −

2

3

𝑌

𝑋̇
∗              

(𝑘2 𝑒𝑟2 + 𝑒02)                                    (11) 

𝑣𝑟𝑞 = −
2

3

𝑌

𝑋̇
. 𝑃 𝑠

∗ + 𝑌𝑔𝑤𝑠 ∗ 𝑖𝑟𝑑 + 𝑅𝑟𝑖𝑟𝑞 + 𝑔𝑋̇ −
2

3

𝑌

𝑋̇
∗ 

(𝑘1 𝑒𝑟1 + 𝑒01) 

Where:        X =
VsLm

Ls
,  Y = 𝜎. 𝐿𝑟 

𝑉 (𝑒1) = −𝑘1 𝑒𝑟1
2                                      (12) 

𝑉 (𝑒𝑟1, 𝑒𝑟2) = −𝑘1 𝑒𝑟1
2 − 𝑘2 𝑒2

2 

With K1 and K2 being positive. 

V. INTEGRAL BACKSTEPPING CONTROL 

      The DFIG used in this work is a doubly fed induction 

generator that is connected to the grid. The nominal parameters 

of the DFIG and the turbine parameters are given in Appendix. 

The Integral Backstepping Control (INT-BCS-Control) will be 

tested through simulation using MATLAB/SIMULINK 

software. The following tests will be conducted: 

      •   References tracking and transient response. 

      •   Robustness to perturbations. 

A. References Tracking and Transient Response 

        

 

 

 

 
Figure 5. Simulation results of the INT-BCS-Control of DFIG at variable 

wind speed 
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        In this case, the wind turbine operates under variable wind 

speeds, with an average value of 10 m/s, as shown in figure 5.A. 

figure 5 represents the simulation results for the INT-BCS-

Control of DFIG. The objective of this test is to evaluate the 

performance of an Integral Backstepping control system in 

terms of its ability to accurately track specified references. 

       The simulation results show that the INT-BCS-Control is a 

robust and effective control strategy for DFIG wind turbines. It 

is able to accurately track the desired references for both the 

stator active and reactive power, as evident from the fact that 

the graphs of the stator active and reactive power closely follow 

the reference signals. Additionally, the currents, which are 

proportional to the active power, also exhibit sinusoidal 

behavior because the INT-BCS-Control is designed to regulate 

the active and reactive power of the DFIG. The rotor current 

undergoes a smooth and controlled transition from the Sub-

synchronous mode to the Super-synchronous mode of the DFIG 

at 0.5 seconds because the wind profile applied to the wind 

turbine changes at this time. The Sub-synchronous mode is the 

mode in which the rotor speed is less than the synchronous 

speed of the DFIG, while the Super-synchronous mode is the 

mode in which the rotor speed is greater than the synchronous 

speed of the DFIG. 

B.  Robustness To Perturbations  

The robustness test was conducted by varying the parameters 
of the DFIG model. The stator inductance, Ls, and rotor 
inductance, Lr, were reduced by 10% of their rated values. This 
was done to analyze the performance of the system. Figure 6 
illustrates the simulation results of the INTBCS-Control applied 
to the DFIG. 

      The INT-BCS-Control, exhibit good dynamic and static 
performance, despite variations in the DFIG parameters. This is 
evident in the curve shown in Figure 6. The response time of the 
active and reactive powers are fast and impressive, with INT-
BCS-Control demonstrating a response time of 0.0007 seconds. 
However, it is important to note that the last nonlinear method 
does exhibit high-frequency oscillations, particularly in the rotor 
currents. This could potentially lead to problems with the power 
converter or the DFIG itself. 

 

 

 

 

 

  Figure 6. Simulation results of the INT-BCS-Control of DFIG at 

parameters variations 

CONCLUSION 

      In this paper, a robust nonlinear control strategies is 

presented namely INT-BCS-Control, have been presented. 

These strategies enable independent control of the active and 

reactive stator powers of the DFIG, which is driven by a variable 

speed wind turbine. The results obtained from robustness tests 

using MATLAB/Simulink have demonstrated that the INT-

BCS-Control strategy is a simple and robust control technique. 

This strategy has the advantage of being easily implemented in 

real-time and effectively eliminates static errors, while reducing 

the gap between measurement and reference. 

Through a comprehensive study of the proposed control 

method in this paper and based on the simulation results using 

MATLAB Simulink, we can say that the INT-BCS-Control 

technique excels in the following aspects: 
• Nonlinear control method 

• Good dynamic and static performance 

• Accurately tracks desired reference signals 

• Effective for systems with nonlinear dynamics 

• Robust against uncertainties and disturbances 

• Utilizes Lyapunov stability theory for stability 

analysis 

• Relatively complex to design and implement 
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APPENDIX 

       The parameters of the DFIG and Wind turbine, in SI 

units are: 

DFIG Parameter: Pn=1.5MW, P=2, Rs= 0.012Ω, Rr=0.021      

Ω, Ls= 0.0137 Ω, Lr=0.0136 Ω, Lm=0.0135 Ω, Vdc=1200 

volt 

Turbine Parameter: Np=3, R=35.25m, G=90, fv=0.0024, 

J=1000Kg.m2 
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Abstract— This work presents the utility of using a fuzzy logic 

controller to improve the performance of DTC applied to a wind 

turbine based on a doubly-fed induction generator (WT-DFIG). 

The objectives are to minimize the drawbacks of conventional 

DTC (C-DTC) as much as possible and to preserve its advantages, 

by proposing an improved DTC based on fuzzy controllers (FH-

DTC). The simulation results obtained on MATLAB/Simulink 

showed the effectiveness of the proposed technique in minimizing 

the disadvantages of C-DTC, in a remarkable way, thus leading to 

better performance of the WT-DFIG system. 

Keywords: Wind turbine, DTC, DFIG, Hysteresis, Fuzzy logic 

controller. 

I. INTRODUCTION  

Wind energy is a renewable energy source, gaining in 
popularity because of its ability to produce clean energy while 
reducing pollution and global warming. Due to its high 
performance, wide speed range and active and reactive power 
control, the doubly-fed induction generator (DFIG) is the most 
efficient generator for variable-speed wind farms [1]. 

In the mid-1980s, the direct torque control (DTC) technique 
was introduced [2]. Its objective is to determine the best rotor 
voltage vector by considering the hysteresis errors, rotor flux 
sector and switching tables. The presence of large ripples is the 
main challenge of DTC, for which various complex solutions 
have been proposed such as [3-6]. 

The main objective of this work is to present the utility of 
using a fuzzy logic controller to improve the performance of 
DTC applied to a WT-DFIG, in the different operating modes of 
this generator. The aims are to minimize as much as possible the 
disadvantages of C-DTC, even if it is possible to eliminate some, 
while preserving its advantages, by proposing an improved DTC 
based on fuzzy controllers (FH-DTC). The results of this study 
will be presented in the form of complete simulation results 
obtained using MATLAB/Simulink 

The main contributions of this paper are: (1) The 
development of an FH-DTC scheme for DFIG wind turbines; 
(2) The design of fuzzy hysteresis controllers for torque and 
flux; (3) Performances evaluation through simulations under 
three WT-DFIG operating modes. This work aims to establish 
the viability of the proposed FH-DTC technique for high-
performances DFIG-based wind energy conversion systems. 

The paper is organized as follows. First, the DFIG wind 
turbine and conventional DTC principles are explained. Next, 
the proposed FH-DTC scheme and fuzzy controller designs are 
presented. Then, MATLAB/Simulink simulation results are 
analyzed to evaluate the performance of the proposed strategy 
under fluctuating wind speeds. Finally, conclusions are 
provided. 

II. DESCRIPTION OF THE PROPOSED SYSTEM 

 

Figure 1.  FH-DTC method applied to the WT-DFIG. 

The Wind turbine-DFIG (WT-DFIG) system controlled by 
the proposed FH-DTC technique is illustrated in Fig. 1. This 
system comprises a DFIG, a gearbox and a wind turbine. While 
the DFIG rotor is connected to two level back to back power 
converter (an AC/DC and a DC/AC), the stator is directly 
connected to the AC grid. The first rotor converter is connected 
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to the DFIG rotor controlled by the proposed technique, the 
other converter is connected to the AC grid, it delivers a 
sinusoidal current (50 Hz) with a unity power factor.  

Then the MPPT algorithm allows the system to extract 
maximum power when the generated power is below the rated 
value [7].  

The mechanical power of the wind turbine is a function of 
wind speed v and power coefficient Cp, as presented in the 
following equation: 

 Pmec=0.5ρπR2v3CP(λ,β) () 

The mathematical model of the doubly fed induction 
generator (DFIG) in the d-q frame is given by: 

 

{
  
 

  
 vsd=Rsisd+

d𝜑sd

dt
-ωs𝜑sq

vsq=Rsisq+
d𝜑sq

dt
+ωs𝜑sd

vrd=Rrird+
d𝜑rd

dt
-ωr𝜑rq

vrq=Rrirq+
d𝜑rq

dt
+ωr𝜑rd

 () 

 

{
 

 
𝜑sd=Lsisd+Mird
𝜑sq=Lsisq+Mirq

𝜑rd=Lrird+Misd

𝜑rq=Lrirq+Misq

 () 

Where 

vsd,vsq,vrd and vrq: Stator and rotor voltages in the d-q frame 

respectively; 

Isd,Isq,Ird and Irq: Stator and rotor current in the d-q frame 

respectively; 

ωs,ωr: Stator and rotor phase electrical variable pulsations 

respectively; 

Rs,Rr: Stator and rotor resistances respectively; 

Ls,Lr: Stator and rotor leakage inductances respectively; 

M: Stator-rotor mutual inductance. 

III. DIRECT TORQUE CONTROL 

To control the DFIG, the DTC advanced approach adjusts 
the machine's electromagnetic torque and the rotor's magnetic 
flux. It was first proposed by Takahashi and Noguchi in 1986 as 
an alternative to field-oriented control (FOC). The aim of DTC 
is to directly select the AC/DC converter switching states to 
rapidly regulate flux and torque based on the errors between 
their references and estimated values. This differs from FOC 
which involves regulating current components through PI 
controllers. The principle of DTC is explained in [8]. The system 
under study is illustrated in Fig. 1. 

The components along the α and β axes of the rotor voltages 
and currents are used to estimate the rotor magnetic flux, then 
the calculated values of the currents (irα, irβ) and the estimated 
flux values (φrα, φrβ) are used to estimate the electromagnetic 
torque. As illustrated by the equations that follow. 

 {
φrα(t)= ∫  

t

0
(vrα-Rrirα)

φrβ(t)= ∫  
t

0
(vrβ-Rrirβ)

 () 

 φr(t)=√φrα
2 +φrβ

2  (5) 

 θr= tan
-1 (

φrβ

φrα
) (6) 

 Tem=P(φrαirβ-φrβirα) (7) 

The outputs of the hysteresis controllers (electromagnetic 
torque controller and rotor flux controller) and the position of 
the rotor flux vector are used to select the optimal vector 
required using a switching table, As outlined in Table 1 [8].  

To minimize the number of commutations in the arms of the 
AC/DC converter, the V0 and V7 vectors are alternated. 

TABLE I.  SWITCHING TABLE C-DTC 

Hφr HTem 
N 

I II III IV V VI 

+1 

+1 V2 V3 V4 V5 V6 V1 

0 V7 V0 V7 V0 V7 V0 

-1 V6 V1 V2 V3 V4 V5 

-1 

+1 V3 V4 V5 V6 V1 V2 

0 V0 V7 V0 V7 V0 V7 

-1 V5 V6 V1 V2 V3 V4 

IV. THE PROPOSED DIRECT TORQUE CONTROL 

The proposed FH-DTC uses a fuzzy logic controller, rather 
than two hysteresis controllers to improve C-DTC performance. 
The FH-DTC design process includes fuzzification, 
defuzzification and fuzzy logic control based on rules. The 
fuzzification process converts the system input variables into 
linguistic variables by defining membership functions for each 
input variable, see Fig. 2. The defuzzification process converts 
the fuzzy inference results into a quantifiable output. The 
defuzzification method chosen is Bi sector and the output is a 
single numerical value with 6 singleton membership functions 
(E1, ..., E6), see Fig. 3. 

 

Figure 2.  Inputs membership functions. 

 

Figure 3.  Output membership functions. 
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Finally, the fuzzy rules are designed according to a 

hysteresis operating principle and consist of 6 rules due to the 
number of membership functions per table 2 input. The 
inference method used to run the fuzzy logic switching 
controller is the Mamdani method based on Max-Min decision. 

TABLE II.  FUZZY RULES 

eTem/eφ P Z N 

P E1 E2 E3 

N E4 E5 E6 

To select the appropriate rotor voltage vector (Vn) for the 
inverter, it will be based on the output of the numerical error 
powers (En) and the rotor flux sector using the switching table 3. 

TABLE III.  SWITCHING TABLE FH-DTC 

En 
N 

I II III IV V VI 
E1 V2 V3 V4 V5 V6 V1 
E2 V7 V0 V7 V0 V7 V0 
E3 V6 V1 V2 V3 V4 V5 
E4 V3 V4 V5 V6 V1 V2 
E5 V0 V7 V0 V7 V0 V7 
E6 V5 V6 V1 V2 V3 V4 

V. SIMULATION RESULTS 

The effectiveness of the proposed technique is applied to 
control a WT-DFIG system, allowing the DFIG to operate in its 
three operating modes. The study is carried out using 
MATLAB/Simulink. Where the system parameters are 
described in [7]. 

 

Figure 4.  Ω and v responses. 

Fig. 4. It represents wind speed and the mechanical speed of 
the DFIG, indicating that the system is operating in three modes, 
(sub-synchronous, synchronous and super-synchronous, 
respectively). 

The electromagnetic torque with its reference and the rotor 
flux are illustrated in Figures 5 and 6, respectively. The torque 
is influenced by the wind speed and follows its reference. At its 
reference value, the rotor flux remains constant. The proposed 
FH-DTC control has proven its effectiveness and advantages 
compared to those of conventional control (C-DTC) illustrated 
in reference [8]. 

  

Figure 5.  Electromagnetic torque and its reference. 

  

Figure 6.  Rotor flux and its reference. 

 

Figure 7.  Rotor flux. 

 

Figure 8.  Waveformvof rotor flux. 
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Figure 9.  Stator currents. 

  

Figure 10.  Rotor currents. 

  

Figure 11.  Stator active power. 

Figs. 7 and 8 depict the circular rotor flux in the (α, β) plane. 
Its amplitude is a steady 1.2 Wb because its components vary 
sinusoidally in sub-, super-, and synchronous operation. As 
shown in Fig. 9, the amplitude of the generated stator currents 
increases with mechanical speed, while the frequency remains 
constant at 50 Hz during each state variation. 

Fig. 10 shows that the DFIG rotor current amplitude varies 
with changes in mechanical speed, while the frequency directly 

changes with variations in mechanical slip. In synchronous 
mode, the rotor currents become DC with zero frequency. 

The stator active power being negative (PS < 0) in Fig. 11 
reveals operation as a generator, with this power being provided 
to the network as indicated by the negative sign. 

VI. CONCLUSIONS 

This paper has presented a novel direct torque control 
scheme using fuzzy logic control for a doubly-fed induction 
generator-based wind energy system. The proposed fuzzy 
hysteresis-based direct torque control (FH-DTC) aims to 
improve the performance limitations of conventional DTC 
strategies. 

The FH-DTC represents an effective method to reduce the 
drawbacks of C-DTC in the WT-DFIG system. The simulation 
results showed that the implementation of FH-DTC will 
improve the system performance. 

REFERENCES 

[1] P.D. Singh and S. Gao, “An isolated hydro power generation using 
parallel asynchronous generators at variable turbine inputs using AC-DC-
AC converter,” 2018 8th IEEE India International Conference on Power 
Electronics (IICPE), pp. 1-6, December 2018. 

[2] I. Takahashi and T. Noguchi, “A new quick-response and high efficiency 
control strategy of an induction motor,” IEEE Trans. Ind. Appl., vol. IA- 
22, no. 5, pp. 820–827, Oct 1986. 

[3] Y. Sahri, S. Tamalouzt, S. Lalouni Belaid, S. Bacha, N. Ullah, A. A. A. 
Ahamdi, and A. N. Alzaed, “Optimal Power Extraction in Wind Turbine 
System using Advanced Fuzzy 12 DTC Control of Doubly Fed Induction 
Generator under Random Wind Conditions,” Sustainability, vol. 13, 
no.21, pp. 11593, 2021. 

[4] H. Chojaa, A. Derouich, S. E. Chehaidia, O. Zamzoum, M. Taoussi, H. 
Benbouhenni,  and S. Mahfoud, “ Enhancement of Direct Power Control 
by Using Artificial Neural Network for a Doubly Fed Induction 
Generator-Based WECS: An Experimental Validation,” Electronics, vol. 
11, no. 24, pp. 4106, 2022. 

[5] B. Zinelaabidine, R. Taleb, Y. Djeriri, and A. Yahdou, “A novel direct 
torque control using second order continuous sliding mode of a doubly 
fed induction generator for a wind energy conversion system,” Turkish 
Journal of Electrical Engineering and Computer Sciences, vol. 25, no. 2, 
pp. 965-975, 2017. 

[6] A. Wiam, M. Ourahou, B. El Hassouni, and A. Haddi, “Direct torque 
control improvement of a variable speed DFIG based on a fuzzy inference 
system,” Mathematics and Computers in Simulation, vol. 167, pp. 308-
324, 2020. 

[7] S. Tamalouzt, T. Rekioua, R. Abdessemed, “Direct torque and reactive 
power control of grid connected doubly fed induction generator for the 
wind energy conversion,” Conférence Internationale en Sciences et 
Technologies Electriques au Maghreb CISTEM’2014, Tunis, Tunisie, p. 
1-7, November 2014. 

[8] R. Cardenas, R. Pena, S. Alepuz,  and G. Asher, “Overview of control 
systems for the operation of DFIGs in wind energy applications,” IEEE 
Trans Ind Electron, 2013. 

 

407



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 

Enhancing Photovoltaic Array Performance through 

Optimizing Power during Mismatch Conditions under 

Series-parallel (SP) and Total Cross-Tied (TCT) 

Configurations 

Lahlou Abad 1, Salah Tamalouzt 1, Kamel Djermouni 2, Karim Fathi Sayeh 1 
 

  1 Laboratoire de Technologie Industrielle et de l'Information, Bejaia, Algeria 

lahlou.abad@univ-bejaia.dz, salah.tamalouzt@univ-bejaia.dz, karimfathi.sayeh@univ-bejaia.dz 

2 Laboratoire de maitrise des énergies renouvelables Bejaia, Algeria 

kamel.djermouni@univ-bejaia.dz 

 

Abstract—Photovoltaic (PV) systems, harnessed from the sun's 

energy, serve as vital components in the global shift towards 

sustainable energy sources. This paper presents a comprehensive 

investigation into the performance optimization of PV arrays 

operating under mismatched conditions, examining both Series-

Parallel (SP) and Total Cross-Tied (TCT) configurations. The 

study explores the influence of variations in series and parallel 

resistances within PV modules on power generation. Two 

Maximum Power Point Tracking (MPPT) techniques are 

employed to enhance system efficiency. The research 

unequivocally demonstrates the superiority of the TCT 

configuration, yielding a remarkable 28-watt advantage over the 

SP configuration when subjected to internal resistance changes. 

Additionally, fuzzy logic-based MPPT exhibits exceptional 

responsiveness, surpassing the conventional Perturb and Observe 

(P&O) approach. These findings emphasize the pivotal role of 

system configuration and control strategies in optimizing PV 

array performance under varying operational conditions. This 

study contributes valuable insights to advance the harnessing of 

solar energy and underscores the significance of configuration and 

control methodologies in maximizing power output from PV 

systems. 

Keywords: Photovoltaic systems, PV Array configuration, 

Maximum power point tracking. 

I. INTRODUCTION 

Photovoltaic (PV) systems play a pivotal role in the global 
transition towards sustainable energy sources. Harnessing 
energy from the sun, PV arrays have proven to be a reliable and 
renewable source of electricity. However, the performance of 
photovoltaic panels is influenced by a multitude of factors, the 
degradation of the PV panels and system configuration being 
among the most important. 

Several comprehensive studies have delved into the intricate 
realm of mismatch losses within photovoltaic (PV) systems, 
highlighting the multifaceted nature of this critical issue. For 
instance, the reference [1] conducted an insightful investigation 
into the mismatch problem, meticulously dissecting the 
deleterious effects stemming from partial shading scenarios. 
This study revealed the intricate mechanisms at play when 
shading phenomena disrupt the operation of PV arrays. 
Furthermore, this study [2] embarked on a rigorous exploration 
of the mismatch problem induced by partial shading conditions, 
coupling their investigation with a meticulous quantitative 
analysis of the ensuing power losses. In [3], the author focuses 
on the primary factors that underpin the occurrence of mismatch 
problems in PV systems. They dissected the various elements, 
ranging from shading effects and module degradation to circuit 
configuration intricacies, that collectively contribute to 
mismatches. Moreover, references [4] and [5] honed on 
improving power generation efficiency when dealing with 
changes in both series and parallel resistances of PV modules in 
a Series-Parallel configuration. Their investigations delved into 
the intricacies of power control strategies tailored to SP setups, 
acknowledging the unique challenges posed by mismatches in 
this specific configuration. By exploring strategies to maximize 
energy yield under mismatch conditions, collectively, these 
studies reflect a concerted effort within the research community 
to unravel the complexities of mismatch losses in PV systems, 
offering valuable insights and methodologies for optimizing 
performance and harnessing the full potential of solar energy. 

This paper has the primary objective of introducing an in-
depth investigation into the optimization of power generation in 
photovoltaic (PV) systems operating in the presence of 
mismatch conditions. The study is specifically focused on 
examining the impact of variations in both series and parallel 
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resistances within PV modules when configured in both Series-
Parallel (SP) and Total Cross-Tied (TCT) configurations. 
Furthermore, it aims to conduct a thorough comparative analysis 
between these two configurations to discern their respective 
performance characteristics. The optimization of power 
generation in these scenarios is achieved through the 
implementation of two Maximum Power Point Tracking 
(MPPT) techniques, which are crucial in ensuring that the PV 
system operates at its highest efficiency level. 

II. PV SYSTEM MODELING 

The mathematical model of a photovoltaic (PV) cell is based on 

the physical principles governing its operation. A PV cell 

converts sunlight directly into electrical energy through the 

photovoltaic effect [6]. The primary mathematical model used 

to describe the behavior of a PV cell is the single diode model 

[7], [8], which is mostly used in literature. The selection of the 

one-diode equivalent circuit is based on its ability to provide 

faster numerical calculations while maintaining an acceptable 

level of accuracy. The ideal model of a PV cell can be described 

as a controlled current source Ipc representing the photocurrent 

connected with a parallel diode as depicted in Fig. 1 a, the 

correspondent current-voltage curve of this model is shown in 

Fig. 2. The one diode real model comprises a controlled current 

source Ipc and a diode carrying current Id. In addition, there are 

series and shunt internal resistances, Rs and Rsh, respectively, 

as presented in Fig. 1 b. 

 

Figure 1.  Equivalent electrical scheme of the PV cell. 

 𝐼𝑝𝑣 = 𝐼𝑝𝑐 − 𝐼𝑑 − 𝐼𝑠ℎ (1) 

Ipv is the PV module current. 

 Ipc = [[(𝑆𝑢𝑛𝑠 − 𝑆𝑢𝑛𝑠𝑟𝑒𝑓) ∗ 𝑃2] + [(𝑇 − 𝑇𝑟𝑒𝑓) ∗ 𝑃3] + 1] 𝑃1 ∗ 𝑆𝑢𝑛𝑠        (2) 

Where Suns represents the actual solar irradiation level (W/m2), 

Sunsref is the nominal level of insolation, T and Tref (K) are the 

ambient temperature and the nominal temperature, 

respectively, at STC Sunsref is equal to 1KW/m2 and Tref is 

298.15K. The parameters P1, P2, P3 are to be determined 

experimentally. 

 

 𝐼𝑑 = 𝐼𝑠𝑎𝑡 [𝑒𝑥𝑝 (
𝑞(𝑉𝑝𝑣+(𝐼𝑝𝑣∗𝑅𝑠))

𝐴∗𝑛𝑠∗𝐾∗𝑇
) − 1] (3) 

The diode current Id represents the losses due to the 

recombination of charge carriers in the PV cell, Vpv and Ipv 

are the voltage and current generated by the cell, q (C) is the 

electron charge, K is the Boltzmann constant (J/K), A is the 

diode ideality factor, ns is the number of series connected cells, 

and Isat is the saturation current which is highly temperature-

dependent as shown in following equation: 

 𝐼𝑠𝑎𝑡 = 𝑃4𝑇3𝑒𝑥𝑝 (
−𝐸𝑔

𝐾∗𝑇𝑗
) (4) 

Ish is the current running through the shunt resistor, Rs 

represents the resistance in series with the PV cell. It accounts 

for the resistive losses within the cell, such as the resistance of 

the semiconductor material and the interconnection of cells in 

a module, Rsh resistance represents the leakage paths in parallel 

with the PV cell. It explains the non-ideal behavior of the cell, 

such as surface defects or impurities that create unintended 

pathways for current flow [5]. This model can depict the 

characteristics of a photovoltaic (PV) module that incorporates 

a series connection of ns individual cells Fig. 2. 

 
 

Figure 2.  I-V curve of the PV cell 

III. RS AND RSH  EFFECT 

Figs. 3 a and b present a visual representation of how both 
series and shunt resistors impact the output current of the PV 
cell. Upon careful analysis of these curves, a notable pattern 
emerges: the slope of the horizontal segment in the I-V curve of 
the PV cell exhibits an inverse relationship with the shunt 
resistance (Rsh). In contrast, the slope of the vertical segment in 
the I-V curve of the PV cell demonstrates a direct 
proportionality with the series resistance (Rs). 
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Figure 3.  Effect resistor on the output current of the photovoltaic cell: (a) Rs 

and (b) Rsh. 

This insightful observation can be succinctly summarized and 

illustrated in Fig. 4, providing a clear visual representation of 

the inverse relationship between shunt resistance and the slope 

of the horizontal I-V curve, as well as the direct relationship 

between series resistance and the slope of the vertical I-V curve 

in the PV cell. 

 

Figure 4.  I-V curve with horizontal and vertical slopes. 

IV. PV ARRAY CONFIGURATIONS 

A. Series-Parallel (SP) configuration 

In a Series-Parallel (S-P) PV array configuration Fig. 5 a, 

the photovoltaic (PV) modules are initially interconnected in 

series to create strings. This series connection is employed to 

generate a specific desired output voltage. Subsequently, these 

strings of modules are connected in parallel to generate the 

desired output current. One of the key advantages of the (SP) 

configuration is its ease of construction. It is a straightforward 

and cost-effective approach for configuring PV arrays. 

Moreover, it minimizes redundant connections, streamlining 

the overall design. This simplicity not only reduces installation 

costs but also enhances the reliability of the system, as fewer 

components mean fewer points of failure[10]. 

B. Total Cross-Tied (TCT) configuration 

The Total Cross-Tied (TCT) connection scheme Fig. 5 b can 
be described as a configuration in which cross-ties are integrated 
into the series-parallel connected PV system. This particular 

configuration stands out as one of the most prevalent and 
effective approaches employed within the photovoltaic industry. 
Its primary purpose is to mitigate the adverse effects of partial 
shading on the PV array while concurrently minimizing losses 
when compared to other fundamental connection schemes. By 
incorporating cross ties into the system, the TCT configuration 
facilitates improved overall performance, particularly in 
scenarios where certain parts of the PV array are subject to 
shading. This design promotes the efficient utilization of 
available solar energy, thereby maximizing the power yield of 
the installation. As a result, the TCT connection scheme remains 
a popular choice among PV practitioners seeking to enhance the 
reliability and efficiency of their solar power systems [11]. 

 

Figure 5.  Schematic diagram of a PV array connected in case: (a) SP and (b) 

TCT configuration. 

V. RESULTS AND DISCUSSION 

In this section, the simulation results are presented for four 

modules initially connected in a series-parallel (SP) 

configuration and then in a (TCT) configuration. During these 

simulations, two of the modules were subjected to a mismatch 

fault. The ideal series and parallel resistance values for the 

modules are set as Rs=0.221Ω and Rsh=415.45 Ω, respectively. 

To introduce the mismatch fault, the resistance values of these 

two modules are modified as follows: Rs1=1.5 Ω, Rs2=1.1 Ω; 

Rsh1=55 Ω, Rsh2=20 Ω. A visual summary of these changes is 

provided in Figs 6 a and b. 

Fig. 7 illustrates the I-V (current-voltage) and P-V (power-

voltage) curves during the occurrence of a mismatch fault in 

both the series-parallel (SP) and total cross-tied (TCT) 

configurations. It is evident from the graph that the TCT 

configuration outperforms the SP configuration. In TCT, the 

maximum power point (MPP) reaches approximately 1068.2 W. 

In contrast, the MPP for the SP configuration is 1040.6 W, 

indicating a difference of approximately 28 W. This discrepancy 

underscores the effectiveness of the TCT configuration. 

Figs. 8 and 9 depict the power response of four modules in 

an SP and TCT configuration, connected to a load through a 

boost converter. This boost converter is controlled by an MPPT 

(Maximum Power Point Tracking) block, employing two 

different techniques for tracking the maximum power point 

(MPP): The conventional Perturb and Observe (P&O) method 
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and a fuzzy logic approach with two input parameters, namely 

the error (E) and the rate of change of error (ΔE). The error is 

determined using the equation: 

 𝐸 = 𝛥𝑃/𝛥𝑉 (5) 

The output of the fuzzy logic is the duty cycle (D), triangular 

membership functions are employed for defining all three 

membership functions for both inputs and the output. 

In Fig. 8 a, the power response of the modules in the SP 

configuration is shown for both the P&O and fuzzy logic 

methods. Fig. 8 b provides a close-up view of the power 

response between 0.024 s and 0.035 s. It is evident that both 

methods converge to the MPP with 100% accuracy during this 

interval. Notably, the fuzzy logic method exhibits a quicker 

response time, achieving a time response of 0.025 s, while the 

conventional P&O method takes 0.028 s to respond. This 

discrepancy underscores the effectiveness of the fuzzy logic 

method. 

Moving on to Fig. 9 a, it presents the power response of the 

modules in a Total Cross-Tied (TCT) configuration, utilizing 

both the P&O and fuzzy logic methods. Fig. 9 b zooms in on the 

power response between 0.022 s and 0.033 s. Both methods 

reach the MPP, however, there is a noticeable difference in 

response times, with the fuzzy logic method attaining the MPP 

in 0.025  

 

Figure 6.  PV array configuration with resistance values: (a) SP configuration 

and (b) SP configuration. 

 

Figure 7.  I-V and P-V curves with mismatch default 

 

Figure 8.  Power response in case of SP configuration. 

 

Figure 9.  Power response in case of TCT configuration. 

Lastly, the Total Cross-Tied (TCT) configuration has proven 
to be significantly more effective in generating power when 
compared to the Series-Parallel (SP) configuration, resulting in 
a noticeable power increase of 28 watts. It is worth noting that 
the fuzzy logic-based method exhibited a considerably faster 
response and performance compared to the Perturb and Observe 
(P&O) method. 

VI. CONCLUSION 

This paper delves into a comprehensive examination of a 

photovoltaic (PV) array's performance under mismatched 

conditions, conducted in both Series-Parallel (SP) and Total 

Cross-Tied (TCT) configurations. The findings unequivocally 

highlight the superiority of the TCT configuration when 

confronted with changes in internal resistances, manifesting as 

a substantial 28-watt discrepancy compared to the SP 

configuration. Notably, utitlizing the fuzzy logic method 

exhibited remarkable efficiency, demonstrating significantly 

faster response times when compared to the conventional 

Perturb and Observe (P&O) approach. This study underscores 

the pivotal role of configuration and control techniques in 
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optimizing the power output of PV arrays under varying 

operating conditions. 
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Abstract— The growth of renewable energy development and 

exploitation has been strong in recent years. The multisource 

pumping is considered as one of the most widely adopted 

solutions in rural areas. The process of sizing involves 

determining the optimal component capacities to meet energy 

demands, taking into account variables such as energy source 

variability and load profiles. In parallel, energy management 

strategies are critical to balance energy supply and demand, 

mitigate intermittency issues, and extend the lifespan of energy 

storage components. This paper explores the sizing and energy 

management of a multi-source system comprising a photovoltaic 

generator, a wind turbine with MPPT methods, a battery storage 

and a motor pump to meet power requirements.  

Keywords: Photovoltaic system, Wind power system, Battery, 

MPPT, Pumping, Sizing, Energy management. 

I. INTRODUCTION 

Our planet is being impacted by the excessive use of fossil 
fuels, and these finite resources are also set to dry up in the 
coming years. Energy and water scarcity pose significant 
challenges for numerous residents living in the rural and 
remote regions of developing countries. The issue of limited 
water resources in these distant areas is of paramount 
importance to the local populations. The pursuit of suitable 
remedies for this problem plays a vital role in enhancing living 
standards in such regions. Multi-source pumping emerges as 
the perfect solution for providing water supply in these remote 
and rural locations. [1][2]  

Multi-source system with storage is proposed to reduce the 
overheating of the motor temperature and increase the 
efficiency. the storage serves as both an energy reservoir for 
surplus power and a backup energy source. [3]   To guarantee 
the efficient and dependable performance of a multi-source 
system, it is imperative to coordinate and optimize the energy 
sources employed within the system. This action is achieved 
through the implementation of energy management algorithms, 
several researches have been made in the subject. [4][5][6]  

In this article, we introduce a multi-source pumping system 
powered by solar and wind sources with battery storage. The 
system also incorporates an induction motor controlled through 
rotor flux-oriented vector control. This motor is linked to a 
centrifugal pump, which is coupled with a strategically placed 
elevated water storage tank. To maximize power extraction 
from both the photovoltaic panel and the wind turbine, we have 
employed two distinct Maximum Power Point Tracking 
(MPPT) techniques. Furthermore, we have integrated the 
necessary power converters to ensure the system's proper 
functionality. In order to guarantee efficient management of the 
available energy and meet power demands, we have carried out 
system sizing and developed an energy control and 
management algorithm. 

 

II. DESCRIPTION OF THE SYSTEM 

Figure 1 shows a block diagram of the proposed system 

 

 
 

Figure 1.  Proposed system scheme 

The system is composed of PV Panels, a DC/DC converter 
with MPPT control, a wind turbine with MPPT control, an 

413



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 
induction motor, three phase PWM inverter and a centrifugal 
pump and a battery.      

III. SYSTEM MODELING 

A. Photovoltaic generator  

This model is characterized by a very simple resolution. It 
requires only four parameters namely Isc, Voc, Im and Vm. The 
(Ipv, Vpv) characteristic of this model is illustrated as follows 
[3][7]:  

        (1) 

With:  

                    (2) 

 

B. Turbine  

The optimal wind turbine power (with MPPT) versus time 

PWT(t) has the following expression [5]: 

 

      (3) 

  

with 

ηsc, ηg      static converter efficiency, generator efficiency, 

Cp,opt        optimal wind turbine power coefficient (i.e. 

corresponding to a perfect maximum point tracker), 

ρair          density (kg/m3), 

AWT        wind turbine swept area (m2), 

Vwind (t)  wind speed versus time (m/s)). 

 

C. Battery (CIEMAT model)   

The battery’s model is characterized by the series 
connection of an electromotive force with a variable resistance, 
as follows [8]:  

                       (4)  

 

With nb is cell number, Vbatt: battery voltage, Ibatt: battery 

current, Ebatt: electromotive force. 

 

D. Induction machine 

The electric equations of the induction machine are written 

in matrix form as follows [9]: 

 

 

 

 

 

                                                                             

                   (5)     

 

The expression of the electromagnetic torque is:  

 

            (6) 

 

E. Centrifugal pump 

The head-Flowrate h − Q characteristic can be expressed 

approximately by the following Quadratic form: [10]  

 

                       (7)  

 

Where a0, a1, a2 are the coefficients generally given by the 

manufacturers. The hydraulic power, resistive torque and the 

mechanic power are given by: [11] 

 

                   (8), (9) 

 

The pump efficiency is defined as the ratio of the hydraulic 

power imparted by the Pump to the fluid to the shaft 

mechanical power and is given by:  

 

                                         (10) 

 

where Q, H , ρ, g , ωS and ωSl are the water flow (m3/s ), the 

total height of the well (m), the density (Kg/m2 ) and the 

gravity (m/s2 ), the angular frequency of the supply (rad/s) and 

the slip speed (rad/s), respectively.   

 

F. Flux-Oriented Vector Control of the Squirrel Cage 

Induction Machine:  

The motor’s equations with the constraint  et 

 is simplified as follows: 

    (11)                                     
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IV. SIZING AND MANAGEMENT  

A. Pumping system sizing 

We will take the photovoltaic generator as main source, the 
wind system as complementary source, batteries for 
compensation and a water tank to meet the water needs of a 
small village contains 170 family. From what we need to make 
a sizing of the various components of the studied system. The 
daily consumption of the village is therefore estimated by 
72.25 m3 so we will take a tank of 110 m3, the dynamic level 
head is about 12 m and the nominal flow rate is of 25 m3/h. 
The results obtained from the sizing system are presented in 

the Table . 

TABLE I.  SIZING PUMPING SYSTEM 

Symbols Expressions Results 

Hydraulic power  
 

817.5 W 

Mechanical power 

required by the 

pump   

1486.36 W 

Electric power  

 

1748.66 W 

Input power of the 

inverter  
 

1840.69 W 

Necessary 

pumping time  
 

4.4 h 

Daily electrical 

energy 

required by the 

load 

 
8099.036 Wh/day 

The power of the 

PV generator  
 

2300.8625 W 

Number of panels  

 

21 panels 

Number of panels 

series  
 

7 panels 

Number of panels 

parallel  
 

3 panels 

Battery capacity 

 

150 A.h 

 

With: Njaut: number of days of autonomy, PDD: depth of 

discharge, Rbb: battery performance, Nm: number of days in 

the month. 

 

Speed reference of motor-pump: The reference speed ( ref) is 

determined by the total power (photovoltaic, wind, and 

batteries) and is given by the following relation:  

                    (12) 

 

With: ( ref) is the rated speed of the induction motor [rad/s],           

Ptot   is the total power (photovoltaic, wind, and batteries) [W],           

ɳ  is an efficiency of the motor-pump unit and Pn is the rated 

power of the motor [W]. 

 
After sizing, we need 21 panels of 120 Wc (7 in series and 

3 in parallel) as main generator, while the 1KW wind system 
will be a complementary generator and 6 batteries will be used 
for compensation. 

B. Supevisor control  

To maintain a reliable water supply, it's crucial for the 
entire system to operate perfectly and effectively. Achieving 
this goal requires the optimal management of energy flow 
between different components. The management system plays 
a critical role in overseeing energy transfers among these 
components and in regulating the charging and discharging 
processes of the storage (batteries) to extend their lifespan. 

From this management system, we can establish five modes of 
operation, which are summarized in the table II, figure 2 
represent the energy management algorithm: 

TABLE II.  MANAGEMENT SYSTEM 

Mode  Description  Action  

1 Hybrid Power = Load Demand Disconnect the battery, direct 

supply to the load. 

2 Hybrid Power > Load Demand, 

State of Charge < State of 

Charge max 

Supply the load and charge 

the battery. 

3 Hybrid Power > Load Demand, 

State of Charge > State of 

Charge max 

Disconnect the battery. Load 

is powered by both 

generators; excess energy 

goes to load-dumping resistor. 

4 Hybrid Power < Load Demand, 

State of Charge > State of 

Charge min 

Battery compensates for 

power deficit. 

5 Hybrid Power < Load Demand, 

State of Charge < State of 

Charge min  

Disconnect both battery and 

load. 

 

 

Figure 2.  Proposed flowchart 
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V. SIMULATION RESULTS 

Utilizing the previously described models and control 

methods, a simulation of a multisource pumping system has 

been developed and conducted within the MATLAB/Simulink 

environment.  

The parameters of the wind turbine, the induction 

generator, the photovoltaic panel and the induction motor are 

given in Table III, Table VI, Table V, Table IV respectively. 

TABLE III.  PARAMETER OF WIND TURBINE 

Rated power   1000 W 

Blades 3 

Blades diameters  2.26 m 

Startup wind speed  3.4 m/s 

Rated wind speed  12.5 m/s 

TABLE IV.  PARAMETER OF ASYNCHRONOS GENERATOR 

Statoric resistance 5.75 Ω 

Rotoric resistance 4.2 Ω 

Stator inductance 0.4662 H 

Rotor inductance 0.4662 H 

TABLE V.  PARAMETER OF THE PHOTOVOLTAIC PANEL 

 Maximum power 110 W 

 Rated current 3.15 A 

 Rated voltage 35 V 

 Short-circuit current 3.45 A 

 Open circuit voltage 43.5 V 

Temperature coefficient of 

ISC 

1.4 mA/°C 

 Temperature coefficient 

of Voc 

-152 mA/°C 

TABLE VI.  PARAMETER OF ASYNCHRONOS MOTOR 

Nominal power 1500 W 

Nominal Voltage  220/380 V 

Nominal Current   5.2/3 A 

Rated speed 1460 tr/min 

Number of poles pairs  2 

 

 

Irradiation, temperature, and wind speed exhibited daily 

variations over the course of 12 days in October. These 

variations are quantified by the average values for each 

parameter per day, and they are visually depicted in Figure 2, 

Figure 3 and Figure 4. 
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Figure 2.  Solar irradiance 
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Figure 3.  Wind speeds 

 

0 2 4 6 8 10 12
20

22

24

26

28

30

t (day)

T
 (

°
C

)

 
Figure 4.  Ambient temperature 

 

The figure 5 represents the powers (Phyb, Pbat), while it is noted 

that the hybrid power and that of the battery (charge and 

discharge) are complementary. 
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Figure 5.  Hybrid and battery power 

 

After management, Figure 6 shows that the powers (hybrid, 

battery) are complementary. At moments (0 to 3.5), (11.5 to 

12), the battery compensates for the power deficit to supply 

the load (Phyb < Plo). In this case, the battery acts as a source. 

At the moment (3.5 to 11.5), the hybrid power is greater than 

or equal to the power demanded (Phyb ≥ Plo), here the battery 

disconnects and does not contribute and the excess energy is 

used to charge the battery. 
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Figure 6.  Hybrid, battery and load power after management 
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Water flow is almost constant as shown in figure 7 which 

means the availability of energy in all time. 
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Figure 7.  Water flow 

 

 

It can be observed that the estimated speed evolves until it 

reaches the reference speed value in Figure 8, the rotor flux 

increases slowly until it stabilizes at its reference value of 0.7 

Wb in Figure 9. The electromagnetic torque and the resistive 

torque are nearly equal, for each value of the resistive torque, 

the electromagnetic torque tends to track the value imposed by 

it Figure 10, the direct and quadrature currents in figure 11 

and figure 12 are closely track their references, the stator 

current in figure 13 and figure 14 are sinusoidal.  
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Figure 8.  Reference and estimated speed 
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Figure 9.  Rotor flux  
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Figure 10.  Electromagnetic and resistive torque 
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Figure 11.  Currents waveform isd-ref, isd  
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Figure 12.  Current waveform isq_ref, isq 
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Figure 13.  Waveform of stator current 
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VI. CONCLUSION  

We have presented the necessary steps for the sizing of a 

multisource pumping system combining photovoltaic and 

wind sources with batteries, along with a strategically 

positioned water tank for a site located in a rural region. This 

system is designed to provide the required energy to power the 

load, also ensure a reliable water supply for the region's needs. 

A power management algorithm has been presented to ensure 

energy availability and proper operation throughout the year.  

After a simulation on MATLAB/Simulink. The obtained 

results show the efficiency and reliability of the proposed 

system. 

 

 

 
 

REFERENCES 

[1] Xiao Xu, Weihao Hu, Di Cao, Qi Huang, Cong Chen, Zhe Chen. 
Optimized sizing of a standalone PV-wind-hydropower station with 
pumped-storage installation hybrid energy system. Renewable Energy 
2020; 147, pp 1418-1431.  

[2] Obaid W, Hamid A, Ghenai Ch. Solar/wind pumping system with 
forecasting in Sharjah, United Arab Emirates. International Journal of 
Electrical and Computer Engineering (IJECE) 2021; 11(4), pp 2752-
2759. 

[3] Serir Ch, Rekioua D, Mezzai N, Bacha S. Supervisor control and 
optimization of multi-sources pumping system with battery storage. Int J 
Hydrogen Energy 2016; 41(45), pp 20974-20986. 

[4] Gam O, Abdelati R, Tankari M A, Mimouni M F. An improved energy 
management and control strategy for wind water pumping system. 
Transactions of the Institute of Measurement and Control 2019; 1-15. 

[5] Zaibi M, Cherif H, Champenois G, Sarenib B, Roboamb X, Belhadjc J. 
Sizing methodology based on design of experiments for freshwater and 
electricity production from multi-source renewable energy systems. 
Desalination 2018; 446, pp 94-113. 

[6] Poompavai T, Kowsalya M.  Control and energy management strategies 
applied for solar photovoltaic and wind energy fed water pumping 
system: A review. Renewable and Sustainable Energy Reviews 2019; 
107, pp 108–122. 

[7] Pant S, Saini R.P. Solar Water Pumping System Modelling and Analysis 
using MATLAB/Simulink. IEEE Students Conference on Engineering 
& Systems (SCES) 2020; Prayagraj, India. 

[8] Laadissi1 E.M, El Filali A, Zazi M, El Ballouti A.Comparative Study Of 
Lead Acid Battery Modelling. ARPN Journal of Engineering and 
Applied Sciences 2018; 13(15), pp 4448-4452. 

[9] Chouidira I, Khodja D.J, Chakroune S. Fuzzy Logic Based Broken Bar 
Fault Diagnosis and Behavior Study of Induction Machine. Journal 
Européen des Systèmes Automatisés 2020; 53(2), pp 233-242. 

[10] Goppelt F, Hieninger T, Schmidt-Vollus R. Modeling Centrifugal Pump 
Systems from a System-Theoretical Point of View. 18th International 
Conference on Mechatronics - Mechatronika (ME) 2018, Brno, Czech 
Republic.  

[11] Perissinotto R M, Monte Verde W, Biazussi J L, Vieira Bulgarelli N A, 
Denner Pires Fonseca W, Souza de Castro M, Erick de Moraes Franklin, 
Bannwart A C. Flow visualization in centrifugal pumps: A review of 
methods and experimental studies. Journal of Petroleum Science and 
Engineering 2021; 203, 108582. 

 

418



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 

Characterization and Mitigation of Multipeak 

Phenomena in Photovoltaic Systems Under 

Environmental Conditions and Electrical Fault  

Abad Lahlou 1, Tamalouzt Salah 1, Djermouni Kamel 2, Sayeh Karim 1 
 

  1 Laboratoire de Technologie Industrielle et de l'Information, Bejaia, Algeria 

lahlou.abad@univ-bejaia.dz 

2 Laboratoire de maitrise des énergies renouvelables Bejaia, Algeria

Abstract— Photovoltaic (PV) systems are crucial for the global 

transition to sustainable energy sources, but their performance is 

susceptible to environmental factors and electrical faults. This 

paper investigates the multipeak phenomena in the power-versus-

voltage (P-V) characteristics of PV generators, with a focus on 

line-to-line (LL) faults, line-to-ground (LG) faults, and partial 

shading conditions (PSC). LG faults are identified as the most 

significant contributor to power loss, causing a substantial 50% 

reduction in power output compared to healthy system operation, 

while PSC and LL faults lead to power losses of 32% and 30%, 

respectively. To address these issues, we implement the Particle 

Swarm Optimization (PSO) algorithm for Maximum Power Point 

Tracking (MPPT). The PSO algorithm demonstrates remarkable 

accuracy and rapid response times, enhancing PV system 

performance under challenging conditions. 

Keywords: Photovoltaic systems, multipeak phenomena, power-

versus-voltage characteristics, line-to-line faults, line-to-ground 

faults, partial shading conditions, Maximum Power Point 

Tracking, Particle Swarm Optimization. 

I. INTRODUCTION  

Photovoltaic (PV) systems have emerged as a sustainable 
and efficient source of renewable energy, playing a pivotal role 
in the global transition toward cleaner power generation. 
However, these systems are not immune to challenges, and their 
performance can be significantly affected by environmental 
factors and electrical faults. 

The presence of shading on the surfaces of photovoltaic (PV) 
arrays stands as a pervasive and extensively studied challenge 
within the realm of solar energy generation. This issue has 
garnered significant attention due to the detrimental impact it 
inflicts on the performance and reliability of PV systems, [1] 
Conducted an analysis of how shading affects PV arrays through 
the lens of thermodynamic laws, other studies as [2], [3] have 
focused their research efforts on reducing shading's impact on 
the power output of PV generators. They accomplished this by 
examining different module arrangement configurations, other 
researches like [4]–[8] have delved into the task of monitoring 

and optimizing the tracking of maximum power in PV systems 
when multiple peaks appear in the P-V curves. These 
phenomena occur due to shading effects on PV characteristics. 
The issue of multiple peaks in P-V (Power-Voltage) curves 
within photovoltaic (PV) systems is not solely attributed to 
shading; it can also arise from various electrical fault, [9] They 
introduced a tolerant control strategy designed to address the 
occurrence of electrical faults such as line-to-line and line-to-
ground faults. These issues have the potential to induce multiple 
peaks in the P-V curve of the PV generator. 

This research delves into the primary issues responsible for 
the emergence of multiple peaks in the P-V (Power-Voltage) 
curve of photovoltaic (PV) generators. Specifically, it examines 
three key factors: partial shading conditions (PSC), connectivity 
issues such as Line to Line (LL) and Line to Ground (LG) faults. 
The study is organized into four main sections. The first section 
provides an overview of PV system characteristics, followed by 
the second section which delves into the intricacies of PSC, LL, 
and LG problems. The third section introduces an application of 
Maximum Power Point Tracking (MPPT) for PV generators 
during the aforementioned faults. Finally, the last section offers 
a concise conclusion summarizing the findings. 

II. PV SYSTEM CHARACTERISTICS 

Photovoltaic (PV) systems serve as crucial power 
converters, harnessing the energy from sunlight and converting 
it into electrical power. In essence, a PV system can be 
conceptualized as an electrical current generator, as illustrated 
in Figure (1). At the core of understanding and characterizing a 
PV generator are several key parameters. These parameters are 
pivotal for assessing the system's performance and behaviour. 
The first of these is the Maximum Power Point (MPP), which 
represents the point at which the PV system generates the 
maximum electrical power output. The MPP is a critical 
parameter as it directly influences the system's efficiency and 
energy production. Another fundamental parameter is the Short 
Circuit Current (Isc), which denotes the maximum current that 
can flow through the PV system when the output terminals are 
short-circuited. On the other end of the spectrum, the Open 
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Circuit Voltage (Voc) represents the maximum voltage across the 
PV system when there is no load connected. 

 

Figure 1.  equivalent PV cell electrical circuit. 

In Figure (2), we can observe the Current versus Voltage (I-
V) curve and the Power versus Voltage (P-V) curve of a 
photovoltaic (PV) cell. These curves depict the electrical 
characteristics of the PV cell in an optimal and healthy operating 
condition. They provide valuable insights into how the cell's 
current and power output vary with changes in voltage levels, 
forming a critical foundation for understanding the performance 
of PV cells under ideal conditions. 

 

Figure 2.  characteristics of the PV module. 

Table 1. PV module characteristics. 

Parameter Value 

Peak power (MPP)at STC 198,52 W 

Voltage at MPP(Vmpp) 42,43 V 

Current at MPP (Impp) 4.68 A 

Short circuit current(Isc) 5 A 

Open circuit voltage(Voc) 51 V 

Number of series cells(ns) 60 

 

III. PSC, LL AND LG PROBLEMS 

A. Partial shading conditions: 

Partial shading is a common issue in photovoltaic (PV) 
arrays, resulting from factors like dirt on the front surface of PV 
cells, snow, leaves, or the shading caused by nearby buildings. 
When a cell in a string of PV cells is shaded, it produces less 
current compared to the other cells in the same series, leading to 
overheating, commonly known as a "Hot Spot." To mitigate the 

formation of Hot Spots due to partial shading, bypass diodes are 
integrated into the strings. 

These diodes enable the current to circumvent the shaded 
module. However, this protective measure introduces a 
drawback, manifesting as multiple power peaks in the PV curve 
[9], as depicted in the accompanying figure (3). 

 

Figure 3.  P_V curve in healthy and in PSC. 

B. Line to Line fault: 

A line-to-line fault in a photovoltaic (PV) installation 
represents a critical electrical issue wherein two points within 
the electrical circuit unintentionally come into contact, resulting 
in a short circuit figure (4). These faults can emerge due to a 
range of factors, including physical damage, corrosion, and 
installation errors.[10] 

 

Figure 4.  Line to line fault in a PV installation. 

The consequences of line-to-line faults are profound, leading 
to significant power losses within the PV system, the figure (5) 
shows the P_V curve of a PV array subjected to a LL fault, 
showing a multipeak curve P_V characteristic of the PV array 
these peaks appeared due to the presence of bypass diodes. 
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Figure 5.  P_V curve in healthy state and LL fault. 

C. Line to ground fault: 

Line-to-Ground (LG) fault, also known as a ground fault, 
occurs when one of the conductors carrying electrical current 
unintentionally makes contact with either the earth or a 
conductive surface at a different electrical potential. This kind 
of fault can manifest for various reasons, including 
compromised insulation, equipment malfunction, or physical 
damage to the wiring. The immediate and easily observable 
consequence of a line-to-ground fault is a decrease in the power 
output of the photovoltaic (PV) array (figure). This decline 
transpires because the fault establishes a path of low electrical 
resistance, allowing current to bypass the intended electrical 
circuit and instead flow directly into the ground or another 
conducting surface. Consequently, the affected segment of the 
PV array generates less power.[10], [11] 

 

Figure 6.  P_V curve in healthy and LG fault. 

IV. RESULTS AND DISCUSSION 

In this section, we provide the simulation outcomes for two 
parallel arrays, with each array consisting of three modules 
connected in series. The initial segment of our discussion 
showcases the Power-Voltage (P-V) characteristics of this 
configuration when subjected to PSC, LL, and LG faults. 
Subsequently, the second part of our analysis concentrates on 
Maximum Power Point Tracking (MPPT) in the context of these 
aforementioned fault conditions.  

The figure 7 shows the P_V curves of the array under 
different anomalies, namely: partial shading conditions, line to 
line fault, line to ground fault, if we consider an efficient 
maximum power tracking operation, the most significant power 
loss arises from line-to-ground faults, resulting in a loss 
exceeding 50% of the power in the healthy state. In the case of 
partial shading conditions, more than 32% of the power is lost, 
while line-to-line faults lead to a 30% power loss, which is 
comparatively lower than the losses observed with line-to-
ground faults and partial shading conditions. 

 

Figure 7.  P_V curves under different faults. 

Figures 8, 9, and 10 depict the simulation outcomes for the 
aforementioned array connected to a load through a buck 
converter. This converter is controlled by an MPPT (Maximum 
Power Point Tracking) module using the particle swarm 
optimization algorithm. In Figure 8, we examine the Power-
Voltage (P-V) curve and power response of the PV system 
during a Line-to-Line fault scenario. Notably, the MPPT 
algorithm demonstrates remarkable accuracy, achieving 99.78% 
of the global maximum power point (GMPP) within a mere 
0.033 seconds, indicating an exceptionally fast response. In this 
case, the duty cycle converges to 0.62. When assessing partial 
shading conditions (PSC), Figure 9 reveals that the system 
attains approximately 99.34% of the GMPP with a swift 
response time of 0.084 seconds and a duty cycle of around 0.39. 
Moving on to the Line-to-Ground (LG) fault in Figure 10, the 
system reaches 99.90% of the GMPP with a duty cycle of 0.35. 
However, the response time is slightly longer at 0.71 seconds 
compared to the two previous cases. These results firmly 
establish the efficiency of the entire system, underscoring the 
precision and speed of the employed MPPT algorithm. 
Additionally, the varying operating points of the system, 
characterized by three distinct duty cycles (0.69, 0.39, 0.35), 
demonstrate the system's capability to swiftly return to the 
maximum power point, further validating its effectiveness. 
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Figure 8.  simulation results at LL fault. 

 

Figure 9.  simulation results under PSC. 

 

Figure 10.  simulation results at LG fault. 

V. CONCLUSION 

This paper has provided a study of the multipeak curve 
within the power-versus-voltage (P_V) characteristic of PV 
systems, shedding light on its primary causes. Our investigation 
delved into three distinct issues: line-to-line faults (LL), line-to-
ground faults (LG), and partial shading conditions (PSC). 
Through our study, we have identified LG fault as the most 

significant fault in term of power loss, resulting in a staggering 
50% power loss when compared to the system's maximum 
power output in its healthy state. Meanwhile, partial shading 
conditions and line-to-line faults contribute to power losses of 
32% and 30%, respectively. 

Furthermore, our utilization of the PSO (Particle Swarm 
Optimization) algorithm for maximum power point tracking has 
yielded promising results. It has demonstrated both exceptional 
accuracy and rapid response times. These findings underscore 
the effectiveness of the PSO algorithm in optimizing the PV 
system's performance under challenging operating conditions. 

In essence, this research not only enhances our 
understanding of power generation characteristics in PV 
systems but also highlights practical strategies for mitigating 
power losses and ensuring efficient operation, ultimately 
contributing to the advancement of renewable energy 
technologies. 
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Abstract— This paper deals with the control and power 

management of stand-alone power system based on a doubly fed 

induction generator (DFIG) wind turbine with battery storage 

system. The main objective is to supply AC loads with a constant 

voltage amplitude and frequency, while satisfying the load power 

required at any time. For this purpose, field-oriented control 

(FOC) is proposed to regulate the DFIG stator voltage and the 

DC-link voltage. On the other hand, a power management 

algorithm is designed to control the power flow in the DC-link in 

order to satisfy the load power by extracting energy from battery 

when wind power is insufficient. Simulation results performed 

with MATLAB/Simulink environment show high and 

satisfactory performance. 

Keywords: Wind power, Stand-alone DFIG, Power management 

algorithm, Battery storage. 

I. INTRODUCTION  

Nowadays, doubly fed induction generators (DFIGs) are 
increasingly used in wind farms due to inexpensive power 
electronics, with a back-to-back converter estimated at around 
30% of DFIG stator rated power [1]. A further advantage is the 
DFIG's ability to operate over a wide range of wind speeds [2]. 
In this context, a number of papers have been published on 
grid-connected wind energy conversion systems. However, to 
fully utilize the capacity of the DFIG, stand-alone mode 
control becomes essential due to the high sensitivity of the 
control operation in this scenario [3].   

In autonomous mode system, the DFIG must deliver a 
constant voltage amplitude and frequency, irrespective of 
variations in wind speed and load conditions.  Field oriented 
control (FOC) is the most frequently suggested method for 
stand-alone DFIG application control. For the rotor side 
converter (RSC), FOC strategy enables decoupled control of 
the voltage amplitude. In contrast, to maintain a suitable 
voltage frequency, a slip frequency is imposed on the rotor 
connections [4],[5]. Whereas, decoupled active and reactive 
power control is performed using FOC method for the load 
side converter (LSC) to regulate the value of the DC-link 
voltage. Results obtained with FOC method for stand-alone 
DFIG system in [4] and [5] demonstrate high performance and 

satisfactory regulation of stator voltage amplitude and 
frequency. Nevertheless, a major limitation of stand-alone 
power generation systems based on renewable energies is their 
intermittent nature. A power system employing an energy 
storage system is highly recommended in this situation. In this 
work, lead-acid battery is used to solve the problem of 
unplanned wind energy and to satisfy the load demand.    

In this paper, the FOC method is proposed for both RSC 
and LSC controls of the stand-alone DFIG. In addition, an 
energy management algorithm is designed to control the 
energy flow in DFIG wind turbine equipped with a battery 
storage device supplying AC load. MATLAB/Simulink 
software is employed to simulate the proposed stand-alone 
DFIG/battery system, shown in the Figure. 1. 

II. SYSTEM MODELLING 

A.  DFIG modeling 

The DFIG electrical model expressed in the synchronous 
dq frame is given by the following expression. 

sd
sd s sd s sq

sq
sq s sq s sd

rd
rd r rd r rq

rq
rq r rq r rd

d
V R i

dt
d

V R i
dt

d
V R i

dt
d

V R i
dt


 


 


 


 


  


   


   


   


           (1) 

Where, sdV , sqV and rdV , rqV  are d-q stator and rotor 

voltage components, respectively. sdi , sqi  and rdi , rqi are d-q 

stator and rotor current components, respectively. sd , sq  and 

rd , rq  are d-q stator and rotor flux components, respectively. 

s and r are the stator and rotor electrical pulsations, 

respectively. sR , rR  are the stator/rotor phase resistances. 
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Figure 1.  Proposed power system 

The DFIG magnetic model is written as function of 
rotor/stator current, rotor/stator phase leakage inductance and 
mutual inductance, as shown by equation (2). 
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L i Mi

L i Mi









 
  


 


 

            (2) 

Equation. (3) gives the electromagnetic torque 
expression. 

( )em rd rq rq rdT p i i           (3) 

Where, p is the pair pole number. 

B. Battery modeling 

The storage system is an essential element in stand-alone 
wind power systems due to fluctuating wind and load 
demand [6]. In this study, the storage system consists of lead 
acid battery connected to the DC link via the Buck-boost 
converter to manage the active power of the load. The power 
diagram of the lead acid battery is depicted by Figure. 2.  

The battery output voltage can be calculated as follow: 

0bat bat bat cbatV E R i V                       (4) 

Where, 0E is the empty voltage of the battery, batR is the 

battery internal resistance, bati is the charged and discharged 

current of the battery and cbatV is the voltage across the 

capacitor. 

E0

Cbat

Vcbat

ibat

Rbat

Vbat

 

Figure 2.  Lead-acid battery schematic [7] 

The quantity of electricity stored by the battery during the 
charging phase is called the state of charge (SOC). The 
equation below allows to determine the battery’s SOC.   

*
1 bat

bat

i t
SOC

C
                           (5) 

With, batC is battery capacitor capacity. 

III. POWER CONVERTERS CONTROL 

A. Field oriented control (FOC) for RSC and LSC 

In the DFIG-based grid-connected wind energy 
conversion system, voltage amplitude and frequency are 
maintained constant by the undisturbed grid. In the isolated 
area, the DFIG must satisfy the load's energy demand with  
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Figure 3.  Schematic diagram of proposed FOC method for RSC and LSC

constant voltage amplitude and frequency. To achieve this 
goal, the RSC is performed to control the stator voltage 
amplitude and frequency. On the other hand, The LSC 
controls the DC-link voltage and the reactive power between 
the load and the generation system. Field oriented control 
(FOC) is employed to control RSC and LSC switches. 

In the FOC method, the stator voltage amplitude is 
controlled by orienting the rotating reference frame along the 
q-axis of the stator flux. By modifying equations (1) and (2), 
the rotor flux can be rewritten as follows. 

.
. .
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                      (6) 

On the basis of equation (6), the control of stator voltage 
amplitude can be achieved by controlling the q-axis rotor 
flux. 

 

The control of the stator voltage frequency is obtained by 
adjusting the slip angle, as illustrates the equation below. 

sl s ref m              (7) 

On the other hand, decoupled control is achieved using 
the FOC method to control the LSC's active and reactive 
powers separately. By orienting the rotating reference frame 
to the d-axis stator voltage, the LSC active power can be 
monitored by the d-axis LSC current. While, the LSC 
reactive power is adjusted by the q-axis LSC current, as 
specified in the following equation.  

.

.

f sd fd

f sd fq

P V i

Q V i




 

           (8) 

The schematic diagram of the proposed FOC method for 
RSC and LSC is shown in Figure. 3.  

B. Buck-boost converter control 

The buck-boost converter is used to ensure current 
reversibility in the battery, which is necessary in the charging 
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and discharging process. The schematic diagram of the buck-
boost converter is shown in Figure. 4. 
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Figure 4.  Buck-boost converter scheme 

The following two equations govern the buck-boost 
converter's operating principle. 

(1 )L
dc

di
L gE V g

dt
                       (9) 

(1 )dc dc
L

dV V
C i g

dt R
               (10) 

Figure 5 illustrates the switching signal generation for the 
bidirectional DC/DC converter to regulate the power 
exchanged with the battery.   

 

Regulation 
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g

 

Figure 5.  Battery current regulation 

IV. POWER MANAGEMENT ALGORITHM 

The main objective of the proposed energy management 
algorithm is to meet load requirements by monitoring the 
energy flow supplied by the stand-alone DFIG-based wind 
turbine and the lead acid battery. The primary energy source 
is the wind. Due to the wind speed fluctuation, the energy 
management system must compensate for the lack of wind 
energy by drawing on the energy available in the battery.  If 
wind energy exceeds load demand, the energy management 
system orders the battery to be charged by the surplus 
energy. Consequently, the energy management algorithm's 
output is the reference battery power. To determine the 
reference battery power, it is essential to establish the power 
flow in the DC-link and the point of common coupling 
(PCC). The following two equations define the power flow 
in the DC-link and the PCC, respectively.  

r f bat ci i i i                        (11) 

bat L s r ci i i i i          (12) 

The energy management result is generated with the <IF 
conditions, THEN decision>. Figure. 6 displays the 
flowchart used to manage energy flow in the proposed stand-
alone DFIG/storage battery system. 

V. SIMULATION RESULTS AND DISCUSSION 

To check the performance of the proposed control 
technique for the stand-alone DFIG and the validity of the 
suggested power management strategy, a MATLAB 
simulation was run with the proposed control structure 
(Figure 1). The wind speed profile is variable, as shown the 
Figure.7. 

 

PG-Net, SOC

PG-Net˃PL-ref 
NoYes

SOC˃SOCmin 

YesNo

Pbat=PG-Net+PL-refPbat=0

SOCmax˃SOC 
NoYes

Pbat=PG-Net+PL-ref Pbat=0
 

Figure 6.  Power management algorithm
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Figure 7.  Wind speed profile 

Figures. 8, 9 and 10 illustrate the stator voltage amplitude, 
the stator voltage frequency and the DC-link voltage 
respectively. The stator voltage amplitude and frequency 
demonstrate high transient and steady-state performance.  

The stator voltage amplitude/frequncy and the DC-link 
voltage track their reference value regardless the sudden 
wind speed variations. Figure. 11 displays the rotor's three-
phase current waveform. 

 
Figure 8.  Stator voltage amplitude shape 

 

Figure 9.  Stator voltage frequency shape 

 

Figure 10.  DC-link voltage waveform 

 

 
Figure 11.  Rotor's three-phase current waveform 

 

 
Figure 12.  Active powers waveform 

 

The power flow between the connected load and the 
generation system is depicted in Figure. 12. The reference 
load power is set to 900W after 0,5s. The load power 
perfectly follows its reference, despite the variation in wind 
speed. This is justified by the battery SOC waveform in 
Figure. 13.  Figures 8-13 attest on the effectiveness and the 
validity of the proposed control strategy and the power 
management algorithm. The stand-alone DFIG supplies the 
load with constant voltage. On the other hand, load demand 
is ensured during the operation. 
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Figure 13.  Battery state of charge 

 

VI. CONCLUSION  

This paper presents an effective power management for 
stand-alone DFIG-based wind power with battery storage 
system. The generation system under consideration is 
designed to supply an AC load with a constant voltage 
amplitude and frequency, while providing the energy 
required by the load. Numerical simulation results show high 
performance of the power received from the load, while the 
energy management process allows the desired power to be 
delivered at all times. 

REFERENCES 

[1] I. Erazo-Damián, J. M. Apsley, R. Perini, M. F. Iacchetti and G. D. 
Marques, "Stand-Alone DFIG FOC Sensitivity and Stability Under 
Mismatched Inductances," in IEEE Transactions on Energy 
Conversion, vol. 34, no. 2, pp. 860-869, June 2019, doi: 
10.1109/TEC.2018.2869286  

[2] A. Kadri, H. Marzougui, A. Aouiti, and F. Bacha J, "Energy 
management and control strategy for a DFIG wind turbine/fuel cell 
hybrid system with super capacitor storage system," in Energy, vol. 
192, 2020, doi.org/10.1016/j.energy.2019.116518 

[3] M. Noroozi and S. Farhangi, "Voltage and frequency stability for 
control of stand-alone DFIG-based wind turbine using direct voltage 
control method," 2014 14th International Conference on Environment 
and Electrical Engineering, Krakow, Poland, 2014, pp. 85-90, doi: 
10.1109/EEEIC.2014.6835842 

[4] R. Dev Shukla, and R.K. Tripathi, "A novel voltage and frequency 
controller for standalone DFIG based Wind Energy Conversion 
System," in Renewable and Sustainable Energy Reviews, vol. 37,  pp. 
69-89, 2014, doi.org/10.1016/j.rser.2014.04.069 

[5] F. Abdoune, D. Aouzellag, K. Ghedamsi, " Terminal voltage build-up 
and control of a DFIG based stand-alone wind energy conversion 
system", Renewable Energy, Vol. 97, 2016, pp. 468-480, 
doi.org/10.1016/j.renene.2016.06.005 

[6] V. Mehar Jyothi, T. Vijay Muni, and S.V.N.L. Lalitha, " An Optimal 
Energy Management System for PV/Battery Standalone System," in 
International Journal of Electrical and Computer Engineering 
(IJECE), vol. 6, no. 6, pp. 2538-2544, December 2016, doi: 
10.11591/ijece.v6i6.11479 

[7] I. Hacini, S. Lalouni, K. Idjdarene, and K. Berabez, "Energy 
Management of a Photovoltaic System with Hybrid Energy Storage 
Battery-Super capacitor," in J. Ren. Energies, vol. 1, no. 1, pp. 65-74, 
Sep 2023, doi.org/10.54966/jreen.v1i1.1099 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

428



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 

Enhancing Wind Energy Conversion System Efficiency 

with Fuzzy Logic Controllers for Doubly Fed Induction 

Generators  
 Abdelli Radia 1,  Bouzida Ahcene 2

  1 Laboratoire de Technologie Industrielle et de l’Information (LTII), University of Bejaia, Bejaia, Algeria  

Radia.abdelli@univ-bejaia.dz  

2Electrical Engineering Department, Faculty of Sciences and Applied Sciences, University of Bouira, Bouira, Algeria  

a.bouzida@univ-bouira.dz 

 

Abstract—This paper presents a comprehensive study on the 

application of fuzzy logic controllers (FLCs) to doubly fed 

induction generators (DFIGs) in wind power conversion systems 

(WECS) With their variable speed operation and grid-friendly 

features, DFIGs have gained popularity as a solution for 

producing wind energy. However, their nonlinear and dynamic 

behavior under varying wind conditions presents control 

challenges that can be effectively addressed through nonlinear 

control strategies such as FLCs.  

Keywords: Fuzzy Logic Controller, DFIG, Wind Conversion 

System. 

I. INTRODUCTION  

The efficiency and performance of wind turbines are 
pivotal to the success of wind energy projects. As wind 
conditions are inherently variable and unpredictable, 
optimizing the operation of DFIGs in wind conversion systems 
poses a formidable control challenge. These challenges are 
compounded by the nonlinear and dynamic nature of DFIGs, 
which necessitate advanced control strategies for effective 
energy capture and grid integration [1-3]. 

In recent years, control systems based on Fuzzy Logic 
Controllers (FLCs) have gained prominence as powerful tools 
for managing complex and uncertain processes. FLCs, inspired 
by human decision-making, have demonstrated their 
adaptability and precision in various engineering applications, 
including robotics, automotive systems, and industrial 
processes. The capacity of FLCs to handle imprecise and 
nonlinear data makes them an appealing choice for addressing 
the control intricacies associated with DFIGs in wind energy 
systems [4-6]. 

This paper explores the application of FLCs to DFIGs 
within the context of wind energy conversion systems. By 
harnessing the inherent advantages of FLCs, we seek to 
enhance the performance and reliability of DFIG-based wind 
turbines. The integration of FLCs aims to address critical 

aspects such as improving the system performances despite 
parameter variations. 

This paper endeavors to underscore the pivotal role of 
advanced control strategies in shaping a sustainable and 
efficient future for wind power generation. The ensuing 
sections will delve into the theoretical foundations of FLCs, 
their design and implementation for DFIG control, and the 
empirical results of their application, shedding light on how 
FLCs contribute to the advancement of wind energy 
technology. 

II. CONVERSION SYSTEM MODELING 

 

The studied system involves a wind turbine that integrates a 

doubly fed induction generator (DFIG) directly connected to 

the grid via its stator, as well as a connection to a power 

electronic stage from its rotor. This configuration is presented 

in its entirety in Figure 1. 

 

 
 

Figure 1.  Studied Conversion System 
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The two control methods used to regulate the system on 

the generator side or the control of the electrical grid 

connection on the grid side are illustrated 

A.  Wind Turbine Modeling 

The approximate values of aerodynamic torque 
aT is given 

by: 

( )3 21
,

2
a pT R C V  =                         (1) 

Where 
pC  is the torque coefficient,    is the blade 

pitch angle,   is the tip-speed ratio,  is the air density, R is 

the blade radius and V is the wind speed. 

The Maximum Power Point Tracking (MPPT) control 

structure adopted in this work is based on the assumption that 

the wind speed varies very little in steady state. To extract the 

maximum from the generated power, it is necessary to fix the 

speed ratio opt to the value which corresponds to the 

maximum of the power coefficient maxpC − . The reference 

electromagnetic torque must then be set to the following 

value: 

3

max

1

2
em ref p est

g t

T C SV
n

− −=


                      (2) 

 

 

B. DFIG Modeling 

The stator of the machine is connected directly to the power 
grid but its rotor is connected via power electronics. The 
following equations give the mathematical model of DFIG in 
the (d-q) park referential: 

sd
sd s sd s sq

sq

sq s sq s sd

rd
rd r rd r rq

rq

rq r rq r rd

d
v R i

dt

d
v R i

dt

d
v R i

dt

d
v R i

dt










= + − 




= + + 


 = + − 




 = + + 


                    (3) 

The equations of flux are given by: 

sd s sd rd

sq s sq rq

rd r rd sd

rq r rq sq

L i Mi

L i Mi

L i Mi

L i Mi

 = +

 = +

 = +
 = +

                          (4) 

Where ,s rR R are the stator and rotor resistances, 

,s rL L are cyclic stator and rotor Inductances and M is the 

stator-rotor mutual inductance. 

Active and reactive stator powers are given by: 

s sd sd sq sq

s sq sd sd sq

P v i v i

Q v i v i

= +


= +

                           (5) 

 

III. CONVERSION SYSTEM CONTROL 

In this section, we delve into the control of the DFIG and 
its integration with the grid. The two strategies we introduce 
are both rooted in the principles of fuzzy logic. 

A. DFIG Control 

The strong coupling between the rotor and stator fluxes and 
currents is evident in equation (4), which complicate the 
control. The fundamental idea behind vector control is to direct 
the machine's flux along one of the two axes, d or q. In our 
case, we use an orientation on the d axis to simplify the control 
of active and reactive stator powers. 

  and  0sd s sq =  =                            (6) 

We can modify the stator voltage equations because stator 
resistances are ignored for medium and high-power machines. 

The previous voltage and flux equations will be simplified 

and written as: 

0sd

sq s s sd

v

v v 

=


= = 
                           (7) 

0

sd s s sd rd

sq s sq rq

L i Mi

L i Mi

 =  = +

 = = +

                    (8) 

The following expressions give the power relations as a 

function of the rotor currents by taking into account the results 

of Eq.7 and Eq.8: 

2

s
s rq

s

s s
s rd

s s s

v M
P i

L

v v M
Q i

L L


= −



 = −



                        (9) 

 

As we can see, the reactive power is dependent on the direct 

component of the rotor current rdi , whereas the active power 

only depends on the quadrature component of the rotor current 

rqi . The expression of the control voltages must be expressed 

as a function of rotor currents in order to achieve control. 
2 2

2 2

rd
rd r rd r r r rq

s s

rq s r
rq r rq r r r rd

s s s s

diM M
v R i L L i

L dt L

di MvM M
v R i L L i

L dt L L








    
= + − − −       

    


   
= + − + − +       

   

      (10) 
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Figure 2.  DFIG Control Scheme besed on a FLC PI controller 

 

B. Grid-Side control Scheme 

The block “Grid side controller” of figure.1 is detailed in 

figure.3 where the scheme of the control strategy is depicted 

[7, 8]. 

In figure.3, the inverter’s control scheme and the grid link 

control are presented. In order to fix the power factor to the 

unit, the reactive power is adjusting to zero ( )0refQ = and the 

supplied active one to its reference refP which is deduced by 

controlling the direct bus voltage with a proportional integral 

corrector generating the current reference refci −  
to the 

capacity: 

 

( )_ref dc dc c refP U i i= −
                             (11)    

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  Grid Side Control Scheme based on a FLC PI controller 

 

refP  and refQ are given in terms of the park components of  

reference currents ,nd ref nq refi i− −  by the following equations: 

 

ref d nd ref q nq ref

ref q nd ref d nq ref

P E i E i

Q E i E i

− −

− −

= +


= −
                     (12) 

 

Where: ,d qE E are the Park components of 1 2 3, ,E E E . 

The reference current expressions are given by the following 

equation: 

2 2

2 2

ref d ref q

nd ref

d q

ref q ref d

nq ref

d q

P E Q E
i

E E

P E Q E
i

V V

−

−

+
=

+


−
=

 +

                          (13) 

 

IV. RESULTS AND DISCUSSION 

 

   The simulation of the system under study was carried out 

using Matlab's Simulink environment. The wind speed was set 

at 9 m/s. The simulation results are presented in order to 

compare the use of the two PI and fuzzy controllers. 

A. Results présentation 

The curves of various quantities such as active power, 

reactive power, stator currents and rotor currents will be 

presented and commented on in this section. 
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Figure 4.  Stator reactive power with PI controllers 
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Figure 5.  Stator reactive power with FLC controllers 
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Figure 6.  Stator active power with PI controllers 
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Figure 7.  Stator reactive power with FLC controllers 
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Figure 8.  Stator currents with PI controllers 
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Figure 9.  Stator currents with FLC controllers 
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Figure 10.  Rotor currents with PI controllers (with a zoom) 
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Figure 11.  Rotor currents with FLC controllers 

    It can be seen that when using fuzzy controllers instead of PI 

controllers, the active and reactive power ripples around their 

references have been reduced by more than 27% and 39% 

respectively. The currents produced at the generator rotor are 

almost identical with a much shorter response time in the case 

of fuzzy controllers compared with the conventional PI 

controller. 

B. Robustness testing 

 

the robustness test is carried out according to the stator 

resistance and the rotating parts moment of inertia variations.  

Firstly, the simulation of the two studied systems (with PI 

or FL controllers) is repeated with different values of 

resistance (Rs, 1.5Rs, 2Rs, 3Rs) and the obtained active power 

responses are superimposed on the same figure to facilitate 

comparison. 
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Figure 12.  Zoom on the variation in active power for different Rs with PIC 
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Figure 13.  Zoom on the variation in active power for different Rs with FLC 

Table 1 summarizes the results found. the ripples calculated as 

a function of each stator resistance value are given as ripple 

rates relative to normal operation ( 0.012sR =  ). 

Table 1.   Power ripples variation according to sR variations 

 1.5 sR  2 sR  3 sR  

PIC +11.53% +23% +55.87% 

FLC +6.45% +16% +30% 

 

The robustness study according to the inertia coefficient 

variation was carried out, the models were simulated with 

several values of  J (0.5J, J, 2J, 3J). the obtained results  are 

presented in the following two figures and Table 2: 
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Figure 14.  Zoom on the variation in active power for different J with PIC 
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Figure 15.  Zoom on the variation in active power for different J with FLC 

Table 2.   Power ripples variation according to J variations 

 0.5J  2J  3J  

PIC -12.9% +41.46 +56.1 

FLC -2.4% +12.25% +22.6% 

    

     we can notice the great robustness of fuzzy regulators 

compared to classic linear regulators in the case of variation 

of the parameters of the generator, this robustness is added 

to the good performances already noted in the comparison 

under normal operating conditions. 

V. CONCLUSION 

 

In the context of controlling a Doubly Fed Induction 

Generator (DFIG), the robustness comparison between fuzzy 

controllers and traditional Proportional-Integral (PI) 

controllers has yielded insightful results. It was found that 

fuzzy controllers exhibit superior robustness when facing 

parameter variations and uncertainties in the DFIG system. 

While PI controllers rely on fixed parameters and linear 

control strategies, fuzzy controllers adapt dynamically to 

changing conditions by incorporating linguistic variables and 

fuzzy logic rules. 
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Abstract—This research focuses on the application of the 

Direct Torque Control (DTC) strategy to manage the terminal 

voltage of a Self-excited induction generator (SEIG) that 

supplies power to an autonomous load. The SEIG is connected 

to a three-level Neutral Point Clamped (3L_NPC) converter. 

The utilization of the 3L_NPC converter ensures the increase 

in generated voltage levels, leading to improved current 

waveform quality and reduces the Total Harmonic Distortion 

(THD) in the stator currents. To ensure a more stable and 

dependable power supply, this study also introduces an Energy 

Storage System (EESS) consisting of batteries (BT) along with 

a management algorithm designed to oversee power flows 

between different storage devices. Furthermore, the dynamic 

model of the SEIG incorporates the saturation effect of 

magnetic materials and is conducted in the (α-β) frame using 

the Concordia transform. The efficacy of the proposed control 

strategy is verified through simulation tests conducted in 

MATLAB/Simulink. 

Keywords: DTC Control, Induction Generator, Battery Storage 

I. INTRODUCTION  

The utilization of induction machines in generator mode 
shows considerable potential for harnessing wind energy in 
rural and remote areas [1]. In recent years, the adoption of 
variable-speed wind turbines with Self-Excited Induction 
Generators (SEIGs) has gained prominence in standalone 
systems [2]. This approach offers an appealing and highly 
efficient solution due to their robust construction and low 
cost [1-2]. Nonetheless, a significant drawback of these 
generators is how to guarantee the stability and voltage 
regulation of the stator windings of this machine in the face 
of variations in load and/or rotation speed [1-3]. As a 
solution, the implementation of voltage control strategies 
becomes essential to maintain a consistent DC voltage 
irrespective of load fluctuations. These strategies involve the 
design of control schemes for a power converter. 

Direct Torque Control (DTC) has emerged as an 
alternative approach in recent years, [3] and has gained 
prominence. Notably, this technique has proven its 
effectiveness in control various types of machines. For 
example, DTC has been successfully applied to control 
Doubly Fed Induction Generators (DFIG), Permanent 
Magnet Synchronous Generators (PMSG) [4]. 

One of the key advantages of DTC is its independence 
from the need for current control loops or speed control 
loops, and it does not demand any coordinate transformation. 
Furthermore, it is known for its robustness and its ability to 
provide precise control with excellent regulation of DC 
voltage [3-4]. The widespread adoption of the three-level 
inverter with the NPC structure can be attributed to its 
effectiveness, stemming from several advantages. These 
benefits include the enhancement of output waveforms, the 
reduction of semiconductor stress, the mitigation of voltage 
variations (dv/dt), which, in turn, minimizes stress on 
semiconductors, and a reduction in harmonic components. 

On the other hand, wind energy, despite being a key 
renewable energy source, continues to face specific 
challenges when it comes to widespread implementation. 
One of the primary concerns revolves around the substantial 
variations in wind speed experienced throughout the day and 
year, leading to corresponding fluctuations in power 
generation [5]. Various proposals have been put forward to 
address this issue and regulate the output of wind turbines, 
ensuring a consistent power supply for isolated loads with a 
steady demand. These solutions include Electrical Energy 
Storage Systems (EESS), which encompass technologies 
designed to store electrical energy for future usage. EESS 
technologies play a pivotal role in contemporary energy 
management by addressing issues associated with 
intermittent renewable energy sources [5-6]. These systems 
store surplus electricity when supply exceeds demand and 
release it when demand exceeds supply, thereby enhancing 
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the reliability and flexibility of the energy infrastructure. 
Various types of EESS technologies exist, each with its own 
characteristics, advantages, and limitations. Some common 
types include: Batteries: These are perhaps the most familiar 
form of EESS [2-5]. The control system described in this 
paper has a dual purpose: firstly, to control the terminal 
voltage of a SEIG with the DTC control application, and 
secondly, to integrate an Energy Storage System (ESS) 
featuring batteries (BT) and a specialized management 
algorithm for effective power distribution among different 
storage devices. 

this study incorporates an (EESS) that includes batteries 
(BT) and employs a management algorithm to oversee the 
distribution of power among various storage devices. The 
studied system has been modeled and subjected to testing 
using the MATLAB/Simulink software package. 

II.  THE STUDIED SYSTEM 

The system studied in this article includes the following 

elements: a wind turbine, a three-phase squirrel cage 

asynchronous generator, a three-level neutral point clamped 

rectifier/inverter (3L_NPC), an autonomous load, a buck-

boost converter, as well as a DC-side capacitor and a battery 

used as a storage system to maintain the balance between 

production and consumption. The proposed management 

program is responsible for ensuring the charging and 

discharging of the batteries, as well as their connection and 

disconnection (full charge or critical discharge). 

 

A.  Generator modeling 

Considering the phenomenon of saturation, the electrical 
equations governing the behavior of the induction generator 
are expressed in the following manner [3]: 

[Vs]=[A]*[I]+[B][dI/dt]. 

B. Battery modeling 

The model of battery is given in the figure 2. 

 The relationship between the battery voltage (Vbat) and 
the battery current (Ibat) is described by the following 
equation:  

cvatVbatIiRbEbatV −−=                                            (2) 

The state of charge (SOC) can be expressed using the 
following formulation: 

bC

dQ
SOC −=1                                                        (3) 

C. energy management algorithm 

The energy management algorithm is based on three 
scenarios: 

If wind energy is sufficient, the wind turbine supplies 
energy to both the load and the battery. 

If wind energy is insufficient, the load is powered by 
both sources simultaneously (wind turbine and battery). 

If wind energy is absent (no wind), the load is solely 
powered by the battery 

 

 

Figure 1. Flowchart depicting the Strategy for Managing Power 

 

 

   Figure 2. The studied system 
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III. GENERATOR CONTROL STRATEGY 

The primary objective of DTC is to achieve direct torque 
regulation of the machine by applying the different voltage 
vectors from the inverter. The variables under control in this 
process typically include the stator flux and electromagnetic 
torque, both of which are typically managed through the 
utilization of hysteresis regulators. 

The stator flux magnitude is determined using the (Φsα, 
Φsβ) components, as outlined below [3-7]:  
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                                            (4) 

22
 sss +=                                                        (5) 

The electromagnetic torque can be calculated using the 
stator current components (isα, isβ), the flux (Φsα, Φsβ), and the 
pole pair number (p). 

)(  ssssem iipT −=                                           (6) 

A. DTC control based on a three-level NPC converter 

     Enhancing the performance of DTC is achieved by 

implementing modifications in the inverter through the use 

of a three-level inverter. 

Figure 3 depicts a schematic representation of a three-level 

neutral point clamped inverter (NPC). 

 
 

 
 

Figure 3. 3L_NPC converter  

The three output voltage levels, which are -Vdc/2, 0, and    
-Vdc, are produced through combinations of the 12 switches 
within the inverter. These combinations involve the four 
switches within each leg, as specified in Table I [3]. 
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With j=a, b, c and i=1,2,3,4. 
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TABLE I.          SWITCHING STATES 

 

 

 

 

 

 

 

 

 

 

The provided equation defines a connection function, denoted as 

Fj
h, which is attributed to each state h of arm j. 
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1jS  2jS  jS  jov  

1 1 0 0 P Udc/2 

0 1 1 0 O 0 

0 0 1 1 N -Udc/2 
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The voltages of the legs can then be expressed as: 
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The spatial representation of voltage vectors is shown in 

Figure. 2, which forms three hexagons [3]. 

 
 

 
 

 
Figure 4. Voltage vectors delivered 3L_NPC converter 

 
The control mechanism for stator flux employs a three-

level hysteresis comparator, represented as (-1, 0, 1).  while 
the control of electromagnetic torque employs a five-level 
hysteresis comparator, denoted as (-2, -1, 0, 1, 2) [ 3]. 
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Figure 4. Structure of DTC control for SEIG by 3L-NPC converter 

 
In order to regulate the DC voltage "Vdc " with the Buck 

Boost chopper, the block diagram system shown in figure 5 
is   employed. 

 

 

Figure 5. Diagram illustrating the Output Voltage Regulation in the 
Buck-Boost Chopper [2] 

 
The transfer function Gh(s) can be expressed as follows [2]: 
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With R, L, and Cs representing the resistance, 
inductance, and capacitance of the buck-boost chopper 
circuit, respectively. 

IV. SIMULATION RESULTS 

An efficiency assessment of the proposed control has 
been conducted through MATLAB/Simulink simulations. 
whose main parameters for the SEIG, is given in the 
appendix. In this study, the DC voltage reference is 
maintained at a value of 465V, and the flux reference is 
established at 0.7Wb. 

Figure 7 illustrates the variable wind speed profile. 
Figure 8 illustrates that the DC bus voltage is effectively 
regulated. It’s evident that, despite fluctuations in speed 

and/or load, the DC bus voltage consistently closely follows 
its reference value.  

Figures (9 –10) depict respectively the evolution of both 
the reference and measured stator flux, the circular 
movement of the stator flux. Upon analyzing the obtained 
results, the estimated flux closely follows its reference 
without any noticeable overshoot, and it exhibits remarkable 
insensitivity to the variations applied. The evolution of the 
flux Φsβ as a function of Φsα displays a perfectly circular 
motion (Figure 10). Furthermore, as indicated by the 
zoomed-in sections of the figures, a pronounced ripple is 
observed in the 2L-DTC, while the 3L-DTC exhibits a 
smoother flux profile. 

Figure 11 illustrates how variations in speed and load 
affect the electromagnetic torque (referred to as Tem).  
Notably, The estimated torque tracks finely its reference. 
Moreover, it can be noticed that the torque ripple differs 
between the two converters (3L and 2L). When we zoom in 
on the Tem evolution, it becomes evident that 2L_DTC 
exhibits a high torque ripple, whereas 3L_DTC manages to 
reduce this ripple. 

Figure 12 depict the wind, battery and load powers, the 
battery provides an energy source to meet the demand of the 
load, as shown in Figure 20 (battery charging/discharging). 
Wind energy has been accurately tracked based on wind 
speed. the state of charge of the battery during the 
charging/discharging mode is depicts in figure 13. In Figure 
14, this current is depicted in the abc reference frame. 
Naturally, this current varies in response to changes in speed 
and load. Furthermore, its waveform is sinusoidal, as 
illustrated in the zoomed-in portion. 

In Figure 15, a close-up view of the phase (a), of stator 
current for both converters are presented during a steady-
state operation. It's evident that the currents exhibit a 
sinusoidal pattern, with the 2L-DTC showing a higher 
current ripple compared to the 3L-DTC. 

In contrast, the stator currents exhibit of harmonic 
components, as demonstrated by the spectrum depicted in 
figure 16, with a THD-min_ of 0.77%. The histogram in 
figure 17 illustrates the THD values of these currents 
measured at various time points under different operating 
conditions for the two converters. It's noticeable that the 
3L_DTC significantly reduces THD compared to the 
2L_DTC. 

 

 

Figure 7. wind speed profile          Figure8. Vdc voltage 
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Figure 9. The stator flux magnitude  with its zoom 

 

Figure10. Stator flux trajectory with zoom 

        

       Figure 11. Electromagnetic torque evolution with its zoom              

       

 

Figure 12. Wind, Battery and load powers     Figure13. Battery SOC   

     

      Figure14. The stator current            Figure15.stator current comparison  

                  with its zoom              

 

Figure16. The spectral analysis (THD) 

 

Figure17. THD values 

V. CONCLUSION  

In this paper, we have discussed the application of the 
DTC control strategy to improve the dynamic performance 
of a SEIG in a variable-speed wind turbine system using a 
3L-NPC. This strategy enables the maintenance of the stator 
flux regardless of wind speed fluctuations and abrupt 
changes in load conditions. Additionally, it achieves the 
adjustment and electromagnetic torque by generating an 
appropriate voltage vector to ensure they closely track their 
respective reference values. 

The advantage of a 3L-NPC converter over a two-level 
one in DTC control is evident in its spatial representation of 
voltage vectors, which offers a significant degree of 
flexibility in controlling a (SEIG), leading to reduced and 
minimizing torque and flux ripples and The THD of the 
stator currents in the 3L_DTC is significantly lower when 
compared to the 2L_DTC. 

Furthermore, this study introduces an Energy Storage and 
Management System (EESS) along with a control algorithm 
to govern the power distribution among the Turbine, Load, 
and Batteries. The simulation results also demonstrate that 
the essential energy balance is consistently maintained. 
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APPENDIX 

 

Parameters of the SEIG: 

Rated power = 5,5 kW, Frequency 50 Hz, 

Rated voltage =230/400V, current =23.8/13.7 A 

Rotation speed = 690 rpm, Inertia = 0.230 kg.m2 

Friction =0,0025 N.m/rads-1, Stator resistance Rs= 1,07131Ω  

Rotor resistance R r= 1,29511 Ω, Number of pair of poles =4 
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Abstract— This paper describes an efficient control for a 

standalone photovoltaic (PV) water pumping system using a 

separately excited DC motor drive. The structure contains two 

power converters linked by a DC-bus capacitor. The first 

converter is a DC-DC boost converter; used for extracting the 

maximum power from the PV array by using a fuzzy logic 

maximum power point tracking (FL-MPPT) technique. For this 

converter, two control loops are used. The first loop is an outer 

voltage control loop, which uses a proportional-integral (PI) 

controller to regulate the output PV voltage at its reference value 

generated by FL-MPPT technique and estimate the reference 

inductor current. The second loop is an inner current control 

loop; it uses a predictive current controller which forces the 

inductor current to track its reference with fast dynamic 

response. The second converter is a DC-DC buck converter; used 

to supply the armature circuit with a variable voltage and drive 

the motor with a variable speed according to the produced PV 

power. The field circuit of the DC motor is connected to the DC-

bus capacitor and the DC-bus voltage is regulated at a required 

level to ensure a constant rated magnetic flux. The reference 

speed is estimated from the control of the DC-bus voltage and the 

affinity law. The performances of the presented system are 

verified by digital simulation under Matlab/Simulink 

environment in starting, steady-state and dynamic conditions. 

Keywords: PV water pumping system, DC-DC boost converter, 

DC-DC buck converter, FL-MPPT, separately excited DC motor. 

I. INTRODUCTION  

In an era where sustainable and eco-friendly solutions are 
becoming increasingly imperative, the utilization of renewable 
energy sources has gained significant attention [1]. One such 
groundbreaking technology that has been gaining momentum 
in recent years is the solar photovoltaic (PV) water Pumping 
[1, 2]. The utilisation of the solar PV energy for water pumping 
reduces dependency on fossil fuels, leading to lower carbon 
emissions and a smaller environmental footprint [1-4]. The PV 
water pumping presents a promising and sustainable alternative 
for supplying water in various contexts, be it for agricultural, 
domestic, or industrial purposes [1, 5]. 

Standalone PV water pumping system is one of the best 
choices, especially in remote areas where the access to 
electricity is limited [6]. In this system, the PV energy is used 
directly from PV panels without energy storage or grid 
connection [3, 6, 7]. 

In solar PV systems, the PV array presents a nonlinear 
Power-Voltage characteristic which has only one peak called 
maximum power point (MPP); mainly depends on the 
atmospheric conditions (solar irradiance and temperature). In 
order to track this MPP, it is necessary to introduce an 
intermediate power conditioning unit equipped with a 
maximum power point tracking (MPPT) control. The most 
common methods to extract the available MPP from the PV 
array are perturb and observe (P&O) and incremental 
conductance (INC) MPPT techniques. These techniques use 
mathematical models and perturbations to find the MPP, and 
can suffer from oscillations around the MPP, especially under 
rapidly changing of atmospheric conditions or partial shading 
situations. This can result in frequent adjustments and 
decreased system efficiency [8,9]. Recently, the fuzzy logic 
maximum power point tracking (FL-MPPT) technique has 
many applications in PV systems. This technique takes a more 
heuristic approach and does not require a detailed model of the 
system [8,9,10]. It is particularly useful when dealing with 
complex, nonlinear systems, such as the behavior of PV array 
under varying conditions [8,9]. 

The most PV water pumping systems use a centrifugal 
pump driven by DC or AC  motor for pumping water [11]. The 
DC motor is a popular and efficient choice because the DC 
motor-based system is relatively simple, with fewer 
components compared to AC motor systems, making it easier 
to install and maintain [2,6]. In this work, a separately excited 
DC motor is used to drive a centrifugal pump. The structure of 
system contains two power conversion stages placed between 
the PV array and the group moto-pump. The first stage is a 
DC-DC boost converter; used to extract the MPP from the PV 
array by using a FL-MPPT technique. The FL-MPPT 
technique generates the reference voltage corresponding to 
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MPP. Two control loops are used for this converter. The first 
loop is an outer voltage control loop, it uses a proportional-
integral (PI) controller to regulate the output PV voltage at its 
reference value generated by FL-MPPT technique and estimate 
the reference inductor current. The second loop is an inner 
current control loop; it uses a predictive current controller 
which forces the inductor current to track its reference with fast 
dynamic response [12, 13]. The second converter is a DC-DC 
buck converter; used to drive the DC motor with variable speed 
according to the produced PV power. The field circuit of the 
DC motor is connected to the DC-bus and the DC-bus voltage 
is regulated at a required level to ensure a constant rated 
magnetic flux. The reference speed is estimated from the 
control of the DC-bus voltage and the affinity law. The 
structure of the presented system is simulated by digital 
simulation under Matlab/Simulink environment. The obtained 
results show the effeteness of this system for starting, steady-
state and dynamic conditions.  

The remaining of this paper is organized as follows. The 
system configuration is presented in Section II. Section III 
presents the system design. Section IV describes the operating 
principles of the control system. Section V discusses the 
obtained simulation results for different operating conditions. 
Some conclusions are given in the last section. 

II. PV WATER PUMPING SYSTEM  

The structure of PV water pumping system is presented in 
Fig.1. It is composed of a PV array, a separately excited DC 
motor which drives a centrifugal pump and two power 
converters coupled via a DC bus capacitor; the first is a DC-
DC boost converter equipped with an FL-MPPT controller; for 
the extraction of the MPP. The second is a DC-DC buck 
converter used to drive the DC motor.  

III. SYSTEM DESIGN  

A. Design of PV Array 

From the system shown in Fig. 1, the PV array is selected 
to feed a 5 HP separately excited DC motor. Due to losses in 
the conversion structure, the power of PV array at standard 
conditions (STC) must be greater than the rated power of the 
DC motor. In this system, a PV array of Pmpv = 6004.29 W 

maximum power is selected. It has 3 PV strings connected in 
parallel and each PV string has 10 identical PV modules 
connected in series. The specifications of each PV module are 
presented in table I. The parameters of the used separately 
excited DC motor are given by the table II. 

B. Design of  DC-DC Boost Converter and DC-DC Buck 

Converter 

The DC-DC boost converter is used to elevate the output 
voltage  Vpv , and extract the maximum power of PV array [4]. 

The output voltage Vdc  of DC-DC boost converter is regulated 
at a required level value higher than the nominal voltage 
Va = 240 V of the armature circuit of the DC motor. The 
maximum voltage of PV array at STC (solar irradiance 1000 
W/m2 and cell temperature 25°C) is Vpv = Vmpv = 263 V  and 

the reference of DC-bus voltage Vdc
∗  can be fixed to 300 V. The 

buck converter is the inter-link between the DC-DC boost 

converter and the DC motor; used to supply the armature 
circuit.  The design of the used power converters are presented 
in table III [14]. 

 

Figure 1.  Structure of PV water pumping system 

TABLE I.  TECHNICAL CHARACTERISTICS OF PV MODULES AT STC 

Specifications Value 

maximum power point Pm 200 𝑊 

open circuit voltage Voc 32.9 𝑉 

short circuit current Isc 8.21 𝐴 

maximum power point voltage Vm 26.3 𝑉 

maximum power point current Im 7.61 𝐴 

TABLE II.  PARAMETERS  OF SEPARATELY  EXCITED  DC MOTOR 

Specifications Value 

Rated power Pm  5 𝐻𝑃 

Rated speed N 1750 𝑟𝑝𝑚 

Rated armature voltage Va 240 𝑉 

Rated armature current Ia 21.17 𝐴 

Rated torque T 21.41 𝑁. 𝑚 

Rated voltage of filed-circuit Vf 300 𝑉 

Rated current of filed-circuit If 1.66 A 
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TABLE III.  DESIGN OF DC-DC BOOST CONVERTER AND DC-DC BUCK 

CONVERTER 

Component Expression Data Used 

Value 

1d  
*

1 *

dc mpv

dc

V V
d

V


  

𝑉𝑑𝑐
∗ = 300 𝑉 

𝑉𝑚𝑝𝑣 = 263 𝑉 

0.123 

L  
𝐼𝐿 = 𝑁𝑝 ∗ 𝐼𝑚 

1

1

*

*

mpv

L

V d
L

I f



 

𝑁𝑝 = 3 

𝐼𝑚 = 7.61 

𝑓1 = 3000 𝐻𝑍 

∆𝐼𝐿
= 5% 𝑜𝑓 𝐼𝐿 

10 𝑚𝐻 

dcC  𝐼𝑑𝑐 = 𝑃𝑚𝑝𝑣/𝑉𝑑𝑐
∗  

1

1

*

*

dc
dc

dc

I d
C

f V




 

𝑃𝑚𝑝𝑣 = 6004,29 

𝑉𝑑𝑐
∗ = 300 

∆𝑉𝑑𝑐
=  1% 𝑜𝑓 𝑉𝑑𝑐

∗  

274 µ𝐹 

2d  
2 *

a

dc

V
d

V
  

𝑉𝑑𝑐
∗ = 300 𝑉 

𝑉𝑎 = 240 𝑉 

0.8 

fL  
2)

2

*(1

*

a

f

Lf

V d
L

f I






 
𝐼𝐿𝑓 = 21.17𝐴 

∆𝐼𝐿𝑓
= 5% 𝑜𝑓 𝐼𝐿𝑓  

𝑓2 = 3000 𝐻𝑍 

16 𝑚𝐻 

fC  

28* *

Lf
f

a

I
C

f V






 ∆𝑉𝑎
= 0. 1% 𝑜𝑓 𝑉𝑎  185 µ𝐹 

Where; 

𝑑1, 𝑑2: Duty cycle of DC-DC boost converter and DC-DC buck 

converter, respectively. 

𝐿, 𝐿𝑓: Inductance of DC-DC boost converter and DC-DC buck 

converter, respectively. 

𝐶𝑑𝑐 , 𝐶𝑓: DC bus capacitor, filter capacitor, respectively. 

∆𝐼𝐿, ∆𝐼𝐿𝑓: Current ripple across the inductor 𝐿 and  𝐿𝑓 , 

respectively. 

∆𝑉𝑑𝑐, ∆𝑉𝑎: Voltage ripple of DC bus voltage and armature 

voltage, respectively. 

𝑓1, 𝑓2: Frequency switching of DC-DC boost converter and DC-

DC buck converter, respectively. 

C. Design of Centrifugal Pump 

For the PV water pumping system, the centrifugal pump 
torque   Tr and the motor speed Ω are related as [14]; 

*r pT K                                                                     (1) 

Where, kp is the proportionality constant, it can be 

determined from the rated speed and the rated torque of the DC 
motor as: 

-4 2r
p 2 2

T 21.41
K = = = 6.38* 10 N.m/(rad/s)

Ω (2×π×1750/60)

     (2)               

IV. SYSTEM CONTROL 

The PV water pumping system shown in Fig. 1 has two 
power conversion stages. The purpose of its global control 
system is to ensure the extraction of the maximum power of the 
PV array and the control of the DC motor speed. 

A. Fuzzy Logic MPPT Control 

The Fuzzy logic is a type of control system that imitates 
human decision-making processes, making it suitable for 
handling complex and uncertain environments [9]. In the 
context of MPPT, the fuzzy logic allows to make decisions 
based on linguistic rules and linguistic variations [8,9]. This 
technique does not need system model knowledge, and can 
optimize the system efficiency [8,9], it allows to avoid the 
problems of the traditional MPPT techniques (P&O, INC). The 
structure of the FL-MPPT control is represented in the Fig. 2.  

 

Figure 2.  Structure of the fuzzy logic MPPT control 

The inputs of FL-MPPT controller are the power 
error ∆Ppv(k), and the voltage error ∆Vpv(k). The output of 

this controller is considered as the reference PV 
voltage Vpv

∗ (k), according to the equation (3) [8]. 
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                              (3) 

Where; K1 , K2 and K3 are the normalization factors and 
are crucial to the drive's static and dynamic performance [4]. 
The fuzzy logic controller has seven linguistic variables; these 
are used to form the fuzzy rules (Table IV). Fig. 3 shows the 
membership functions of this controller [8]. 

TABLE IV.  TABLE OF SEVEN-CLASS INFERENCE RULE 

       ∆𝑷𝒑𝒗       

∆𝑽𝒑𝒗 

NB NM NS ZE PS PM PB 

NB PB PB PM ZE NM PB NB 

NM PB PM PS ZE NS NM NB 

NS PM PS PS ZE NS NS NM 

ZE NB NM NS ZE PS PM PB 

PS NM NS NS ZE PS PS PM 

PM NB NM NS ZE PS PM PB 

PB NB NB NM ZE PM PB PB 

Where;  
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NB : Negative big, NM: Negative medium, NS: Negative 

small, ZE: Zero,  PS: Positive small, PM: Positive medium, PB: 
Positive big. 

 

Figure 3.  Memberchip functions of ∆𝑃𝑝𝑣 , ∆𝑉𝑝𝑣, 𝑎𝑛𝑑 ∆𝑉𝑝𝑣
∗ . 

B. DC-DC Boost Converter Control 

The control system of DC-DC boost converter shown in 
Fig.1 uses two control loops. For the first loop (outer loop), a 
PI controller is used to regulate the output PV voltage at its 
reference value Vpv

∗  generated by FL-MPPT technique. This 

controller provides the reference inductor current IL
∗ . 

The reference inductor current is estimated as: 

* *

( ) ( 1) ( ) ( 1) ( )( )L k L k ppv pv err k pv err k ipv pv err kI I K V V K V         (4) 

 

Where; 

The error of the PV voltage is given by the expression: 

*

( ) ( ) ( )pv err k pv k pv kV V V                                                     (5) 

Kppv and Kipv are the proportional and integral gains of the 

PV output voltage PI controller: 

For the second (inner loop), a model predictive control 
(MPC) is applied to control the inductor current and generate 
the control signal of DC-DC boost converter. From Fig. 1, the 
operation of the DC-DC boost converter can be divided into 
two distinct phases depending on the state S1 of switch. The 
first when the switch is closed ON, the inductor current crosses 
the electronic switch; the second when the switch is open OFF, 
the inductor current crosses the diode[13].  

:

:

L

L

i pv

i pv dc

d V
Switch ON

dt L

d V V
Switch OFF

dt L







 


                                             (6) 

The current dynamic equation is discretized for a sampling 
time Tsby using Euler forward method : 

1( 1) ( ) ( ( ) (1 ) ( ))s
L L pv

T
I k I k V k S Vdc k

L
                       (7) 

Where,  S1 is the switching state of the electronic switch 
(the switch is open for S1 = 0 or closed for  S1 = 1). 

The objective of this control is to make the inductor current 
follow its reference by selecting the best switching states of 
DC-DC boost determined by evaluating the cost function J. 
The change in the reference current for one sampling interval 

can be neglected, so 𝐼𝐿
∗(𝑘 + 1)  ≅  𝐼𝐿(𝑘)

∗ . This assumption can 

cause one sample delay in the reference tracking, which is 
negligible at high sampling frequencies. 

The cost function J is the absolute value of  error between 

the predicted one 𝐼𝐿(𝑘 + 1) and the reference current 𝐼𝐿(𝑘)
∗  as 

[13]: 

*

, 1 0,1 ( )( 1)L S L kJ I k I                                            (8) 

Fig.4 shows the flowchart of predictive current control  

 

Figure 4.   Flowchart of inductor current control loop. 

C. DC Motor Control 

As shown in Fig. 1, the field circuit is connected to the DC-
bus capacitor and the armature circuit is fed by a DC-DC buck 
converter. According to the centrifugal pump affinity law, the 
output power of the PV array and speed motor are both 
affected by variations in the atmospheric conditions [7]. The 
control system of DC motor is to regulate the DC-bus voltage 
to a desired value and estimate the motor reference speed. This 
control makes the magnetic flux of field circuit regulated to its 
rated value and activates the DC-DC buck converter which 
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continuously adjusts the armature voltage according to the 
reference speed.  

The reference speed is estimated as[7,15]: 

*
1 2Ω = Ω +Ω                                                                     (9) 

Where, Ω1 is the first component of the reference speed 
corresponding to the PV array power, it is expressed as [7,15]: 

3
1 pvK P                                                                         (10) 

Where, K  is the constant for converting PV power into 
speed , Ppv is the power produced by the PV array. 

The PI controller of the DC bus voltage estimates the 
second component Ω2 of the reference speed. Ω2 is given 
as[7,15]: 

err err err2(k) 2(k -1) pdc dc (k) dc (k -1) idc dc (k)Ω = Ω + k (V -V ) + k V    (11)  

Where, Vdcerr
is the error of DC bus voltage calculated as: 

*
( ) ( ) ( )errdc k dc k dc kV V V 

  
                                             (12) 

Kpdc and Kidc are the proportional and integral gains of the 

DC-bus voltage PI controller. 

The difference between the reference speed Ω∗ and sensed 
speed Ω is transmitted to the PI controller, which minimizes the 
error and provides reference inductor current ILf

∗   : 

* *
Lf(k) Lf(k -1) pΩ err(k) err(k -1) iΩ err(k)I = I + K (Ω - Ω ) +K Ω       (13) 

Where, Ωerr is the speed error calculated as:  

*
err(k) (k) (k)Ω = Ω - Ω                                                          (14) 

KpΩ and KiΩ are the proportional and integral gains of the  

speed PI controller. 

The inductor current  ILf is forced to track its reference ILf
∗  

by using a hysteresis comparator. 

V. SIMULATION RESULTS 

The feasibility of the PV water pumping system is 
examined by digital simulation using Matlab/Simulink 
environment. The different simulation tests are performed to 
observe the starting dynamics, the steady state response, and 
also the reaction of the control system for variations of solar 
irradiance. The reference value of the DC-bus voltage is fixed 
to 300 V.  

A. Starting and steady state performances 

The solar irradiance, the cell temperature, the electrical 
quantities (voltage, current, power) of PV array, the DC-bus 
voltage, the motor speed, the electromagnetic torque and the 
armature current waveforms are shown in Fig.5. It is well 
observed that the system has a good start dynamics; the 
available maximum power 6004.29 W is rapidly achieved and 
tracked by using the FL-MPPT technique. The corresponding 
maximum current and maximum voltage are  Impv = 22.83 A , 

Vmpv = 263 V. In steady state, the DC-bus voltage is well 

regulated to its reference value 300 V, the DC motor drives the 
centrifugal pump with a rated speed of 1750 rpm. The 
electromagnetic torque reaches its rated value 21.41 Nm and 
the consumed armature current is of 21.17 A. 

B. Performances of the System for Sudden Change of Solar 

irradiance 

In this test, the PV array is subjected to sudden changes in 
the solar irradiance (1000W/m², 800W/m², 600W/m², 
400W/m²). The temperature is fixed to 25°C. Fig.6 shows the 
solar irradiance profile, the electrical quantities of PV array, 
the DC-bus voltage, the motor speed, the electromagnetic 
torque and the armature current. It can be clearly observed that 
at the time of the diminution of the solar irradiance, rapid 
diminutions in output PV current and PV power are provoked, 
while the output PV power is practically not affected. The 
produced PV power is practically proportional with the solar 
irradiance. The DC-bus voltage is maintained closed to its 
reference value 300 V, which ensures the operation of the DC 
motor with a constant rated magnetic field. The diminution of 
the solar irradiance provokes the diminution of the motor 
speed, the electromagnetic torque and also the armature 
current. 

 

Figure 5.  Performances of PV water pumping at starting and steady-state. 

VI. CONCLUSION  

This paper has presented a standalone PV water pumping 
system based on separately excited DC motor. The system 
contains two power conversion stages linked by a DC-bus 
capacitor. The first is a DC-DC boost converter controlled by 
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using a FL-MPPT technique; used to extract the available 
maximum power of the PV array.  The second is a DC-DC 
buck converter; used to supply the armature circuit with a 
variable voltage and drive the motor with a variable speed 
according to the produced PV power. The field circuit of the 
DC motor is connected to the DC-bus and the DC-bus voltage 
is regulated at a required level to ensure a constant rated 
magnetic flux. The reference speed is estimated from the 
control of the DC-bus voltage and the affinity law. The 
usefulness of the PV water pumping system was fully 
confirmed by a digital simulation under Matlab/Simulink 
environment for different operation conditions. The obtained 
results have demonstrated that the presented system is 
characterized by good performances for steady-state and 
transient responses. 

 

Figure 6.  Performances of PV water pumping system for variable solar 

irradiance and fixed temperature at 25°C 
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Abstract— In this paper we applied artificial intelligence 

technique (SVM Classifier) to compare between the performance 

of two different technology of PV modules (class to class and 

backsheet to glass) after five (05) months of operation in Algeria 

under the same weather conditions (moderate and humid 

climate) .Where we have a database for the outdoor monitoring 

of these two PV modules, consisting of data (Isc, Voc, Pmax, Imp, 

Vmp, Tm, T amb, G, WD, WS, Date, Time, FF) which are 

variables data, where the SVM creates the groups or class 

according to the conditions that we entered, after which it 

produces heatmaps that help us in reading the results and 

making the decision easily, unlike the classic methods which are 

very difficult . This method is applicable for comparison between 

several solar panels or several photovoltaic PV plats. It is enough 

just to give the database. 

I. INTRODUCTION  

Solar energy is sustainable energy as it is renewable, 

meaning that it is energy that does not run out. It is a natural 

energy source and can be used to generate other forms of 

energy. Solar panels do not cause any noise when they convert 

sunlight into usable electrical energy Solar power plants and 

solar panels in Homes do not emit any emissions and do not 

cause any harmful impact on the environment. 

The statistics worldwide for the capacity of PV has 

increased from almost zero GW in 1990 to 505 GW in 2018 [1-

2] and a 102.4 GW growth in PV installation has been 

observed globally in 2018 alone [1,3]. Be alerted in the event 

of a malfunction, supervise your photovoltaic installation: it is 

essential to monitor solar production. Monitoring now offers 

many possibilities, from simple production measurement to 

home automation. Some manufacturers even offer support in 

addition to the monitoring tool: customer service, technical 

interventions, and additional tools to help solar professionals 

[4]. A. Arechkik et Al [5] Long-term performance and 

degradation analysis, as well as an economic investigation of 

three based-silicon PV technologies including amorphous 

silicon (a-Si), polycrystalline silicon (p-Si), and 

monocrystalline silicon (m-Si), The authors of [6] was includes 

a discussion of different MPPT techniques and performs 

comparison for the performance of the two MPPT techniques, 

the P&O algorithm, and salp swarm optimization (SSO) 

algorithm, in Ref [7] contains the experimental investigations 

of different cooling methods used for photovoltaic (PV) panels. 

Phase change material (PCM), thermoelectric (TE) and 

aluminum fins were chosen as the cooling methods, even in 

Ref [8] presented a deep learning-based defect detection of PV 

modules using electroluminescence images through addressing 

two technical challenges: (1) providing a large number of high-

quality Electroluminescence (EL) image generation method for 

the limit of EL image samples; and (2) an efficient model for 

automatic defect classification with the generated EL image. In 

this work we applied Machine learning for compare between 

the performance of two deferent technology of PV modules 

(glass glass PV module and backsheet glass PV module) after 

five (05) months of operation in Algeria under the same 

weather conditions (moderate and humid climate), Table 1 

Shows electrical characteristics of the two photovoltaic 

module.  

II. MACHINE LEARNING 

Machine Learning can be defined as an artificial 

intelligence technology allowing machines to learn without 

having previously been programmed specifically for this 

purpose. Machine Learning is explicitly linked to Big Data, 

since to learn and develop, computers need streams of data to 
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analyze and train on. In machine learning, classifying data for 

predictive modeling problem where a class label is predicted 

for a given example of input algorithms according to the 

dataset. 

Support Vector Machine (SVM) is a linear model for 

classification and regression problems. It can resolve linear and 

non-linear problems and work well for another problem. The 

algorithm creates a line or a hyper-plane, which separates the 

data into classes. Which is simple principal of SVM. 

Furthermore, the SVMs are a family of machine learning 

algorithms that solve problems of classification, regression or 

anomaly detection. They are known for their solid theoretical 

guarantees, their great flexibility and their ease of use even 

without great knowledge of data mining [9-11]. 

 

Figure 1. Architecture of SVM classifier (Neuron model) 

III. METHOD OF MEASUREMENT AND DATA PROCESSING 

Outdoor Data Acquisition System provides wide range of 

measurement conditions. Measured data contain parameters 

provided by different measurement units and stored. Moreover, 

the parameters measure is imported into common database for 

preparing further analysis by transformation into data 

structures appropriate for fast queries. 

The PV modules are installed at annex of renewable energy 

development center CDER, Ben Aknoun City, Algeria 

(Latitude 36◦44’44,94’’N, Longitude 3◦00’46,80 E and 

Altitude 236 m). 

The several measurements in our laboratory was 

investigated based on data acquisition (Keysight 34972 A). 

Moreover, the system collects the measurements from the 

various sensors (Namely Isc, Voc, Pmax, Imp, Vmp, Tm, T 

amb, G, WD, WS, Date, Time, FF ). 

 

Figure 2. Data acquisition (Keysight 34972A). 

 

 

Figure 3.  Diagram of method. 

IV. RESULTS AND DESCUTION  

In this paper, we present the compared and Machine 

Learning based on monitoring data of two (02) PV module of 

during 05 months with step of measurement of 5 min. The 

parameters measured in our system were the I–V curves of PV 

module with electrical parameters (Pmax, Isc, Voc, Imp, Vmp, 

FF), the temperature was measured on back side of module and 

weather parameters (solar irradiation on the inclined plane, 

ambient temperature and direction and speed of wind). 

Figure 4 show the maximal power of those PV modules 

provided in hours and months. Figure 4 shows the evolution of 

the average monthly power over a day. Photovoltaic production 

is significant between 12H00 and 13H00. Local time is around 

68% nominal power during the month of February of PV1 and 

64% nominal power during the month of February of PV2. 

This values decreases in autumn because of the more frequent 

presence of clouds and the lower height of the sun. This figure 

also shows the monthly evolution of sunshine duration. 

Figure 5 shows the daily point’s numbers of measurement 

obtained at irradiation and specific time. 

This technique allows us to identify areas of interest for 

performance analysis and areas that represent non-core values 

or isolated phenomena. Eliminating these values represents a 

challenge in analyzing the performance of PV systems [12,13]. 

Indeed, we notice the squares in dark yellow correspond to 

the curve of the solar irradiation of a clear sky; while the 

measurement points inside this bell correspond mainly to the 

measurements under cloudy conditions. On the other hand, 

very high values above 1150 W/m2 may correspond to 

reflection phenomena. This presentation allows us to delimit 

the study area and thus reduce the values that can induce errors 

in the calculation of the various parameters. 
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Figure 4. Maximum power supplied over a day in five (05) months.

 

Figure 5. Number of Data points according to G (W/m2) and Time in Five (05) months 
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PV 1 PV2 

Pmax 275W Pmax 260W 

Isc 9,38A Isc 8,6A 

Voc 38,5V Voc 38 

Imp 8,76A Imp 8,1A 

Vmp 31,4V Vmp 31V 

TABLE 1. ELECTRICAL CHARACTERISTICS OF THE TWO 

PHOTOVOLTAIC MODULE 

V. CONCLUSION 

This study shows the importance of machine learning and 

artificial intelligence in the processing of databases for 

monitoring photovoltaic systems. and comparison between the 

performance of PV power plat. 

The complexity of the phenomena that influence the 

performance of photovoltaic systems is tamed by the targeting 

of common operating conditions, which constitute the 

dominant trends, and the isolation of marginal phenomenon. 

The classification method used in this research work, 

allows having an overview on the behavior of photovoltaic 

systems, and can be used in the comparison of the different 

photovoltaic technologies or for an optimized sizing. 
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Abstract— A  back-to-back power converter interface for a 

dual stator windings permanent magnet synchronous 

generator (DSWPMSG) based wind energy conversion 

systems is presented in this paper. The converter stage is 

capable to step-up the low-voltage side of standard 

(DSWPMSG) used in today’s WECS to a medium-voltage 

grid side. The proposed converter is an hybrid back-to-

back topology composed of two parallel connected three-

phase voltage source converters (VPC) at the generator 

side, and a 3-level neutral point clamped converter (3-level 

NPC) at the grid side. The direct power control (DPC) 

strategy applied to the three-phase grid connected (3-level 

NPC) is proposed to estimate the active and reactive 

powers injected into the grid. The use of a multilevel 

converter at medium voltage at the grid side has several 

advantages like improved power quality; it can eliminate 

the low-order harmonics in the output waveform without 

increasing the high-order harmonics. Therefore, the 

harmonic fluctuation of the inverter output voltage is 

reduced, and the waveform level is high. The feasibility of 

the proposed configuration is verified by the 

MATLAB/Simulink. 

Keywords: DSWPMSG, 3-level NPC, wind turbine. DPC. 

I. INTRODUCTION  

Currently, renewable energies have become a crucial 

interest for the sustainable development of nations without 

having an impact on the natural resources of the countries.  

Renewable energies, especially wind energy, are important 

energy sources because they are clean, abundance and 

 widespread [1]. Undoubtedly, supplying the electrical grid 

with a continuous, smooth and balanced power, which is not 

affected by faults and disturbances, is one of the main 

objectives of the Wind Energy Conversion Systems (WECS). 

 Therefore, by 2030 it is foreseen to supply more than 20% of 

global electricity consumption through the wind [2]. 

Research on multi-phase machines has become largely 

important in the last few decades. Multi-phase PMSM are 

being used for high power electric drive applications like 

electric vehicles (EVs) [3], more electric aircrafts (MEAs), 

ship propulsion etc. 

The multi-phase direct-driven permanent magnet 

synchronous generator (PMSG) is getting more application in 

the wind generators recently for its convenient maintenance 

without gearbox. In addition, multi-phase PMSG has high 

reliability, high power density, efficiency and good 

performance in fault tolerance [4 6]. 

Variable speed wind energy conversion system (WECS) 

shown in Figure. 1 consists of a wind turbine driving 

connected to the grid through a full scale back to back 

converter. Two three-phase, two-level converters are 

connected across generator side, and grid side consists of a 

single three-phase (3-level NPC). Both converters share a 

common DC-link in between. All the converters are IGBT 

based and voltage source operated. At the grid side, medium-

voltage operation through a multilevel converter has a series 

of advantages: improved power quality (better grid code 

compliance), higher efficiency (lower switching frequency), 

lower step-up voltage requirement and lower currents for the 

same power level (reduction in cable and filter size). [7] 

Accordingly, the wind energy industry is looking for medium-

voltage topologies for the newly developed multimegawatt 

WECS. In this paper, FOC control and DPC control in order 

to ensure the robustness of the wind system to be controlled 

while ensuring simplicity of adjustment and implementation. 
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Figure. 1 Grid-connected WECS configuration of DSWPMSG 

 

II. MODELING OF THE WIND ENERGY  

CONVERSION SYSTEM 

A. Wind turbine optimization 

Maximum power can be extracted at different wind speeds 

by operating the generator at an optimum speed. This can be 

achieved by adjusting the power co-efficient (𝐶𝑝) depending 

on the aerodynamic conditions. Different MPPT methods can 

be found for variable speed WECS, among those one method 

is based on power speed curve of the wind turbine. In this 

method, maximum power, which can be obtained at different 

wind speeds for the particular wind turbine is calculated and a 

curve is plotted with respect to the speed of wind turbine. A 

locus of point can be tracked for different wind speeds, and a 

differential equation is obtained for a particular turbine. In real 

time, the wind speed is measured by using a wind speed 

sensor or an anemometer. According to plotted MPPT profile, 

the speed reference 𝜔𝑚
∗ is generated and provided to generator 

control system, which compares the speed reference with the 

speed measured from generator 𝜔𝑚to produce control signals 

for the power converters to achieve maximum power 

operation.  

The relationship between the wind speed and power 

captured by turbine blade to convert into mechanical energy 

can be described as follows [8], 

                     𝑃𝑀 =
1

2
𝜋𝜌𝑅2𝑉𝑤

3𝐶𝑝(𝜆, 𝛽)                            (1) 

where 𝑃𝑀 is the mechanical power extracted by turbine 

blades, 𝑅 is the radius of wind turbine, 𝜌 is the air density, 

𝑉𝑤is the velocity of wind and 𝐶𝑝 is the power coefficient of 

blade and is a function of tip speed ratio 𝜆 and blade pitch 

angle 𝛽. 𝐶𝑝 can be approximated by using, 

        𝐶𝑝(𝜆, 𝛽) = 𝐶1 [
𝐶2

𝜆𝑖
− (𝐶3 + 𝐶4)𝛽 − 𝐶5] 𝑒

𝐶6
𝜆𝑖          (2) 

With 

1

𝜆𝑖
=

1

𝜆 + 0.08𝛽
−
0.0365

𝛽3 + 1
                            (3) 

𝐶1 − 𝐶6 values are chosen from blade element 
momentum [9]. Tip speed ratio 𝜆 can be defined as, 

𝜆 =
𝜔𝑡𝑅

𝑉𝑤
                                        (4)  

𝑇𝑚 =
𝑃𝑚
𝜔𝑚

                                        (5)  

Figure. 2 shows that the wind turbine control strategy is 

divided, according to wind speed, into four regions. Region 1, 

the standstill region, the output of mechanical power is 

approximately zero. Region 2, the MPPT region, the wind 

turbine operates to extract optimum power during wind speed  

variation. Region 3, the pitched operating region, the 

output power from a wind turbine should be limited at rated 

output power using pitch control. The wind turbine must be 

stopped to avoid damage at high wind speed in Region 4 [10]. 

Figure. 2 Turbine operating regions. 

B. DSWPMSG dynamic model 

The DSWPMSG has two identical stator windings which 

are assumed balanced star connected. Commonly, the two sets 

of winding can have a phase shift 0, 30 and 60 degrees. The 

two sets winding are designed to the same which will have the 

identical parameters such as resistance and inductance Figure 
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3. Because of the decoupling of the magnetic circuit of the two 

sets windings, the mutual inductance between them can be 

ignored [11,12] . 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Winding configuration of DSWPMSG 

The mathematic model of the dual stator windings PMSG 

can be deduced based on a reference coordinate system 

rotating synchronously with the magnet flux oriented as d 

axis. The voltage equations can be represented as, 

{
  
 

  
 𝑉𝑑1 = 𝑅𝑆𝐼𝑑1 + 𝐿𝑑

𝑑𝐼𝑑1

𝑑𝑡
− 𝜔𝑠𝐿𝑞𝐼𝑞1

              𝑉𝑞1 = 𝑅𝑆𝐼𝑞1 + 𝐿𝑞
𝑑𝐼𝑞1

𝑑𝑡
+𝜔𝑠𝐿𝑑𝐼𝑑1 + 𝜔𝑠𝜓𝑚

𝑉𝑑2 = 𝑅𝑆𝐼𝑑2 + 𝐿𝑑
𝑑𝐼𝑑2

𝑑𝑡
− 𝜔𝑠𝐿𝑞𝐼𝑞2

               𝑉𝑞2 = 𝑅𝑆𝐼𝑞2 + 𝐿𝑞
𝑑𝐼𝑞2

𝑑𝑡
+𝜔𝑠𝐿𝑑𝐼𝑑2 + 𝜔𝑠𝜓𝑚

    (6) 

where 𝑉𝑑1, 𝑉𝑑2, 𝑉𝑞1, 𝑉𝑞2, 𝐼𝑑1, 𝐼𝑑2, 𝐼𝑞1 and 𝐼𝑞2 are the 

voltages and currents in d  and q axis of two sets winding 

respectively, 𝑅𝑆 is the phase resistance of the two sets 

winding, 𝐿𝑑 and 𝐿𝑞 are the inductance components in the d 

and q  axis, 𝜓𝑚 is rotor flux linkage produced by permanent 

magnet, 𝜔𝑠 is the rotor electrical angular frequency. 

The electromagnetic torque 𝑇𝑒 can be written as, 

𝑇𝑒 =
3𝑃

2
(𝜓𝑚(𝐼𝑞1 + 𝐼𝑞2) + (𝐿𝑑 − 𝐿𝑞)(𝐼𝑑1𝐼𝑞1 + 𝐼𝑑2𝐼𝑞2))       (7) 

Where 𝑃 is pole pair of the DSWPMSG. 

 

 

 

 

 

 

 

 

 

 

C. Vector Control 

Vector control decouples field flux and armature flux so 

that they can be controlled separately to control torque or 

current and power or speed independently. The current control 

forms an inner loop while seep control forms the outer control 

for the case considered. The vector control is applied in the 

synchronous rotating frame so as to use simple PI regulators. 

The vector space decomposition approach of vector control 

has been used to control dual three phase induction machines 

[13]. Though using single current controller makes the design 

easier and need less number of PI regulators, it can not 

observe the current imbalance. Therefore, to do away with this 

problem, dual current controller is preferred. The control 

schematics of the proposed system is shown in Figure. 4 

The vector control of Id = 0 and the current coordinate 

control between two sets stator windings are adopted for the 

torque control of DSWPMSG [14]. For surface-mounted 

DSWPMSG of which the d and q axis inductance are equal, 

𝐿𝑑= 𝐿𝑞, the electromagnetic torque 𝑇𝑒 represented as, 

                   𝑇𝑒 =
3𝑃

2
𝜓𝑚(𝐼𝑞1 + 𝐼𝑞2)                                       (8) 

The overall control equations for the current control loop 

resulting in the required terminal voltage are expressed as: 

{
 
 
 

 
 
 𝑉∗𝑑1 = (𝑘𝑝𝑖𝑖 −

𝑘𝑖𝑖
𝑠
)(𝐼∗𝑑1 − 𝐼𝑑1) − 𝜔𝑠𝐿𝑞𝐼𝑞1

              𝑉∗𝑞1 = (𝑘𝑝𝑖𝑖 −
𝑘𝑖𝑖
𝑠
)(𝐼∗𝑞1 − 𝐼𝑞1) + 𝜔𝑠𝐿𝑑𝐼𝑑1 + 𝜔𝑠𝜓𝑚

𝑉∗𝑑2 = (𝑘𝑝𝑖𝑖 −
𝑘𝑖𝑖
𝑠
)(𝐼∗𝑑2 − 𝐼𝑑2) − 𝜔𝑠𝐿𝑞𝐼𝑞2

               𝑉∗𝑞2 = (𝑘𝑝𝑖𝑖 −
𝑘𝑖𝑖
𝑠
)(𝐼∗𝑞2 − 𝐼𝑞2) + 𝜔𝑠𝐿𝑑𝐼𝑑2 + 𝜔𝑠𝜓𝑚

(9) 

The outer speed control loop is designed to run the 

DSWPMSG at the desired angular speed 𝜔𝑚. 
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Figure. 4 Speed and current control loop for DSWPMSG 

 

             𝐼𝑞
∗ = (𝑘𝑝𝑂𝑖 −

𝑘𝑂𝑖

𝑠
) (𝜔𝑚

∗ −𝜔𝑚)                         (10) 

 

Where 𝑘𝑝𝑖𝑖, 𝑘𝑝𝑂𝑖, 𝑘𝑖𝑖and 𝑘𝑂𝑖  are  the proportional and       

integral gain of outer current loop control and outer speed 

control loop of DSWPMSG, respectively.  

III. MODELING AND CONTROL OF  GRIDE   

Modeling of grid side system consists of a three-level 

converter NPC , inductive filter, voltage source as grid and a 

dc link. A simplified model is shown in Figure. 5. 

 

Figure. 5 Simplified model of the converter, filter and grid 

A. Model of three-level NPC Converter 

Multilevel converters can be availed to achieve higher 

voltage levels in order to improve the performance and quality 

of output power and voltage. Three-level neutral point 

clamped converter (3-level NPC) consists of twelve IGBT 

switches and six independent diodes. All the IGBT switches 

are connected with anti-parallel diodes for bidirectional 

operation. Output voltage waveforms (𝑣𝑎0, 𝑣𝑏0, 𝑣𝑐0) generated 

by NPC converter comprises of three switching levels of 

amplitude 𝑉𝑑𝑐/2 (0, 𝑉𝑑𝑐/2, 𝑉𝑑𝑐). The output phase voltage of 

the converter with respect to point ‘O’ can be express as 

follows [15]. 

𝑣𝑎0 = 𝑆𝑎1𝑉𝑐1 + 𝑆𝑎2𝑉𝑐2                      (11) 

𝑣𝑏0 = 𝑆𝑏1𝑉𝑐1 + 𝑆𝑏2𝑉𝑐2                      (12) 

𝑣𝑐0 = 𝑆𝑐1𝑉𝑐1 + 𝑆𝑐2𝑉𝑐2                         (13) 

𝑉𝑑𝑐1and 𝑉𝑑𝑐2 are the voltages across capacitor 𝐶1 and 𝐶2 

respectively Output AC voltages can be realized by combining 

equations (11)-(13) as, 

𝑣𝑎𝑛 =
𝑉𝑑𝑐1

3
(2𝑆𝑎1 − 𝑆𝑏1 − 𝑆𝑐1) +

𝑉𝑑𝑐2

3
(2𝑆𝑎2 − 𝑆𝑏2 − 𝑆𝑐2)  (14)    

𝑣𝑏𝑛 =
𝑉𝑑𝑐1

3
(2𝑆𝑏1 − 𝑆𝑎1 − 𝑆𝑐1) +

𝑉𝑑𝑐2

3
(2𝑆𝑏2 − 𝑆𝑎2 − 𝑆𝑐2)  (15)                     

𝑣𝑐𝑛 =
𝑉𝑑𝑐1

3
(2𝑆𝑐1 − 𝑆𝑎1 − 𝑆𝑏1) +

𝑉𝑑𝑐2

3
(2𝑆𝑐2 − 𝑆𝑎2 − 𝑆𝑏2)  (16)                     

B. Direct power control of 3-level NPC 

The DPC is based on the direct torque control (DTC) 

concept in electrical machines. The intention for DPC is to 

control the instantaneous of active and reactive power control 

loops [16] as the same direction for DTC in controlling the 

torque and flux of induction machines. In this paper the new 

switching look-up table based on the differentiation of 

instantaneous active and reactive powers method is applied 

[17]. The instantaneous input active and reactive power of the 

3-level NPC in a stationary 𝛼𝛽-reference frame can be express 

as follows. 

                    {
𝑃𝑖𝑛𝑠𝑡 =

3

2
(𝑉𝛼𝐼𝛼 + 𝑉𝛽𝐼𝛽)

𝑄𝑖𝑛𝑠𝑡 =
3

2
(𝑉𝛽𝐼𝛼 − 𝑉𝛼𝐼𝛽)

                               (17) 

 

    One of the 3-level NPC inverter’s main tasks is to balance 

the upper and lower capacitor voltages. The imbalance of 

upper and lower capacitor voltages (𝑉𝑐1 and 𝑉𝑐2) may occur 

due to the application of short amplitude of voltage vectors. 

Each of the short amplitude of the voltage vector (inner 

hexagon) consists of double switching states as shown in 

Figure. 6. The switching states are divided into P-type and the 

other is N-type. Both types of switching states have different 

effects on the capacitor voltage. The application of the P-type 

switching state will decrease the lower capacitor, 𝑉𝑑𝑐2 while 

the N-type will increase the upper capacitor voltage, 𝑉𝑑𝑐1. 

The problem of capacitor voltage imbalance is necessary to be 

addressed for preventing a short circuit that produces system 

instability, high switching loss, and high dv/dt [18]. Hence, to 

ensure satisfactory performance and reliability of 3-level NPC, 

voltages across the two dc-link capacitors must be kept 

balanced.  

            Figure 6. Space voltage vector of the 3-level NPC 
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Figure7. Block diagram of the DPC strategy for 3level NPC connected to grid  

 
Table 1. Switching table for 3-level-NPC  

Power error status   Sector position (θn) and converter voltage vector (Vn)   

dP dQ BS θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8 θ9 θ10 θ11 θ12 

0 0 - VL_1 VM_1 VL_2 VM_2 VL_3 VM_3 VL_4 VM_4 VL_5 VM_5 VL_6 VM_6 

0 1 - VM_1 VL_2 VM_2 VL_3 VM_3 VL_4 VM_4 VL_5 VM_5 VL_6 VM_6 VL_1 

1 0  V S_5 

OOP 
NNO 

V S_5 

OOP 
NNO 

V S_6 

POP 
ONO 

V S_6 

POP 
ONO 

V S_1 

POO 
ONN 

V S_1 

POO 
ONN 

V S_2 

PPO 
OON 

V S_2 

PPO 
OON 

V S_3 

OPO 
NON 

V S_3 

OPO 
NON 

V S_4 

OPP 
NNO 

V S_4 

OPP 
NNO 

 1 
0 
 

1 1  V S_4 

OPP 
NNO 

V S_4 

OPP 
NNO 

V S_5 

OOP 
NNO 

V S_5 

OOP 
NNO 

V S_6 

POP 
ONO 

V S_6 

POP 
ONO 

V S_1 

POO 
ONN 

V S_1 

POO 
ONN 

V S_2 

PPO 
OON 

V S_2 

PPO 
OON 

V S_3 

OPO 
NON 

V S_3 

OPO 
NON 

 1 
0 
 

                      * BS = Balancing status 

 

Table 1 presents the new switching table for the three-level 

NPC converter which is developed by analyzing the effect of 

each four group voltage vector on the changes in active and 

reactive powers. 

The three-phase supply voltage and current are measured 

to estimate the instantaneous active 𝑃𝑖𝑛𝑠𝑡and reactive powers 

𝑄𝑖𝑛𝑠𝑡 . Meanwhile, the reference active power Pref is produced 

by multiplying the dc-link output voltage 𝑉𝑑𝑐  with the output 

from the PI controller while the reference reactive power Qref 

is set to zero in order to demonstrate a unity power factor 

operation. Subsequently, the command active power Pref and 

reactive power Qref value are subtracted with calculated active 

and reactive power to produce the instantaneous active power 

error and reactive power error denoted by ΔP and ΔQ 

respectively. The error signals are processed by two hysteresis 

controllers to produce the power error status signals shown by 

𝑑𝑃 and 𝑑𝑄 in Figure 7. 

IV. SIMULATION RESULTS AND DISCOSSION 

The simulation system, which is designed to verify the  

availability of the proposed WECS and control scheme, is 

investigated based on the Matlab/Simulink. The electrical 

parameters for the proposed system are listed in Table 2. 

 

 

Table 2  Parameters of the proposed system 

Parameter  Unit 

Rated Power 2 MW 

Number of pole pairs, P 48 - 

d axis inductance, 𝐿𝑑 2.54e-4 mH 

q axis inductance, 𝐿𝑞 2.54e-4 mH 

Stator phase winding resistance, 𝑅𝑠 3.52e-3 Ohm 

DC bus voltage(V) 2000 V 

𝐶𝑑𝑐1  , 𝐶𝑑𝑐1 400e-4 F 

 

      

 

 

 

 

   Figure 8. Simulated waveforms of generator speed for change in wind speed 
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(a) 

 

 

          

Figure 9 Simulation results of the DPC control algorithm. 

Figure 8. shows the generator speed control for variation in 

wind speeds by using vector control, reference speed for 

generator control at different wind speeds is obtained from 

MPPT. 

Figure 9.a shows the grid voltage 𝑉𝑎𝑔and phase current 𝐼𝑎𝑔 

injected to the grid, A phase shift is observed almost zero 

resulting in a power factor unitary. The evolution of the 

instantaneous active power represented in Figure 9.b the 

active power follows the reference power, also notes that the 

reactive power follows the reference power which is zero 

Figure 9.c. According to the results found in the presence of a 

fluctuating wind, the regulation of the DC bus voltage is well 

controlled as shown in Figure 9.d. It can be seen from Figure 

9.e. that the DPC strategies can keep the voltages of the two 

capacitors at their reference. 

V. CONCLUSION  

This paper has presented an improvement of the  hybrid 

back-to-back power converter interface for a dual stator 

windings permanent magnet synchronous generator 

DSWPMSG based wind energy conversion systems, two 

parallel connected three-phase voltage source converters at the 

generator side, and 3-level NPC at the grid side,  

The main results of this work are as follows: 

• Good tracking of the different electrical and 

mechanical quantities with a very acceptable ripple 

rate given the high power of our system. 

• The quality of the waves of the three-phase electrical 

currents injected into the grid and the operation with 

a power factor almost equal to unity offers this 

control employed to take its place among the best 

algorithms used in the field of WECS control. 
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Abstract— Over the last twenty years, clean energy sources such 

as wind, hydro, and solar power have made substantial progress 

in line with the global objective of "green recovery. The 

integration of more than one renewable energy source and the 

inclusion of backup sources and storage systems are among the 

measures to overcome the variability and intermittency nature of 

renewable energy sources (RES). This article examines a hybrid 

structure, combining wind, hydro with the addition of a battery 

energy storage system to supply power to the grid. The energy 

management strategy is presented, and various operating modes. 

The energy management strategy is usually integrated with 

optimization to ensure the continuity of grid and to decrease the 

cost of energy production. Simulation results obtained on the 

basis of the dynamic models of renewable energy sources are 

given, for different operating points, to validate the performance 

of the proposed system. 

Keywords: Hybrid renewable energy system; Wind turbine; 

Hydropower systems; Battery energy storage; Converter 

control system. 

I. INTRODUCTION 

In recent decades, a significant increase in electricity 
consumption has been driven by population growth, 
technological progress, and the development of new 
infrastructure. The production of renewable energy has been 
extensively developed in recent years. Of course, the capturing 
and the storing RE requires several technological supports, and 
the technological development supports these [1, 2] energy 
conversions. Energy Storage (ES) systems can drive strong 
renewable incorporation since the intermittent electricity 
generated in excess can be captured and released as additional 
capacity to the grid when it is necessary. In this context, 
several researchers have dealt with the RE hybridization 
scheme with different combinations of energy resources. 

The numerous researchers have explored the hybridization 
of renewable energy (RE) through various combinations of 
energy resources. These systems are appealing because 
individual sources can synergize to offer more dependable 
power to customers compared to a single-source system. To 
enhance the continuity of power supply to local loads, it is 

crucial to establish compatibility between Wind Energy 
Conversion Systems (WECS) and Hydropower System (HS) 
and PV systems compatible and additional energy storage 
systems [3,4]. 

In the literature, various configurations have been 
examined, with the most prevalent ones being renewable 
battery or renewable-battery-diesel setups used to supply 
electrical power to remote communities [4, 5]. 

In temperate areas or near water dams or seawater, where 
the wind resource is not adequate, adding PV/ hydropower 
plant and battery to DG systems leads to the reduction of DG 
operation time and corresponding fuel consumption. For 
example: [6] They studied on a PV-Battery-DG system 
designed to supply power to two villages in Malaysia. Their 
analysis included a comparison of diesel-only, hybrid diesel-
renewable, and renewable-battery configurations. The 
optimized hybrid configuration was determined to be more 
cost-effective in one of the two locations and 15% costlier than 
the diesel-only system in the second location [7]. 

The objective of ensuring energy supply security entails, 
firstly, reducing dependence on imports through the expansion 
of renewable sources and improved energy efficiency. 
Secondly, it involves diversifying the sources of energy supply. 
The aim is to explore the feasibility of enhancing the 
integration of renewable energy grid infrastructures to achieve 
safety and flexibility goals. 

The topic of this article is the transformation of a renewable 

energy generator into an active generator by using energy 

storage systems. A hybrid power system is studied in the 

article. It consists a Wind Energy Conversion System (WECS) 

(as primary energy source), a hydropower system (HPS) (as 

second energy source), Battery Energy Storage (BES). The 

components of the system, including the wind turbine system 

(WT) with PMSG and Machine Side Converter MSC, the 

hydro-turbine system (HT) with PMSG and MSC, and battery 

bank BES converter, and) and the grid converter, are all 

connected to a shared DC bus. The architecture of the Hybrid 

system studied has been presented in figure (1). 
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Figure 1.  The architecture of the hybrid system studied 

II. MATHEMATICAL MODELS OF THE MAIN 

COMPONENTS OF HRES 

The considered system consists of: Wind Energy 
Conversion System (WECS) and Hydropower System (HS), 
and Battery Energy Storage (BES) and a diesel generator set 
(DGS). 

A.  Modeling of the WG: 

The power coefficient with the 2 MW power is given by 

the expression [8]: 

       

                            
 

  
          

   
 

               (1) 

Where:

  

 

 

  
 

 

       
 
     

    
 

The maximum power from the wind turbine, is obtained for 

Cp.max=0.593 and for λopt=5.6 this point corresponds at the 

Maximum Power Point Tracking (MPPT) in shown in figure 3. 

 
Figure 2.  Cp- λ Curve 

B. Modeling of the Hydraulic Turbine (HT) 

The expression for available hydraulic energy is 
proportional to the height of the fall and the water flow rate: 

                  

 The mechanical power and the mechanical torque of the 
hydraulic turbine are given by: 

  
                     

      
     

   
                    

   

Where: 
   : is the flow water (kg/m3) 

  :  Acceleration due to gravity (m/s2)  
h : Available head  (m) 
   : Hydraulic turbine efficiency 
   : Hydraulic turbine rotational speed (rad /s). 

  

 
 Expression (3) shows that for a given water flow rate, there 
is an optimal rotational speed at which the efficiency of the 
hydraulic turbine is maximum (ηmax), corresponding to 
maximum hydraulic power (PHT.m). 

 

 

 

 

 

 

 

 

 

Figure 3.  Hydraulic turbine characteristics 

C. Mathematical model of PMSG 

The PMSG, model in the park reference frame, is described 
by [9-10]: 

  

             

                  
   

  
             

                       
   

  

               (4) 

Where: 

    is the stator winding resistance,   is the pair pole 
number of the synchronous generator,     and     are, 

respectively, the direct and quadratic current. 

The direct and quadratic magnetic fluxes are given by 
(the excitation flux   is constant): 
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  (5) 

The electromagnetic torque is also expressed as fellow: 

                   (6) 
The active and reactive powers are given according to: 

  
           
           

  

D. PMSG current regulation:  

PMSG currents are regulated by hysteresis controllers, 
which allow keeping the current wave into range defined 
around the reference value. When current wave reached the 
band limits, the hysteresis controller generate a logic signal (0 
or 1)            (Figure 4). So, for (j=1, 2, 3) we have: 

   
           

         

           
        

                          (8) 

With Δi is the hysteresis band defined in the controller. 

 

 

 

 

 

Figure 4.  Hysteresis regulation principal 

E. Mathematical Models of Battery Energy System: 

A variety of battery models exist that predict battery 
behavior. The storage system includes a lead-acid banc battery 
and DC-DC buck-boost bidirectional the first task of this 
system is to maintain a DC Link voltage at the desired value 
whatever the variation in the load (Figure 5). The batteries are 
connected in series/parallel to achieve the desired capacity and 
voltage. 

            
       

 
                          (9) 

Where:  

    : is the battery charging current and   : is the battery 
capacity. 

F. Control of Bidirectional DC/DC Converter for Battery 

System 

The bidirectional converter control strategy has two 
objectives: the first is to control the direction of the power 
flow. That is, to decide when the battery will play the role of an 
energy source, and when it is rather in charging mode (energy 
storage), all this depending on the evolution of the state of the 
hybrid system. The converter operates in buck mode (batteries 
charging) when switch S1 is closed and switch S2 is open. 
Otherwise (switch S1 is open and switch S2 is closed), the 
converter operates in boost mode (battery discharging). 

 

Figure 5.  Control of switching signals for bidirectional DC/DC converter for 

battery system 

The power absorbed (or returned) at the battery is 
expressed by: 

   
                   
                   

                         (10) 

Where:      : the renewable energy source power  

III. ENERGY MANAGEMENT STRATEGY (EMS) 

The aim of the energy management system is to maintain 

the balance between the energy produced by the renewable 

energy sources and the energy demanded by the electrical grid 

and energy storage, while protecting the storage units from 

excessive charge or discharge. The energy management 

strategy is represented by figure (8).  

 

Figure 6.  DC bus energy management diagram 

If the total power generated by the RES (         
      is greater than the load demand (      , the surplus power   

will charge the battery when the condition is fulfilled. The 

battery can be charged until it will be fully charged.  If the total 

power generated by the RES is lower than the load demand 

(      , The batteries will be discharged in order to reduce or 

compensate for the power deficit.   
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The charge and discharge process are monitored, and limits 

are imposed based on the value of SOC (between 40% and 

80%, which corresponds to voltages of 460.8 V and 230.4 V, 

respectively). 

IV. SIMULATION RESULTS 

The mathematical models of individual parts of the hybrid 
renewable energy system (HRES) and the applied control 
systems have been implemented in the simulation program, 
which was formulated in a MATLAB/Simulink environment. 
The results of simulation are obtained for grid power reference 
Pgrid-ref= 750kW (Figure 7.a). Table 1 gives the parameters for 
the HRES. 

TABLE I.  PARAMETER OF SIMULATION  

name  

 

Table of parameter  

Parameter  Value  unit  

Wind turbine 

Nominal Power 660 kW 

Turbine Radius 20.41 m 

Inertia 222 963 Kg.m² 

Friction coefficient 743.21 
N.m.s/ra

d 

PMSG 

Frequency  50 Hz 

Stator winding resistance  0.01 Ω 

Stator inductance  0.001 H 

Rotor inductance  0.001 H 

Excitation Flux  2.57 Wb 

Number of pole pairs 64  

Hydraulic 

turbine/PMSG 

Nominal Power 500 kW 

Nominal power of the 

PMSG   
500 kW 

Frequency  50 Hz 

Batteries banc 

Nominal voltage 576 V 

Nominal capacity 1000 Ah 

SOC (Max-min) 80%-40%  

Smoothing inductance 20 mH 

DC/DC converter switching 

frequency 
5 kHz 

DC-Bus 

voltage 1000 V 

Smoothing inductance 2 mH 

capacity 0.001 F 

Electrical Grid 

Voltage 690 V 

Filter inductance  0.001 H 

Filter resistance 0.001 Ω 

Frequency 50 Hz 

 

The DC common connection point collects all the energy 

from the wind and hydro systems. The produced energy is 

available at the DC bus and is used, the remaining energy is 

used to recharge the batteries; in the presence of a surplus of 

production. When the energy produced by renewable sources is 

insufficient to power the grid, the storage system is activated to 

meet the needs of the grid. Indeed, this profile represents an 

approach to the fixed consumption of a 750kW electrical 

network over a day. The system inputs are: the daily wind 

speed, the water flow given in the figure (7, b and c). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.  (a) Electric grid power reference, (b) Wind speed profile, (c) Water 

flow of the hydraulic turbine 

The powers produced by the renewable energy systems 
(RES) are illustrated in Figures (8 a and b). For wind speeds 
below 3.5 m/s between 16:00 and 22:00, the wind power is 
zero. 

Based on the simulation results, it is observed that the                 
DC-DC converters and MPPT controllers perform their roles 
correctly to extract the maximum power from the wind energy 
conversion systems and the hydraulic energy conversion 
systems, respectively 
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Figure 8.  (a) Power of wind turbine, (b) Power of hydraulic power 

Figure (9 a, b) shows the DC-voltage and the total power 
(PT) collected by the common DC bus. The batteries, through 
the bidirectional converter, ensure that the voltage at the 
common DC connection point (Figure 9 a) remains constant. 
This achieves the balance between production and 
consumption, as the batteries charge or discharge depending on 
the difference between the renewable power supplied and the 
power consumed by the network.  

The current and reference current of the battery’s banc are 
presented in Figure (9 a). Between 16:00h and 22:00h, the 
power delivered by SCEE is zero, which means that the 
renewable power produced is less than the power demanded by 
the grid. In this case, the batteries discharge to cover the 

production deficit, which is justified by a negative current and 
a negative battery bank power (Figure 9 a, Figure 10). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9.  (a) DC-Voltage, (b): DC-Power, (c) Current of the BES

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

Figure 10.  Powers of the hybrid system 
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Figure 11.  Grid power 

Based on Figure (10), two modes of operation of the 

battery’s banc can be distinguished: 

 Between [0h-14h] and [23h-48h], the power produced by 

the SER is greater than the power demanded by the 

electrical grid. In this case, the surplus power is absorbed 

by the battery storage bank.  

 Between [14h-23h], the power produced by the SER is 

less than the power demanded by the load. In this case, 

the battery bank discharges to the DC bus to provide the 

missing power. 

The grid-side power perfectly follows the power demanded 

by the electrical grid (Figure 11). 

 

V. CONCLUSION 

 

In this work, the power management of a hybrid renewable 

energy system (HRES) has been carried out. 

The developed power management strategies allow the 

proper operation of both the wind energy system and the 

hydropower system under different environmental conditions, 

while maintaining the grid-side power demand at the required 

level. In order to store the surplus power, the converter system 

with battery energy storage. 

In the case of surplus power from the wind turbine system 

or hydraulic turbine panels system, the excess power will be 

stored in the battery system. The simulation results obtained 

under Matlab\Simulink\Sim-Power-System show the validity 

and good performance of the hybrid wind/hydro-power system 

in the presence of a storage system with lead-acid 

electrochemical batteries.  
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Abstract—Solar photovoltaics (PV) have proven to be the most 

reliable source of solar energy collection. The output of a solar 

PV system is determined by solar radiation and temperature, 

which fluctuate throughout the day. Consequently, the maximum 

power point (MPP) on the solar PV output characteristics curve 

varies. Different Maximum Power Point Tracking (MPPT) 

approaches are employed to track the MPP and collect the 

maximum power from PV systems. This research presents a 

comprehensive simulation-based analysis comparing three widely 

used MPPT algorithms: perturb and observe (P&O), particle 

swarm optimization (PSO), and an artificial neural network-

based MPPT technique implemented using MATLAB Simulink. 

These MPPT algorithms are used to control the duty cycle of a 

DC-to-DC Boost converter. The performance of the three 

algorithms is evaluated in terms of tracking speed, accuracy, and 

efficiency. Under conditions of partial shade and rapidly 

changing irradiance, the MPPT based on ANN algorithm 

demonstrates superior tracking efficiency compared to the PSO 

and P&O algorithms. 

Keywords: Maximum Power Point Tracking, Photovoltaic, 

Particle Swarm Optimization, Perturb and Observe. 

I. INTRODUCTION  

In recent years, solar photovoltaic (PV) technology has 
emerged as the most practical choice for electricity generation. 
Depletion of fossil fuel sources and growing environmental 
concerns related to fossil fuel use have driven the widespread 
adoption of solar PV for energy generation. PV-generated 
electricity is clean, quiet, and requires minimal maintenance. 
Various factors, including temperature, solar irradiation, and 
shading conditions, affect the energy generation of PV modules 
[1]. The voltage-current (V-I) characteristics of PV modules 
are nonlinear, and the voltage-power (V-P) characteristic curve 
has a single point where it produces maximum power (Pmax). 
This maximum power point (MPP) varies with ambient 

conditions, resulting in a mismatch between load and source 
characteristics, leading to reduced power output. Maximum 
power point tracking (MPPT) is a technique that optimizes the 
PV module's operation to match the load characteristics, 
minimizing power losses [1,2]. The MPPT controller adjusts 
the duty cycle of a DC-DC converter, which serves as an 
interface between the load and the PV modules. 

Numerous MPPT strategies are available in the literature to 
extract maximum power from PV modules for various 
applications. Commonly used MPPT techniques include 
Perturb and Observe (P&O), Fractional Short Circuit Current 
(FSCC), Incremental Conductance (IC), among others. 
Additionally, sophisticated soft computing-based MPPT 
methodologies such as Artificial Neural Networks (ANN), 
Fuzzy Logic approaches, and Particle Swarm Optimization 
(PSO) have been developed. The MPPT controller aids in 
adjusting the duty cycle of a DC-DC converter, which acts as 
the interface between the load and the PV modules. 

 

Figure 1.  MPPT Control for PV System. 
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In this study, we compare three MPPT approaches: PSO, ANN, 

and P&O, under standard test conditions (STC) as well as 

variable irradiance conditions. 

II. SYSTEM MODELLING AND SIMULATION 

The primary component of a PV cell is a p-n junction 

created within a thin semiconductor wafer. Solar energy is 

promptly converted into electricity through the photovoltaic 

effect. The electrical properties of a PV cell are nonlinear and 

heavily influenced by temperature and solar irradiation [3].  

In this study, the single-diode model is selected for its 
simplicity and accuracy. This model can be electrically 
represented by an analogous circuit, as shown in Figure 2, 
comprising a photocurrent source connected in series with a 
diode, a shunt resistance (Rsh), and a series resistance (Rs). 

 

Figure 2.  Equivalent circuit of a PV cell. 

The relation of the equivalent circuit of the PV system is as 

follows, 

 

And 

 

Modeling photovoltaic cells involves several key 
parameters. These include Ipv and Iph, representing the cell's 
output and light-produced currents, respectively.  

The Shockley formula models Id, while Ir is derived from 
shunt resistance. I0 signifies the reverse saturation current of 
the diode, and Vpv represents cell output voltage. Parasitic 
resistances, Rs (series) and Rsh (shunt), affect electrical 
characteristics. Additionally, Vt (thermal voltage) and nn 
(diode ideality factor) play roles, and physical constants, such 
as the Boltzmann constant K and elementary charge q, are 
used. Cell temperature T is expressed in Kelvin.  

These parameters are essential for accurate modeling and 
characterization of photovoltaic cells. 

III. MPPT CONTROL FOR PV SYSTEM 

An MPPT unit, equipped with an appropriate control 
algorithm, is a power conversion system that enables the 
extraction of maximum power from a PV array. It achieves this 
by adjusting either the current drawn from the PV array or the 
voltage across it to operate at or near the Maximum Power 
Point (MPP), thereby maximizing the supplied power. To 
enhance the energy efficiency of PV arrays, various MPPT 
algorithms, each with different levels of complexity, accuracy, 
efficiency, and implementation challenges, have been 
developed [4-5]. 

A. PERTURB AND OBSERVE ALGORITHM 

The P&O-MPPT method is commonly used due to its low 

cost, simple structure, and minimal measurement requirements 

[6]. Figure 4 illustrates the P&O method using a flowchart, 

 

Figure 3.  Flowchart for P&O Algorithm 

B. NEURAL NETWORK-BASED MPPT TECHNIQUE 

The ANN-MPPT method is trained using MATLAB and 
the Levenberg-Marquardt method. The Levenberg-Marquardt 
approach enables the rapid and precise resolution of nonlinear 
least squares issues. We chose the Levenberg-Marquardt 
method for training the neural network because of the highly 
nonlinear nature of temperature and irradiance effects on 
output power and voltage. The construction of the neural 
network-based MPPT for a PV array follows the phases 
outlined in the following sections [7]. 
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Figure 4.  The Neural Network Architecture. 

 

Figure 5.  The Neural Network Regression 

C. Particle Swarm Optimization (PSO) 

The PSO-MPPT method is based on the behavior of flocks 
of birds and involves a multidimensional swarm of particles, 
where each particle represents a solution. These particles 
continuously adjust their positions to find the optimal location 
based on their past experiences and interactions with 
neighboring particles. The position of each particle is 
influenced by both the best-performing particle in its vicinity 
(Pbest_i) and the best solution found by the entire population 
of particles (Gbest) [8]. 

To achieve this, each particle's movement is controlled by 
adjusting its velocity, which is increased or decreased based on 
the comparison between its current position value and the best 
value. If the current position is inferior to the best value, the 
velocity increases, and vice versa.  

The particle's position (xi) is modified according to the 
following equation [13-14], 

 

Where (vi) represents the velocity and is obtained as follows, 

 

with c1 and c2 are acceleration coefficients, w denotes the 
inertia weight, and r1, r2 are random values drawn from the 
uniform distribution U. Figure 6 illustrates the PSO flowchart, 

 

Figure 6.  Flowchart for PSO Algorithm. 

 

IV. SIMULATION RESULTS 
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Figure 7.  Comparison of P_PV ,V_PV, I_PV from PSO, ANN and P&O 

 

 

Figure 8.   Comparison of I_Load, V_Load, from PSO, ANN and P&O 

V. CONCLUSIONS 

In conclusion, this paper has introduced and compared two 
distinct Maximum Power Point Tracking (MPPT) techniques, 
namely an ANN-based approach and a PSO-based method, 
both aimed at optimizing the power output of photovoltaic 
energy conversion systems under varying atmospheric 
conditions. These techniques have been rigorously evaluated 
and compared against the conventional Perturb and Observe 
(P&O) method. Using the ANN algorithm, we achieved faster 
convergence to the maximum point compared to the PSO and 
P&O methods. Furthermore, the ANN algorithm demonstrated 
minimal fluctuation at steady state, resulting in significant 
power savings 
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Abstract— A hybrid energy storage system using the combination 

of batteries and super capacitors is an attractive solution. 

Batteries are used to meet long-term power needs, while super 

capacitors are used to meet instantaneous power demand. This 

article deals with the management of a battery - super capacitor 

hybrid energy storage for autonomous applications. A new 

energy management strategy is developed to manage power flows 

between storage devices. The simulation results demonstrate the 

effectiveness of the proposed energy management strategy under 

sudden changes in power generation and load demand. 

Keywords: Hybrid Energy Storage, Batteries, Supercapacitor. 

I. INTRODUCTION  

 Due to its low cost, the lead-acid battery is the most widely 
used energy storage element. They have a high energy density 
so that they can deliver energy efficiently for a long time, but 
have a low power density, therefore limited charge and 
discharge rates and a short lifespan [1]. Large power 
fluctuations reduce battery life due to increased charge and 
discharge cycles which can affect PV system performance. To 
overcome these difficulties and make the PV system robust to 
the unwanted effects of power fluctuations, super capacitors 
(SC) are now used. Compared with battery, SC has high power 
density but low energy density and has high charge and 
discharge rate [2]. Thus, these properties of SC are effectively 
used to mitigate transient power fluctuations. Batteries used in 
renewable energy storage systems can have multiple irregular 
charge/discharge cycles. This can also have a negative effect 
on battery life and can increase installation costs. To solve this 
problem, researchers have proposed hybrid energy storage 
systems (HESS) and new energy management strategies to 
improve battery life. Various hybrid energy storage control 
strategies are proposed in [3][4], for power sharing between 
battery and super capacitor. The active HESS system allows 
both the battery and the supercapacitor to be operated at 
different voltages, allowing for better utilization of the 
individual components. An active HESS configuration makes 
the best use of the available supercapacitor energy [5].  In [6], 
rule-based methods are adopted and verified by simulation 

results. The control scheme proposed in this paper effectively 
presents the control of bidirectional DC-DC converters for 
power sharing between the battery and the super capacitor by 
allowing low frequency power fluctuations provided by the 
battery and harsh transients provided by the super capacitor. 
This document is organized as follows: After the Introduction 
section, a description of the system is given in section 2. The 
control and management of the DC bus is discussed in section 
3. In section 4, the simulation results representing the analysis 
of the SCs-battery combination are discussed. Section 5 
concludes the article. 

II.  SYSTEM DESCRIPTION 

 The studied standalone PV system is composed of 
photovoltaic panels, batteries, and supercapacitors connected to 
a common DC bus through DC-DC converters (Figure 1). The 
batteries are defined as high-energy, low-power devices. The 
Batteries are designed for storing electrical energy in order to 
use it later. This source has a large mass energy and provides 
energy storage and slow dynamics of the system. The battery 
energy storage system is an effective means to smooth out the 
power fluctuations. The supercapacitor, with its rapid 
dynamics, can be added to smooth out rapid fluctuations in PV 
power and short-term loads. Supercapacitors have 
characteristics opposite to those of batteries.  They are 
characterized by their high specific power due to the low 
internal resistance and low voltage. SCs are capable of very 
fast charges and discharges and they have a very large number 
of cycles without degradation and with a high efficiency.  The 
Central capacities of the bus filter the power fluctuations from 
static converters adopted. System stability can be affected by 
the loss of instant balance between supply and load. Therefore, 
an energy management algorithm is mandatory. The battery 
and supercapacitors have been combined in parallel. The 
control system presented in this work is designed to leverage 
the fast charge and discharge capability of supercapacitors to 
alleviate battery constraints due to instantaneous power 
demands. 
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Figure.1. Configuration of the hybrid PV-battery-super capacitor system. 

A. Hybrid energy storage 

 Hybrid batteries and super capacitors are two different 
energy storage technologies, but it is possible to combine them 
to create a hybrid energy storage system. This combination can 
offer certain advantages, such as improved energy density, 
longer lifespan, and enhanced performance compared to using 
each technology separately 

B. super capacitor energy storage 

super capacitors are added as a storage element for its high-
power devices, Among the models presented in the scientific 
literature, the two-branch model is used in this work. Figure 2 
depicts an equivalent electric circuit with two RC branches, 
which was proposed by Zubieta and Bonert [7]. 

                                 

                  

Figure.2 Supercapacitor simplified circuit 

The main capacitance C1, called differential capacitance, 
depends on the voltage V1.  It consists of a constant capacity C0 
(in F) and a constant parameter Cv (in F/v) and it is written as: 

                                                                                                            

101 .VCCC v
                                                                 (1) 

The following equation expresses the voltage of the equivalent 
circuit of the SC :                                                                                                                          
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Where Usc and Vsc are pack voltage and elementary voltage of 
the super capacitors respectively.  Isc and isc are pack current 
and elementary current of the super capacitors respectively. Ns 
and Np are the number of series/ parallel branches of the SC 
connections.  The voltage V2   in the secondary capacity C2 is 
expressedby:                                                                                                                        
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The current i1 flowing in C1 is given by:                                                                                                                                                           
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The current i1 is denoted also in terms of the instantaneous 
charge Q1 and C1 as:                                                                                                                     
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where the charge Q1 is given by:                                                                                                                                                
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Then voltage V1 is defined as follows: 
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C.   Battery Energy Storage 

A battery energy storage system consists of series and parallel 

chains of batteries. There are several lead-acid battery models, 

and their implementation is difficult because many parameters 

must be considered. The RC model is used in our study. this 

last also known as the simple model includes E, the emf that 

models the no-load voltage of the battery, an internal 

resistance Rs and a capacitor Cbat modelling its internal 

capacitance. 

 
 

Figure.3 RC model of the battery 
 

Thus, the expression of the voltage Vcbat according to the 

current Ibat is given by the following: 

  cvatbatsbat VIREV  0                                                   (8)                                                                                                                    

The battery's state of charge (SOC) is defined by the following 

equation: 
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With:  

Cbat: the nominal capacity (Ah) of the battery;  

Qd: the amount of charge missing in relation to Cbat. The 

value of Cbat is given by the following expression: 
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D. Battery-Supercapacitors Combination 

As shown in Figure. 1, the battery and supercapacitors have 

been combined in parallel. The two converters DC/DC and 

AC/DC are supposed ideal, without losses. The DC-bus 

voltage Vdc is taken to 465 V. This work presents a control 

system that is designed to profit the rapid charge and 

discharge capability of the SCs in order to decrease the battery 

stresses due to instantaneous power demands. The goal of the 

combination between the battery and the SCs is to make the 

super-capacitors provide the power transients and to smooth 

the high-power demands applied to the battery during 

autonomous operation. 

III. ENERGY CONTROL AND MANAGEMENT 

STRATEGY 

Modern batteries have a higher energy storage density but a 
relatively slow response rate. On the other hand, 
supercapacitors have a low power density but a rapid response 
rate. Therefore, in the design of the EMS (Energy Management 
System) control, the supercapacitor must be responsible for 
rapid transient energy exchange, while the battery must support 
energy charge or discharge in a relatively stable regime. The 
result is a control design as illustrated in Figure 4. 

 The PI controller calculates the DC bus reference current, 
Idcref, to maintain the DC bus voltage at its reference value, 
Vref.  

Then, a low-pass filter is applied to obtain the battery 
reference current, Ibatref, while the remainder is used as the 
supercapacitor reference current, Iscref. At all times, the sum of 
the reference currents, Iscref and Ibatref, must be equal to Idcref. 

The DC bus voltage can be modeled by the following 
equation: 

                   (12)                                    

 
The flowchart in Figure. 5 shows how the EMS works by 

displaying the reference currents of the batteries and the SCs 
for various SOC instances. 

The reference current of DC bus is null when the power 
source produce the power needed by the load. 

The SOCsc and SOCbat must be between 30% and 90% in 
the normal situation of state of charge of batteries and 
supercapacitors. 

The reference current of the SCs must be null if the 
reference current of the DC bus is negative (when the energy 
source output exceeds the load power) and the SOC of the SCs 
is >90% percent (SCs are saturated). SCs begin to charge if this 
is not the case. 

The reference current of the SCs must be null if the 
reference current of the DC bus is positive (when the source 
energy fails to provide the appropriate power) and the SOC of 
the SCs is less than 30%. If not the case, SCs begin to charge. 

If the reference current of DC bus is negative (when the 
power source gives higher than the load power) and the SOC of 
batteries is >90% (SCs was saturated) the reference current of 
batteries must be null. If not the case, batteries begin to charge. 

If the reference current of DC bus is positive (when the 
power source fails to give the desired power) and the SOC of 
batteries is <30% the reference current of batteries must be 
null. If the SOCbat is >30% batteries begin to discharge. 

 

 

 

 

Figure.4. Block diagram of DC bus control. 

SOCbat 

SOCsc 
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Figure.5. Flowchart of the distribution of the reference sources of the energy storage system 

IV. SIMULATION AND RESULTS 

The studied system was implemented with different 

operating conditions in the MATLAB/SIMULINK 

environment. 

To ensure continuous supply to the load and prevent 

damage to the batteries and supercapacitors, we must 

maintain the State of Charge (SOC) of the SCs (SOCsc) and 

the batteries (SOCbat) at acceptable levels. The low charge 

rate for both batteries and SCs is set at 30%, and the high 

charge rate is 90% 

 
 

Figure.6. The current of the load and the PV source. 

 
 

 
Figure.7. DC bus current 

 

 
 

Figure.8. Battery and super capacitor current 
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Figure.9. DC bus voltage 

 
 

 The charging current is illustrated in Figure 6. The 

distribution of the charging current between the battery and 

the supercapacitor, based on the strategy defined above, is 

shown in Figures 7 and 8. During the initial period from 0 to 

6 hours, the power required falls within the battery's 

allowable power range, so only the battery provides energy, 

and the supercapacitor does not share any power. During the 

remaining period, the load demand changes suddenly, and 

the supercapacitor comes into play. Fig 5 demonstrates how 

the supercapacitor assists the battery in meeting the load 

demand when sudden changes in load power occur. 

 

                          CONCLUSION 

 

Battery hybridization with supercapacitors is an effective 

means of reducing stress on the battery. Therefore, the use 

of supercapacitors is beneficial for improving the battery's 

lifespan and efficiency. An energy management strategy 

aimed at sharing the power demand of the load between the 

battery and the supercapacitor is also presented, ensuring 

that both operate within their allowed range and at their 

optimal efficiency. 
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Abstract— This paper presents an optimal energy management 

method for a hybrid renewable power generation system with 

hydrogen storage, based on a fuzzy controller and local controls 

for each converter. The system consists of photovoltaic solar 

panels as the primary energy source, a fuel cell, an electrolyzer, 

hydrogen storage tanks, batteries and electrical converters. The 

energy management method is based on a fuzzy logic algorithm 

to manage the excess energy from the solar panels and satisfy the 

load while taking into account the cost and lifetime of the system. 

Simulation results show that the proposed management method 

limits the current/voltage constraints, that extends the life of the 

hydrogen sub-system, and reduces the total cost of the system 

while ensuring the load demand requirement. 

Keywords: — Hydrogen energy system, Photovoltaic energy, 

Fuzzy logic controller, Energy management. 

I. INTRODUCTION 

The intermittent nature of solar energy requires further 
study to meet the energy needs of consumers. Although solar 
photovoltaic is a clean energy resource, its power output is 
dependent on meteorological conditions, makes the production 
estimate inaccurate. Storing excess energy and using it at times 
of shortages makes solar systems a more competitive energy 
source. 

Conventional battery storage remains expensive, but 
hydrogen energy storage systems have proved to be promising 
and competitive for the future [1,2]. On the other hand, 
appropriate energy management is needed in all hybrid systems 
to satisfy the energy demanded by the load when the 
photovoltaic panels cannot produce energy for a period of time. 
References [3,4,5] have shown some examples of energy 
management, the purpose was to verify the performance of the 
hydrogen hybrid system at all times and for long periods of 
time, e.g. months, years or even during the lifetime of the 
hybrid system. However, the costs of using the components or 
an analysis of their costs were not taken into account in the 
management system. A management method was made in [6] 
to optimize energy production, this management method did 

not take into account the costs, but the author developed an 
economic variable to evaluate the total cost of the system.  

In this work, the cost of using energy sources was 
calculated and taken into account, and some of the parameters 
used in the management system were optimized using a fuzzy 
controller. These costs are updated every year according to the 
lifetime of each element, so that the management system 
improves the life of the system. The study is carried out over 
one year, including an estimate of the number of fuel cells, 
electrolysers and batteries required for a 20-year life of the 
overall system shown in Fig. 1. 

II. STAND-ALONE HYBRID SYSTEM 

The selected power system configuration is shown in Fig 1. 
The hybrid system consists of a photovoltaic generator, an 
electrolyzer, hydrogen tanks and a fuel cell interconnected to 
the DC bus by DC/DC converters. A battery provides the 
transient energy demand and peak loads required during peak 
consumption; the battery provides all other load variations. 

 

A.  Solar photovoltaic panels 

Photovoltaic solar energy is the main energy source of the 
autonomous system presented in our study. The production of 
electrical energy based on photovoltaic solar energy is done by 
solar panels, the latter are made up of solar cells connected in 
series/parallel to provide the desired voltage and current. A 
solar cell is manufactured at the junction base of a 
semiconductor material. 

The electrical energy coming from the photovoltaic 
generator is given by the Eq. 1 and Eq. 2 [7,8]. 
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Figure 1.  Overall energy management system. 

Where VPV and ipv are the solar cell voltage and current, 
respectively, iL is the current source, RSh and RSe are the internal 
shunt and series resistances, A is the ideality factor of the pen 
junction, K is the Boltzman constant, T is the cell temperature, 
i0 is the diode reverse saturation current, and q is the electron 
charge. 

B. Fuell Cell dynamic model 

There are currently different types of fuel cells and a great 
deal of research has been carried out on the equivalent 
electrical model depicted in Fig. 2. [9,10].  

The output voltage VFC of a single cell can be defined in (3) 

FC Nernst d ohmV E V V    (3) 

Where ENernst is the thermodynamic potential of the cell and 

it represents its reversible voltage; Vohm is the ohmic voltage 

drop [9,10,11]. 
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Where pO2, pH2 is the partial pressure (atm) of oxygen and 

hydrogen respectively, iFC is fuel cell actual current (A), C is 

the equivalent electrical capacitance (F), T is the membrane 

temperature (°K), RM is equivalent membrane resistance (Ω), 

Rc is membrane equivalent contact resistance and  is the FC 

electrical time constant (s), defined as [9,10]: 

. act con

FC

V V
C

i

 
   

 
 (7) 

Where Vact is the voltage drop due to the activation of the 

anode and of the cathode and Vcon represents the voltage drop 

resulting from the concentration or mass transportation of the 

reacting gases [8,9]. 
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Where: Ԑ1, Ԑ2, Ԑ3 and Ԑ4 are parametric coefficients based on 

electrochemical kinetics and thermodynamic laws, J is actual 

FC current density (A/cm²), [10]. 

The gas concentration can be calculated using the following 

equation. For oxygen [10], for example, we have: 

  
2

2
49865,08.10 .

T

Po
Co

e


  
(10) 

CO2 concentration of oxygen in the catalytic interface of 

the cathode (mol/cm3), CH2 concentration of hydrogen in the 

catalytic interface of the anode (mol/cm3) 
The amount hydrogen consumed by the fuel cells (MFC) can 

be calculated using equation (11) 

  
2,

2,

.
3600.

2. .

FC H act
FC

H th

i m
M

F m
  (11) 

Where mH2,th is the theoretical hydrogen flow rates through 
the FC, mH2,act: are the and actual hydrogen flow rates through 
the FC. 

 
Figure 2.  Simplified circuit of the Fuel Cell. 

C. Electrolyzer 

In this work, the hydrogen production rate of the 

electrolyzer is calculated from Faraday’s law. 

The hydrogen produced in the electrolyzer, nH2 (mol/s) is 

given in (12) [12,13]. 
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Where nc is the number of cells in series; ie (A) is the 

electrolyzer current (C/mol), F is the Faraday constant; and nF 

is the Faraday efficiency, can be expressed by (13) [12]. 
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D. Battery 

The battery is an essential storage device for storing 
electrical energy for maximum use of intermittent renewable 
resources. In this work, the battery is used as an auxiliary 
source to improve the flexibility, speed and lifetime of the 
PEM fuel cell. Eq. 14 gives the amount of energy stored in 
battery [14,15]. 

 . arg . arg . .b b dish b ch bE P P n dt   (14) 

Where Pb.disharg represents battery power when it is 
discharging, Pb.charg represents battery power when it is 
charging and ƞb is the efficiency of the battery. 

The state of charge of the battery is calculated in Eq (15) 
[15]. 

 
.

% 100 1
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Where Q (Ah) is the maximum battery capacity, and ibat is 
the battery current. 

E. hydrogen tank  

 
The hydrogen produced by the Electrolyser is stored in 

liquid or gaseous form in storage tanks. The tank pressure is 
calculated by the following equation [16,17,18]. 
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F. Power electronics converters 

 
The amplitude of the PV output voltage is variable and 

depending on the energy received, a DC/DC converter is used 
to stabilize the output voltage. To charge and discharge the 
storage battery, a bi-directional DC/DC converter is used. The 
PEMFC and the Electrolyser are controlled by a DC/DC 
converter. 

III. MANAGEMENT STRATEGY APPLIED  

 

The Energy Management System (EMS) needs to control 
the power flow between the PV system, electrolyzer, fuel cell, 
battery storage and the load. It’s designed to meet charging 
needs throughout the day and after sunset while preserving the 
components of the hybrid system. 

In this work, the fuzzy controller delivers the current 
references of the hydrogen subsystem, these references are 
injected to the local controls of the DC/DC converters, a local 
control to ensure the regulation of the proton exchange 
membrane fuel cells (PEMFC) and the electrolyzer current has 
been adopted. 

A. Fuzzy control of a PEMFC and Electrolyzer 

The fuzzy control system aims to anticipate the start/stop of 
the FC and the electrolyser and to improve their respective 
lifetimes by taking into account the current stress. Pout is 
designed as the output variable of the fuzzy control system. 
The architecture of the FLC is shown in Fig 3. 

 
Figure 3.  Fuzzy logic supervisor and controlled system. 

The battery is used as a back-up source to absorb and 
compensate the energy in the DC bus. Then it undergoes a 
significant number of charge/discharge cycles, and to preserve 
its lifetime by limiting its minimum discharge to Socmin=40% 
and its maximum charge to Socmax=100%. The battery energy 
management complementary is depicted in Fig 4. 

 
Figure 4.  Flowchart of the battery energy management algorithm. 

B. Fuzzy logic controller variables 

The variables of the fuzzy logic controller are: 
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∆P(t): the difference between Ppv(t) and Pload(t). A 

positive value of ∆P(t) designates an increment of the net 
power at times (t), while a negative value indicates a deficiency 
from the net power. 

ΔEbat(t): the battery SOC at time t. The energy evolution   
along a period ΔT can be defined by Eq. (17) and Eq. (18) [19]. 

Trapezoidal and triangular membership functions are used 
for the linguistic variable’s input/output of the fuzzy control 
system as shown in the Fig 5. The aim is to simplifying 
computer calculations on the FC, and the electrolyzer control 
signal. 

In order to keep the effectiveness of the controller fuzzy in 
terms of rules and decisions, we use different language 
variables. ∆E(t) used seven linguistic variables (Fig 5(a)). 
∆Ebat(t) is represented by three inguistic variables (Fig 5(b)). 
Level H2 has three linguistic variables (Fig 5(c)). The output, 
Pout is represented with five linguistic variables (Fig 5(d)). 

Finally, Table 1 shows the basis of the control rules for the 

three controller inputs, which will concretize the defined 

evaluation criteria. 

TABLE I.  CONTROL RULE BASE 

 

IV. SIMULATION AND RESULTS 

 
The proposed method was carried out and simulated under 

the MATLAB-Simulink environment, the structure and sizing 
of the hybrid system was the subject of previous work [20]. 

The management system provides power references via a 
fuzzy controller, these power references converted to current 
references, used to battery controller and EZ current via a 
DC/DC converter. 

  
(a) ΔE input  (b) ΔEbat input 

  
(c) Level H2 input  (d) Output 

Figure 5.  Membership functions. 

The PEMFC and EZ unit lifetime is shown in Fig. 6, as a 
function of the HS life time. When the FC reaches a nominal 
voltage 18% lower than the nominal start-up voltage, the 
element is replaced.  

The storage level of hydrogen tanks during the four seasons 
of the year is shown in Fig. 7. A total discharge of the 
hydrogen tank is allowed, as the hydrogen level and the 
number of cycles do not influence the life of the tank. It is clear 
that the demand is largely satisfied, in summer and spring, the 
hydrogen level in most cases exceeds 40%. In winter and 
autumn, however, there are days when the tank is empty. 

Figure. 8 shows the powers evolution during the four 
seasons of the year of Delta P (difference between the PV 
generated and required load power), the power supplied to the 
EZ, the power evolution of the supply battery and the energy 
generated by the fuel cells. To better visualize the evolution of 
the HS power during the four seasons presented in Fig. 8, a 
zoom has been presented in Fig. 9. It can be seen that the 
battery plays the role as an energy damper during peak 
production and it allowed to reduce the peaks currents 
supposed to be sent to EZ, on the other hand, this battery plays 
the role as an energy compensator during high demands, and 
allows the major power for the charge to be shared with 
PEMFC. 
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Figure 6.  Unit life of the PEMFC and EZ. 

( ) ( )

t T

i i

t

E t P t dt



  
 

(17) 

 
.

( 1)

( . ) ( ) ( 1)

n T

i i i

n T

E n T P t dt P n T T



 

     
 

(21) 

 

(18) 

ΔE 
NB NM NS Z PS PM PB 

ΔEBat L_H2 

  N 

L Z Z Z 

Z 

Z PM PB 

M NB NB NB Z Z PB 

H NB NB NB Z 

Z 

L Z Z Z PM PM PB 

M NB NB NM Z PM PB 

H NB NB NM Z 

P 

L 

Z 

PM PB PB 

M PM PB PB 

H Z 

477



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 

0 500 1000 1600 2160
0

50

100

Time (Hour)

L
e
v
e
l H

2
 (

%
)

 

 
a) Winter

 

2160 2600 3100 3700 4392
0

50

100

Time (Hour)

L
e
v
e
l H

2
 (

%
)

 

 
b) Spring

 

4368 4800 5300 5900 6600
20

40

60

80

100

Time (Hour)

L
e
v
e
l (

%
)

 

 
c) Summer

 

6552 7100 7700 8300 8760
0

50

100

Time (Hour)

L
e
v
e
l H

2
 (

%
)

d) Autumn

 

Figure 7.  Storage level of hydrogen tanks. 

V. CONCLUSION 

An energy management method for a hybrid renewable 
energy system including a hydrogen subsystem as energy 
storage was simulated under the Matlab-Simulink 
environment. The objective was to test in real time the 
management method with a fuzzy controller based on the 
maximum current/voltage value of the PEM and the 
electrolyser. The simulation results show a significant 
improvement in the current/voltage peaks of the PEM and EZ 
compared to conventional management. The fuzzy logic 
management method takes into account the variation in the 
energy produced, the variation in the energy stored in the 
battery and the level of the hydrogen. 
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Figure 8.  Powers evolution during the four seasons (Delta P, EZ, FC and 

battery). 

In addition, the use of a battery as an energy buffer makes 
fuzzy logic management more important in controlling the 
PEM and EZ currents, thus avoiding operation at maximum 
power at times of consumption or production peaks. The 
robustness and reliability of this proposed method has been 
evaluated and simulated under Matlab-Simulink. 

This method allowed us to evaluate the different conditions 
of intermittency of renewable energy sources that the hydrogen 
hybrid system and its control system have to face. Finally, the 
proposed method allowed us to manage the instantaneous 
energy according to the energy produced, the consumption and 
the life span of the most expensive elements, thus extending 
the life span of the overall system. 
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Figure 9.   Zooms of powers evolution of the HS during the two days, for the 

four seasons. 
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Abstract—This work presents Finite Control Set Model 

Predictive Control (FCS-MPC) applied in the primary microgrid 

control layer based on resistive droop control technique. Due to 

its appropriateness with the microgrid line impedances, 

furthermore, predictive control replaces the voltage and current 

loops in linear controls. Which gives the system fast responses, 

stabilizes voltage and frequency, as well as guarantees good 

power sharing among parallel inverters. The simulation results 

demonstrate the strongest capability of the proposed control to 

keep the voltage and frequency deviations within acceptable 

limits, all with accurate power sharing and high voltage quality. 

Keywords: Isolated Microgrid, Resistive Droop Control, Finite 

Control Set Model predictive, Power sharing. 

I. INTRODUCTION  

The microgrid system serves as a link connecting various 
forms of distributed energy resources (DERs), including but 
not limited to fuel cells, micro turbines, photovoltaics (PV), 
and wind turbines, with the primary grid. The microgrid can be 
described as a versatile electrical network composed of diverse 
DERs, power electronic converters, energy storage systems, 
and various load types. These components operate cohesively 
alongside an energy management system, control mechanisms, 
and protective measures.Microgrids (MG) provide a myriad of 
benefits, including reduced carbon emissions, effective 
solutions for addressing power quality concerns, enhanced grid 
reliability, improved market strategies, optimized energy 
scheduling, and more efficient power delivery to rural 
communities[1]. 

The microgrid (MG) is typically linked to the primary grid 
through a point of common coupling (PCC). It functions in 
either grid-connected mode, where the frequency and voltage 
levels are dictated by the primary grid, or in islanded mode. 
Islanded mode can occur intentionally or unintentionally due to 
network faults. In islanded mode, precise control of frequency 
and voltage becomes crucial to ensure the system operates 
effectively[2].All with a guarantee of accurate power 
sharingamong the parallel-connected inverters that interface 
with the distributed generators (DGs). 

Islanded microgrids are particularly susceptible to 
disturbances, leading to increased challenges in controlling the 
MG. To address these challenges, a hierarchical control 

structure has been introduced, consisting of three control 
levels: primary, secondary, and tertiary control. The primary 
control focuses on power sharing, voltage and frequency 
regulation within the MG[3].Parallel connections in isolated 
microgrids enhance reliability by allowing multiple power 
sources to work together. This configuration improves power 
sharing, increases overall system capacity, and ensures a stable 
and resilient energy supply[4].Various control structures are 
implemented to operate parallel-connected inverters, which can 
be categorized as centralized, such as master-slave control, and 
decentralized, like droop control techniques. The latter is 
widely used in the scientific community due to its ability to 
operate without the need for communication among the 
parallel-connected inverters 

A droop control strategy is implemented by adjusting the 
output frequency and voltage of inverters in response to the 
active and reactive power they deliver. This adjustment is 
based solely on local measurements, which enhances its 
reliability, flexibility, and eliminates issues related to the 
physical location of units[5].In contrast to the conventional 
droop approach, the resistive droop method (P-E/Q-F) adjusts 
the voltage based on active power and the frequency based on 
reactive power, aligning with the resistive characteristics 
commonly found in microgrid line distributions 
[6].Nonetheless, the droop approach does suffer from several 
drawbacks that limit its application, including slow transient 
response, deviations in voltage and frequency, and dependence 
on the output inverter's impedance. 

The finite control set model predictive control (FCS-MPC) 
is a promising option for primary microgrid control. It offers 
improved dynamic response, a discrete nature similar to 
electronic device converters, and straightforward 
implementation[7]. This makes it highly effective in enhancing 
transient response and ensuring the stability of both voltage 
and frequency.It employs a filter in conjunction with a discrete-
time converter model to predict the system's output behavior 
for all possible input combinations through predefined cost 
function [8]. 

The rest of the paper is organized as follows:Section 2: 
Description of the microgrid system in isolated mode under 
study, along with the resistive droop approach. Section 3: 
Provide the FCS-MPC model predictive concept with a 
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comprehensive mathematical model of VSI converter and LC 
output filter.Section 4:The simulation result and discussion. 
The conclusion of paper in Section 5.    

II. THE ISOLAND MICROGID SYSTEM AND RESISTIVE 

DROOP APPROACH 

A.  The Island Microgrid  

Figure 1 presents two distributed generators (DGs) 
connected in parallel to the point of common coupling (PCC). 
For feeding a common load .Each DG is interfaced with a 
voltage source converter (VSI) consisting of a two-level, three-
phase inverter. The output of each VSI is connected to an LC 
filter designed to eliminate high-frequency components.The Z-
line impedances are assumed to be similar and exhibit resistive 
behavior. 

 
 

Figure 1.  The island microgrid under study. 

 

B. The Resistive Droop Approach 

The droop control method is widely embraced within 
power systems and serves as a vital element in the primary 
control systems of microgrids. It plays a significant role in 
ensuring the efficient and stable operation of inverters 
operating in parallel. This is achieved by maintaining voltage 
and frequency deviations within acceptable limits while also 
guaranteeing precise power distribution among the parallel-
connected distributed generators (DGs).The resistive droop 
control method, denoted as (P-E/Q-F), represents one among 
various types of droop control strategies. This approach takes 
into account the predominantly resistive characteristics of the 
impedance lines within the system. It determines the flow of 
power based on these considerations. 

𝑄 =
−𝐸𝑉0

𝑅
sin 𝛿 ≈

−𝐸𝑉0

𝑅
𝛿 

(1) 

 

𝑃 = (
𝐸𝑉0

𝑅
cos 𝛿 −

𝑉0
2

𝑅
) ≈

𝑉0

𝑅
(𝐸 − 𝑉0) (2) 

where, E represents the output voltage of the inverter, while 
𝑉0denotes the voltage at the Point of Common Coupling 
(PCC). R signifies the output resistance of the inverter, and δ 
represents the phase voltage difference between E and 𝑉0,ofen 
called the power angle. From equations (1) and (2), it clear  
that active power is primarily influenced by the inverter 
voltage amplitude E, while the power angle δ regulates reactive 
power. Hence, the voltage reference for the inverter can be 
expressed in the following manner. 

𝐹 = 𝐹𝑛
∗ + 𝑚𝑝(𝑄 − 𝑄∗) (3) 

𝐸 = 𝐸𝑛
∗ − 𝑛𝑞(𝑃 − 𝑃∗) (4) 

 

where,𝑃∗and 𝑄∗denote the nominalactive and reactive power 
reference. 𝐹 and 𝐸signify the nominal frequency and the output 
voltage amplitude, respectively. While P and Q represent the 
actual real and reactive power output power.𝐸𝑛

∗  and 𝐹𝑛
∗ are the 

magnitude and frequency references.𝑚𝑝 and 𝑛𝑞 denote the 

proportional drooping frequency and voltage ,respectively. 
These parameters are subsequently designed as functions of the 
nominal power rating of the inverter. 

III. FINITE CONTROL SET MODEL PREDICTIVE 

The Model Predictive FCS-MPC approach is based on the 
minimization of a designed cost function, aiming to provide an 
optimal output. This approach involves anticipating future 
values within a predefined time horizon by utilizing the 
mathematical model of the system[9]. 

 
 

Figure 2.The  FCS-MPC  model predictive structure. 

 

The model predictive use the feedback measurement x(k) 
and  the model of system to predict the future value x(k+1) and 
through the cost function .where x* is the reference value. 

J  =(  x*  - x(k+1))2  (5) 
 

A. Predictive Voltage Control 

      The control performed in αβ frame, and  the x* is the 
voltage reference  generated by the resistive droop, while x(k) 
is the voltage measured across the filter capacitor(VC) Fig .1. 
Also the switching signals resulting from the cost function, 
determine the output Voltage of the Voltage Source Inverter 
(VSI), which provided as follows: 

𝑉𝑖 =
2

3
𝑉𝑑𝑐𝑒𝑖(𝑗−1)

𝜋

3  ,         𝑗 = 0; … … ; 7 (6) 

 

Where 𝑉𝑖 is output voltage vector of the VSI inverter, with 
Two of them having zero voltage. 

The mathematical model of the isolated microgrid system 
under investigation can be developed using the following 
equations: 

𝐶
𝑑𝑉𝑐

𝑑𝑡
=  𝐼𝑓 − 𝐼0    (7) 

 

𝑉𝑖 = 𝑉𝑐 + 𝑉𝑓 + 𝑅𝑓𝐼𝑓 (8) 
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Where,𝐼𝑓 and 𝑉𝑓 denote the current and the voltage inductor, 

respectively.𝐼0 represent the load current .while𝑉𝑐 and 𝑉𝑖 
signify the capacitor voltage and the output voltage inverter 
terminal. According to that the system state space model 
represented as: 

𝑑𝑥

𝑑𝑡
= 𝐴𝑥 + 𝐵1𝑉𝑖 + 𝐵2𝐼0 (9) 

 

𝑥 = [
𝐼𝑓

𝑉𝑐
]  , 𝐴 = [

−𝑅𝑓

𝐿𝑓

−1

𝐿𝑓

1

𝐶𝑓
0

] , 𝐵1 = [

1

𝐿𝑓

0
] 𝐵2 = [

0
−1

𝐶 𝑓

] (10) 

The system model in discrete time expressed as: 

 

X(𝐾 + 1) = 𝐴𝑑X(𝐾) + 𝐵1𝑑𝑉𝑖(𝑘) + 𝐵2𝑑𝐼0(𝐾) (11) 
 

Where 

𝐴𝑑 = 𝑒𝐴 𝑇𝑠 ,  𝐵2𝑑 = ∫ 𝑒𝐴𝜏
𝑇𝑠

0

𝐵1𝑑𝜏, 𝐵2𝑑 = ∫ 𝑒𝐴𝜏
𝑇𝑠

0

𝐵2𝑑𝜏 

By approximating the exponential term and manipulating the 
previous equations, we can express the predicted capacitor 
voltage as follows: 

𝑉𝑐(𝑘 + 1) = 𝑉𝑐(𝑘) +
𝑇𝑠

𝐶𝑓

(𝐼𝑓(𝐾) − 𝐼0(𝐾)) (12) 

 

And the cost function in αβ frame expressed as: 

𝑗 = (𝑉𝑐𝛼𝛽
∗ − 𝑉𝑐𝛼𝛽(𝑘 + 1))

2

 (13) 

 

Where 𝑉𝑐𝛼𝛽
∗   and 𝑉𝑐𝛼𝛽(𝑘 + 1) are the resistive droop voltage 

reference  and the anticipated future capacitor voltage, 
respectively .the result of cost function determine the voltage  
inverter vector that must applied on the output inverter. 

IV. SIMULATION RESULT 

To evaluate the proposed control approach, the islanded 
microgrid, as described in section two, was simulated using 
MATLAB Simulink software. Multiple scenarios were 
executed to showcase the control scheme's stability, robustness, 
and effectiveness in both transient and steady-state conditions 
across linear load conditions.Also the load step change test to 
validate the resistive droop control capability. the simulations 
parameters of system depicted in TABLE I . 

TABLE I.  SIMULATION PARAMETERS 

 
Simulation parameters 

Power stage value unit 

 Nominal RMS voltage  220 (V) 

 Nominal frequency  50 f(Hz) 

 DC voltage  700 (V) 

 
Simulation parameters 

Power stage value unit 

 Filter inverter side  2.10-3  ,  0.5 Lf(H),R(Ω) 

 Filter capacitor       60 C (f) 

 Load1equal Load 2  10 , 6 
P(kw), 

Q(kvar) 

 Line impedance VSI1    R , L 0.2   , 0.1e-3 (Ω),  (H) 

 Line impedance VSI2R , L 0.2  ,  0.1e-3 (Ω),  (H) 

 Droop coeffetion mp   ,nq 3.10-4 ,-5.10-4  

 Sampling time  25. 10-6 (s) 

 

 

Figure 3.  DG1,DG2  voltage and current. 

 

Figure 4.  load voltage and current. 

 

Figure 5.Total Voltage Harmonic Distortion (THD) . 

      To assess the performance of the isolated microgrid, the 
simulation was divided into three phases. In the first phase, at 
time zero (0) seconds, a 10 kW and 6 kVAR RL load was 
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connected to the microgrid system. The voltage at the output of 
each inverter and on the load side, as shown in Figure 3 and 
Figure 4, remained stable, maintaining a fixed value of 311V. 
These voltage waveforms also exhibited sinusoidal 
characteristics with a Total Harmonic Distortion (THD) of 
0.13%, as depicted in Figure 5. Additionally, it is worth noting 
that the total load current was equally distributed between the 
two inverters. 

At 0.2 seconds, the load was doubled by connecting the 
second RL load, and it was disconnected at 0.4 seconds. 
Consequently, the current doubled in both DGs and on the load 
side while maintaining the voltage and frequency at their 
nominal values. This demonstration highlights the exceptional 
performance of the FCS-MPC (Model Predictive Control) 
model in stabilizing the voltage at the Point of Common 
Coupling (PCC). 

 
                                                                (a) 

 
                                                                (b) 

 
                                                                (c) 
Figure 6.The output DGs and the load active and reactive power. 
 

 

Figure 7.DG 1,DG2 frequency deviation. 

 

Figure 6(a) illustrates the active power in both DG1 and  
DG2, showcasing precise power sharing between them. 
Additionally, Figure 6(b) displays the reactive power, further 
demonstrating the balanced operation of the system. In Figure 
6(c), the active and reactive load throughout the simulation 
phases are depicted, with the load power equalling the sum of 
the two DG powers. These results collectively underscore the 
effectiveness and robust capabilities of the resistive droop 

control method under varying load conditions. Also figure 7. 
Shown the small frequency deviation under load step change 
which proven the resistive droop concept. 

I. CONCLUSION 

In this study, our investigation focuses on the utilization of 
the FCS-MPC (Model Predictive Control) approach within the 
primary islanded microgrid layer as a voltage controller.The 
primary objectives are to enhance the transient response of the 
system and ensure the stability of voltage and frequency while 
maintaining precise power sharing among the distributed 
generators (DGs). This control strategy is based on the 
adoption of resistive droop control, which serves as a 
fundamental component in achieving these goals. 

The simulation results clearly showcase the exceptional 
performance of the proposed control strategy in terms of 
system stability, robustness, as well as the quality of power. 
Moreover, the results present the excellent compatibility of the 
resistive droop control with microgrid systems. 
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Abstract— The work carried out concerns a thermal and 

experimental study of conversion of solar energy into thermal 

energy using a parabolic concentrator. The orientation of the 

concentrator to solar radiation is ensured by an automatic 

tracking system. The prototype used to perform the tests 

essentially comprises: A solar reflector which is a parabola 

reflecting solar radiation and an absorber consists of a copper 

coil tube that will be the focus at which the rays will focus of the 

sun. The results obtained are important, we reached a 

temperature exceeding 380°C on the surface of the absorber. 

Keywords: solar radiation, parabolic concentrator, 

receiver, absorber, reflector, heat transfer fluid. 

I. INTRODUCTION 

Currently, several countries in the world are 

experiencing an unprecedented crisis in meeting their needs 

for energy products, such as oil or natural gas, because of the 

war in Ukraine. The major concern of these countries is the 

production of electricity and heating. Many countries around 

the world have begun to invest in renewable energies in order 

to minimize dependence on fossil fuels, in particular wind 

turbines, thermal concentrators and photovoltaics commonly 

called solar energy. However, investment in the latter mainly 

depends on the rate of sunshine during the year, as Algeria is 

one of the sunniest countries in the world which led us to 

become interested in this area [1, 2]. Generally, the studies 

already carried out mainly concern the capture of solar rays 

and their transformation into electrical energy. However, there 

are research studies which aimed to create a concentrator of 

solar rays whose thermal energy produced will be used for 

purposes other than the production of electricity. This work is 

dedicated to the creation of the parabolic solar concentrator 

with absorber equipped with automatic tracking, it concerns 

several disciplines namely thermal transfer, mechanics, 

electronics, and artificial intelligence.  

II. MECHANICAL MANUFACTURE 

II.1 The reflector  

We took a parabolic plate, on which we glued, with thermal  

glue, mirrors which we cut into small squares so that they fit 

the rounded shape of the interior surface of the parabola. 

These mirrors have their shiny sides facing the sun. We chose 

mirrors because their reflection rate is 99.9%.  

Table 1  

Physical characteristics of the reflector 

big diameter d = 0.9 m 

little diameter h = 0.08m 

The opening angle  Ψp = 38.95° 

Focal distance f = 0.6328 m 

Opening surface  Aa= 0.6361 m 2 

Mirrorless mass  m = 4.3kg 

 
II.1.1Concentrator  
This parameter indicates the quantity of energy concentrated at 
the collector. There are two types of solar concentration: 
geometric concentration (surface) and optical concentration 
(flux).  
 

II.1.1.1 Geometric concentration 

 Defined by the ratio of the surface of the opening of the 
collector (Aa) and that of the receiver Ar: The higher the 
geometric concentration, the more the temperature increases. 

 

II.1.1.2  Optical concentration 

It’s the ratio between the energy on the surface of the absorber 

and energy of the opening of the parabolic [3]: 

                                          (II.20) 

Ir : The energy received on the opening of recepter.  

Io : The energy received on the opening of paraboloid. 

The concentration of parabolic concentrator is given by [3] : 

                                    (II.21) 

La concentration maximale Cmax = 46250 pour ѱ = 90° 

 
 

(1) 

(2) 

(3) 
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II.1.2 The energy received when a paraboloid opens 

 This energy being the quantity of light reflected by the entire 

surface of the parabola, we must consider a differential region 

integrable over the entire surface of the parabola. 

The differential surface is [4]:          dAs= I.ds  

ds : longueur différentielle d’arc de la parabole. 

I : longueur d’une bande différentielle sur la surface d’une 

cuvette parabolique. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Reflection of a parallel ray 

 

The angle dѱ is small, we set sindѱ = dѱ the equation 

becomes:  

 

 

All the reflected radiant flux (dIa) of this differential sector at 

the focal point is [4]: 

 
Replacing p by its value, we find: 

 

 

The energy received when a paraboloid opens is [6]: 

 

II.1.3 Solar power absorbed by the opening of the receiver 

Arriving at the opening, this power is reduced due to losses. It 

is given by the following formula [4]: 

Ԛa = Ib . Aa . α . ρ .τ         

Where 

ƞop = Aa . α . ρ . τ             

The equation (11) becomes : 

Qa= ƞop.Ib                                                    

 

ƞop: Optical efficiency of the concentrator. 

 Ib: Energy received when the concentrator opens.  

τ: Receiver transmission coefficient.  

α: Receptor absorption coefficient. 

ρ: Reflection coefficient of the parabola. 

 

II.3 Absorber 

 The absorber must have good thermal conductivity and a 

good melting or degradation point, which is why we chose 

copper as the material for the absorbing device (thermal 

conductivity 386 W/m.K, melting point 1083 °C) [5]. The 

absorber is made up of a copper coil which is placed in a 

chimney pipe tube, insulated with glass wool to ensure good 

insulation, we then added pieces of aluminum foil between the 

absorber and the interior wall of the tube to take advantage of 

the cumulative temperature. The copper coil is 6mm in 

diameter and 1m in length, we modeled it to have a coil of 

60mm in diameter and 15cm in length, the latter and put in a 

chimney pipe of 80mm in diameter and 20cm long, everything 

is put in another tube of the same material but 110mm in 

diameter and 20cm. The geometric concentration of this 

model is:  

 
 

 

 

 

 

 

 

 

 

      

 

 

Fig. 2 a) drawing of the absorber, b) real image of the absorber 

Table 2 Physical characteristics of the absorber 

Absorber characteristics 

Coil diameter d2 = 0.06 m 

Coil length l2 = 0.15 m 

Capture surface Ar = 0.002827 m2 

Mass of empty absorber Ma = 0.5 Kg 

 

II.1.4 Pursuit mechanism 

 The vertical rotation system is provided by an electric motor 

equipped with a drive chain. We added a support to provide 

better stability and resistance against swaying caused by the 

wind. 

 

 
 

(a) 
 

(b) 

(5) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(4) 

(6) 

(7) 

 

Parallel solar ray 

Parabolic surface 

Parabolic axis 

Normall on the 

parabolic axis 
(Focus) 
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Fig. 3 Real image of the system 

 

concentrator The modeling of the elements of the system was 

carried out using the SolidWorks mechanical design and 

manufacturing software, the assembly of these elements is 

done while respecting the given constraints in order to obtain 

the desired mechanism. 

 
Fig. 4 Modeling of the prototype produced BAY 

SOLIDWORKS 

 

III. POWER CORRESPONDING TO THERMAL LOSSES 

 Once the solar energy arrives at the opening surface of the 

receiver, its temperature is above the ambient temperature, this 

variation causes heat losses, defined by convection, by 

radiation and by conduction. The power corresponding to the 

thermal losses is given by the following expression [7]: 

Qp = Qp .cv + Qp.r+ Qp.cd 

Qp: Power corresponding to thermal losses.  

Qp.cv: Losses by convection.  

Qp.r: Radiation losses.  

Qp.cd: Conduction losses.  

 

III.1 Losses by convection 

 It is the loss of heat to the surrounding air when the air comes 

into contact with the surface of the body. The speed of heat 

reduction by contact with cold air is further linked to the speed 

of the air and its direction on the site. These losses are 

proportional to the surface of the receiver and to the difference 

between the surface temperature of the absorber and the 

ambient air [31]. 

Qpcv = hcv . Aγ .(Tr – Ta) 

 

Aγ: Receiver opening surface  

Tr : Receiver temperature  

Ta : Ambient temperature  

hcv: Convection transfer coefficient  

The convection transfer coefficient is given by [8]. 

 

 

 
 

 
V: Wind speed. 

 λ: Thermal conductivity of air. 

 v: Air viscosity.  

d2: Diameter of the receiver. 

 

III.2 Radiation losses 

 These losses depend on the shape of the receiver but more 

particularly on the temperature of the receiver. They are 

proportional to the emissivity of the absorber [7]. 

 
ε: Emissivity factor of the absorber.  

σ: Stefan –Boltzmann constant (5.670 × 10-8 W/m2.K4)  

Tsk: Sky temperature.  

Usually we take the sky radiation temperature 6°C lower than 

the ambient temperature [1]. Tsk = Ta – 6 

 

III.3 Conduction losses 

 These losses are linked to the nature of the equipment used, 

generally small compared to losses by convection or radiation, 

they can be associated with losses by convection in most 

cases. 

 

IV. AUTOMATIC TRACKING SYSTEM 

 Our prototype is designed to have tracking on both axes, 

vertical and horizontal, we have dimensioned and machined 

parts and mechanisms which ensure these movements. 

Automation is ensured thanks to motors actuated by contactors 

(Arduino relay module) which are controlled by an Arduino 

card which receives and converts the signals from the light 

sensors which we have fixed on the reflector. Figure III.5 is a 

synoptic diagram which generalizes the implementation of our 

work. Photoresistors give an analog value which will be input 

to the Arduino card, then the latter makes a comparison using 

the uploaded program. The Arduino card controls the opening 

and closing of the Arduino relay modules, which allows the 

two motors to be activated to have an ideal orientation in the 

sun. 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

486



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Synoptic diagram of solar tracking 

 

IV.1 Arduino 

 relay module A relay module is a controllable switch which 

makes it possible to make a connection between the control 

part and the power part. It allows you to close or open a 

contactor on a power circuit based on a signal between 0 and 

5V. The relay consists of an electromagnet and a mechanical 

contactor. When the current is high enough on the input 

terminal, the solenoid magnetizes which forces the contactor 

to close the power circuit. As there is no mechanical 

connection between the control circuit and the power circuit 

(magnetic actuation), there is galvanic isolation between the 

two circuits; which helps protect the control circuit. 

 

IV.2 Programming software 

 The Arduino module programming software is a free, multi-

platform Java application serving as a code editor and 

compiler, which can transfer the FIRMWAE and the program 

through a serial link (RS-232, Bluetooth or USB depending on 

the module) [8]. The programming language used is C++, 

compiled with avr-g++ 3, and linked to the Arduino 

development library, allowing the use of the card and its 

inputs/outputs. The implementation of this standard language 

facilitates the development of programs on Arduino platforms, 

for anyone who masters C or C++. 

 
Fig. 6 Arduino relay module 

 

 

V. TESTING AND INTERPRETATION OF RESULTS 

 V.1 Conduct of the experiment  

By using thermocouples and measuring temperatures with a 

digital millimeter, we recorded five different temperatures at 

the same time, namely, the ambient temperature, the 

temperature inside and at the opening surface of the absorber. 

The temperature of the fluid at the inlet and outlet of the 

absorber We used water as a heat transfer fluid to carry out the 

tests, these took place in two different locations and each 

under these conditions. 

V.2 First test  

This will take place on 08/22/2022 in El kseur, Algeria, from 

10:45 until 11:45. Measurements are taken every 5 minutes 

with a flow rate of 0.0016 l/s. The sky was rather clear and the 

wind was strong. 

 • The geographical coordinates of El kseur 

 - Latitude: 36°40′45″ North 

 - Longitude: 4°51′19″ East 

 - Altitude relative to sea level: 84 m 

V.2.1 Results of first test 

Table 3 Measurement results from 22/08/2022 

Ti Tab Ts Te Ta Hour 

55 76 39 28 32 10 :49 

71 80 40 26 35 10 :54 

79 85 42 26 35 10 :59 

83 110 47 28 36 11 :04 

86 114 48 31 37 11 :09 

88 114 50 32 37 11 :14 

87 125 54 31 37 11 :19 

87 120 50 31 38 11 :24 

84 116 51 33 38 11 :29 

81 109 53 33 38 11 :34 

82 125 53 34 39 11 :39 

80 104 52 34 40 11 :44 

82 112 50 34 40 11 :49 

81 103 51 34 40 11 :54 

 

 

V.2.2 Comments 

 Figure 7 shows the evolution of the different temperatures as 

a function of time; we note that the variation of the ambient 

temperature and that of the water entry is almost constant. 

After 30 seconds of exposure to solar rays, the temperature at 

the opening surface of the absorber reaches 76°C, inside 55°C, 

when the water outlet temperature reaches 39°C . After 30 

minutes, these temperatures reach their maximum values, i.e. 

125°C at the opening surface, 88°C inside the absorber and 

54°C for the water at the outlet. Then they suffered 

LDR light sensor 

Ardwino Mega Broad 

Ardwino relay module 

Horizontal Motor Vertical Motor  

Horizontal 

Orientation  
Vertical 

Orientation 
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disturbances, more precisely the temperature at the opening 

surface.  

 
 

Fig. 7 Graph of temperature evolution as a function of time on 

22/08/2022 

 

V.2.3 Interpretation 

 We noticed that the temperatures recorded were disturbed 

after 30 minutes of the experiment, this is due to the strong 

wind present this day despite the sunshine. The unfavorable 

conditions and the results obtained were not satisfactory, 

which led us to do another test. 

 

V.3 Second test  

This test was carried out on 09/08/2022 at the University of 

Bejaia from 12:00 p.m. and 2:05 p.m. Measurements are taken 

every 10 min with a flow rate of 0.0022 l/s. The sky was 

partly overcast and the wind was moderate.  

•The geographical coordinates of the city of Bejaia [9]:  

− Latitude: 39°54′26″ North  

− Longitude: 116°23′50″ East  

− Altitude relative to sea level: 49 m 

 

V.3.1 Results second test  

         Table 4 Measurement results from 08/09/2022 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 8 Graph of temperature evolution as a function of time on 

08/09/2022 

V.3.2 Comments 

 The ambient temperature and the water inlet temperature 

follow a close to linear pace. For 30 seconds of exposure to 

solar rays, the temperature at the opening surface reaches 

102°C, 43°C inside the absorber and 38°C at the water outlet. 

The best temperatures obtained are as follows: − 127°C at the 

opening surface. − 99°C inside the absorber. − 68°C at the 

water outlet. 

V.3.3 Interpretation 

 This last test brought us better results despite the partially 

overcast sky. This leads us to say that this system is more 

sensitive to wind than to diffuse radiation. 

V.4 Temperature at the surface and inlet of the absorber 

without water flow 

 The temperature at the opening surface reached 382°C which 

is higher than that measured at the front which reached 333°C. 

The temperature inside the absorber reached 241°C. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9 Temperature on the surface and inside the absorber 

VI. CONCLUSION 

This project is entitled study and improvement of a parabolic 

concentrator with absorber, equipped with an automatic 

tracking system. The goal was to implement an automatic 

tracking system and to create an absorber which will improve 

the efficiency of the system. The major objectives were the 

Ti Tab Ts Te Ta Hour 

43 102 38 32 30 12:05 

70 100 38 26 32 12:15 

80 124 47 32 33 12:25 

84 116 50 29 30 12:35 

85 113 50 30 31 12:45 

83 110 52 32 31 12:55 

86 113 56 36 32 13:05 

85 126 62 34 33 13:15 

86 116 63 34 33 13:25 

99 121 68 34 34 13:35 

84 105 57 36 34 13:45 

81 127 62 36 34 13:55 

87 122 61 36 35 14:05 

  

488



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 
replacement of the actuator with an electric motor, the creation 

of a new, more efficient absorber and the writing of a new 

program which offers better stability and monitoring of solar 

radiation. This project is multidisciplinary, it combines 

electronics, automation, thermal transfer, mechanical 

construction and artificial intelligence. The results obtained 

were quite satisfactory, since the automatic tracking is more 

stable and more precise, and the temperature values obtained 

are excellent. In fact the temperatures of the absorber are close 

to 400°C, with this temperature 04 times more the boiling 

temperature of water at 01 atmosphere is very high, could be 

used for other purposes, it is a source significant energy. Thus 

the outlet temperatures of the heat transfer fluid are improved. 

It has been shown, following experiments carried out in 

different conditions and with different parameters, that these 

systems depend on several factors, the most important of 

which are the variation in solar illumination, the geometry of 

the reflector, and the material used. 
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Abstract— In this research paper, we introduce a nonlinear 
control technique for the Doubly Fed Induction Generator (DFIG) 
used in wind power systems, namely the Input-Output Linearizing 
and Decoupling Control (I/OLDC). This method aims to decouple 
the active and reactive powers of the DFIG. To demonstrate the 
effectiveness of the proposed techniques, simulation results are 
showcased within the MATLAB Simulink environment. 

Keyword— Wind turbine, DFIG, I/OLDC, robustness. 

I. INTRODUCTION  

Among various forms of renewable energy, wind power is 
regarded as one of the most auspicious and promising sources of 
sustainable energy globally. Over the past few years, the number 
of wind power plants installed worldwide has surged by over 
30% [1, 2]. 

At present, the Double Fed Induction Generator (DFIG) is 
recognized as a top-tier, advanced technological and cost-
effective option for harnessing wind energy across the majority 
of global wind farms [3]. Additionally, it enables the direct 
linkage of the stator to the grid and the management of power 
transmission by manipulating rotor currents through an 
inverter/rectifier linked to the rotor [3-4], This configuration is 
illustrated in figure 1.  

Recently, various nonlinear control methods employing the 
Double Fed Induction Generator (DFIG) have been introduced 
in literature, including approaches like the sliding mode control 
(SMC) technique [5-6]. Nevertheless, a primary concern 
associated with this control strategy is the occurrence of 
chattering phenomenon. To resolve this problem, we introduce 
a more robust control technique, specifically input-output 

linearizing and decoupling control (I/OLDC), since these types 
of methods have become pivotal in tackling global renewable 
energy challenges [4-1].  

 
Figure 1. Bloc diagram of WECS based on DFIG. 

II. MODEL OF TURBINE 

        We can provide a model for wind turbines as 
illustrated in figure 2, and the design of these turbines 
varies based on the specific model and manufacturer. 

 
Figure 2. Mechanical model of a wind energy conversion system 

The input power of the wind turbine usually is: 

𝑃 = [𝜌. 𝜋. 𝑅 . 𝑣 ]   

490



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 
 

2 
 

With: 𝜌 = 1.225 kg. 𝑚  : air density, R: radius of turbine, 
V: wind speed (m/s). 

The wind turbine's mechanical power output is: 

𝑃 = 𝐶 . 𝑃 = . 𝐶 (𝜆; 𝛽). 𝜌. 𝜋. 𝑅 . 𝑣         (2) 

𝜆 =
Ω . 𝑅

𝑉


𝑇 = =
( ; ). . . .

⋅
 

Where: 𝐶  represents power coefficient; λ: relative speed; : 
pitch angle (deg);  Ω : turbine speed (rad/s); 

𝐶  Can be described as: 

∁ (λ, β) = 0.5176 − 0.4 β − 5 e + 0.0068 λ

Where:       λ =
.

−
.  

The maximum value of 𝐶  (𝐶 max= 0.5483) is attained when the 
blade pitch angle (β) is set to 0° and the tip speed ratio (λopt) is 
set to 6.4, as demonstrated in figure 3. 

 
Figure 3. Power coefficient variation Cp against tip speed ratio λ. 

Notably, this point corresponds to the maximum power point 
tracking (MPPT) condition, as reported in reference [7]. 

III. THE DFIG MODEL 

The DFIG's electrical equations are written as follows [9]. 

𝑉 =  𝑅  𝐼 +
 ∅

−  𝜔  ∅   

𝑉 =  𝑅  𝐼 +
𝑑 ∅

𝑑𝑡
−  𝜔  ∅ 

𝑉 =  𝑅  𝐼 +
 ∅

+  𝜔  ∅   

𝑉 =  𝑅  𝐼 +
𝑑 ∅

𝑑𝑡
+  𝜔  ∅ 

With:  

Stator flux components: 
∅ =  𝐿  𝐼 + 𝐿  𝐼    

                            ∅ =  𝐿  𝐼 + 𝐿  𝐼 

Rotor flux components: 

∅ =  𝐿  𝐼 + 𝐿  𝐼               (8) 

∅ =  𝐿  𝐼 + 𝐿  𝐼                    

DFIG electromagnetic torque: 

𝑇 = 𝑃 ∗ (∅ 𝐼 − ∅ 𝐼 )                              (9) 

Mechanic equation: 

T = T + J
Ω

+ f Ω    (10) 

Stator active and reactive power:  

𝑃 = (3/2)[𝑉  𝐼 + 𝑉  𝐼 ]                       (11) 

𝑄 = (3/2)[𝑉  𝐼 − 𝑉  𝐼 ] 

        The rotor-side converter is controlled in a synchronously 
rotating d-q axis frame, with the d-axis oriented along the stator 
flux vector position. The effect of the stator resistance can be 
neglected, and the stator flux can be held constant as the stator 
is connected to the grid. Consequently [9]: 

∅ = 0,    ∅ = ∅                                  (12) 

∅ = 0 If the resistances of the phases are neglected, we can 
express the stator voltage:  

𝑉 = 0 ;  𝑉 = 𝑉 = 𝜔 ∅                        (13) 

In this case, the torque is given by: 

𝑇 = − 
3

2
 𝑃 

𝐿

𝐿
(∅ ∗ 𝐼 )                        (14) 

       After applying the conditions found in equation (10), we 
obtain the rotor flux and stator current equations as follows. 

∅ = ∅ = 𝐿 ∗ 𝐼 + 𝐿 ∗ 𝐼                     (15) 

∅ = 0 = 𝐿 ∗ 𝐼 + 𝐿 ∗ 𝐼  

𝐼 = − ∗ I                                       

𝐼 = −
L

L
∗ I    

The DFIG's active and reactive powers can be expressed as: 

𝑃 = − . [  𝑉  𝐼 ]      (17) 

 𝑄 =
3

2
.

𝑉

𝐿 ∗ 𝜔
−  

𝐿

𝐿
 𝐼 𝑉  𝐼  

The electromagnetic torque and is given by: 

𝑇 = −
 

 𝑃 ∅  𝐼                                (18) 

IV. INPUT-OUTPUT LINEARIZING CONTROL OF THE DFIG 

Given the system by [1] as shown in figure 6. 
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𝑥 = 𝑓 (𝑥) + 𝑔. 𝑢

𝑦 = ℎ(𝑥)

̇
                                       (19) 

where x is state vector; u and y are respectively the input and 
output; fn, g and h are smooth vector fields and scalar function 
respectively. 
The input-output linearizing control schematic. 

 
Figure 4. A DFIG's simplified model. 

Referring to equation 11, the currents (𝐼 , 𝐼 , 𝐼 , and 𝐼 ) are 
linear dependent respectively. As a result, we opt for the state 
vector of the DFIG as follows: 

𝑥 = [𝑥 𝑥 ] = [𝐼 𝐼 ]                             (20) 

The Input variables are the rotor voltages: 

𝑢 = [𝑢 𝑢 ] = [𝑉 𝑉 ]                              (21) 

The output variables are the active and reactive stator powers: 

𝑥 =
𝑦
𝑦 =

ℎ (𝑥)

ℎ (𝑥)
=

𝑃
𝑄

  (22) 

The derivative of active and reactive power is given by: 

�̇� = ℎ̇ (𝑥) = −
3

2

𝐿

𝐿
𝑉 𝐼̇

�̇� = ℎ̇ (𝑥) = −
3

2

𝐿

𝐿
𝑉 𝐼̇

                          (23) 

By substituting (17) to (9), we find: 

∅ =  𝜎𝐿 𝐼 +
𝐿

𝐿
∅

∅ =   𝜎𝐿 𝐼                 

                               (24) 

Where: 𝜎 = 1 − , is the dispersion coefficient of Blondel. 

By replacing (24) in (8), we find: 

𝑉 = 𝑅 𝐼 + 𝜎𝐿
𝑑

𝑑𝑡
𝐼 − 𝑔𝜔 𝜎𝐿 𝐼                 

𝑉 = 𝑅 𝐼 + 𝜎𝐿
𝑑

𝑑𝑡
𝐼 − 𝑔𝜔 𝜎𝐿 𝐼 +

𝑔𝐿 𝑉

𝐿

       (25) 

From (25), the following equations hold: 

𝑓 (𝑥) = −
𝑅

𝜎𝐿
𝐼 + 𝑔𝜔 𝐼                 

𝑓 (𝑥) = −𝑔𝜔 𝐼 −
𝑅

𝜎𝐿
𝐼 −

𝑔𝐿 𝑉

𝜎𝐿 𝐿

                 (26) 

And  

𝑔 =
𝑔 (𝑥) 0

0 𝑔 (𝑥)
=

⎣
⎢
⎢
⎡

1

𝜎𝐿
0

0
1

𝜎𝐿 ⎦
⎥
⎥
⎤

 

We replace (26) in (23), and then we have: 

�̇� = ℎ̇ (𝑥) = −
3

2

𝐿

𝐿
𝑉 𝑓 +

𝑉

𝜎𝐿

�̇� = ℎ̇ (𝑥) = −
3

2

𝐿

𝐿
𝑉 𝑓 +

𝑉

𝜎𝐿

               (27) 

We can rewrite (27) in the form: 
�̇�
�̇�

= 𝐴(𝑥) + 𝐷(𝑥)
𝑢
𝑢                              (28) 

Since the decoupling matrix D(x) is nonsingular, the control 
law is given as: 

𝑉
𝑉 = 𝐷 (𝑥) −𝐴(𝑥) +

𝑣
𝑣                    (29) 

    The Proportional-Integral (PI) controller achieves the 
tracking of the stator powers. Hence, the new input “v” is given 
by [10, 11]: 

𝑣
𝑣 =

�̇�∗ − 𝑘 𝑒 − 𝑘 𝑒 𝑑𝑡

�̇�∗ − 𝑘 𝑒 − 𝑘 𝑒 𝑑𝑡
                            (30) 

Where e1 is the error between the desired and the measured 
active power, and e2 is that relates to the reactive power: 

𝑒 = 𝑦∗ − 𝑦 = 𝑃∗ − 𝑃
𝑒 = 𝑦∗ − 𝑦 = 𝑄∗ − 𝑄

 

V. SIMULATION RESULTS 

       The outcomes of the simulation results using 
Matlab/Simulink software are illustrated in figures 9 and 10. 
The wind-power generation system's electrical performance 
was examined under changing wind speeds through two 
distinct types of tests: 

 Reference Tracking Test: 
                    a) Scenario 01: Random wind speed 
                    b) Scenario 02: Step wind speed 

 Robustness Test. 
The parameters for the DFIG (1.5MW) and wind turbine 
(1.5MW) employed in this study were provided as follows: 
 

 DFIG Parameter: Pn=1.5MW, P=2, Rs= 0.012Ω, 
Rr=0.021 Ω, Ls= 0.0137 Ω, Lr=0.0136 Ω, Lm=0.0135 
Ω, Vdc=1200 volt 

 Turbine Parameter: Np=3, R=35.25m, G=90, 
fv=0.0024, J=1000Kg.m2 

A. Reference Tracking Test 

In this test, the wind turbine operates under varying wind 
speeds, and the MPPT strategy is employed to generate the 
reference active power. Meanwhile, the reference reactive 
power is set to zero to ensure unity of power factor, to 
confirming the effectiveness of the proposed control method. 
We suggest the following two scenarios. 

      Through the simulation results shown in Figure 5, we 
observe that both the active and reactive powers follow their 
references accurately, despite the changing wind speed (random 
and step). The direct and quadrature components of rotor 
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currents exhibit the same pattern as the reactive and active 
powers respectively. 

1- Step wind speed 

 

a) Wind speed 

 

b) Stator active power 

 

c) Stator reactive power 

 

d) Rotor current Ird, Irq 
Figure 5. Simulation results of the proposed control for DFIG under step wind 

speed 
 
 
 
 
 

 
 
 

2- Random wind speed 

 

a) Wind speed 

 

b) Stator active power 

 

c) Stator reactive power 

 

d) Rotor current Ird, Irq 
Figure 6. Simulation results of the proposed control for DFIG under random 

wind speed 
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B. Robusteness Tracking Test 

In this test, we vary the parameters of the DFIG to ensure the 
effectiveness of the input-output linearization control. To 
conduct this test, we: 

 Enhance the rotor resistance Rr by doubling its nominal 
value (warming-up of rotor windings). 

 Reduce the mutual inductance Lm by half of its nominal 
value (inductance saturation). 

 
a) Stator reactive power (step wind speed) 

 
b) Stator active power (step wind speed) 

 
c) Stator reactive power (random wind speed) 

 
d) Stator active power (random wind speed) 

Figure 7. Simulation results of the robustness test for the proposed DFIG 
control. 

       Through the analysis of the simulation results, it becomes 
evident that the introduced control strategy demonstrates a high 
degree of robustness, even when confronted with significant 
variations in the parameters of the Doubly Fed Induction 
Generator (DFIG). The control unit's ability to maintain 

effective performance in the face of such parameter fluctuations 
underscores its stability and adaptability. This is a significant 
finding, as it validates the control strategy's potential to ensure 
consistent and reliable operation of the DFIG system. 

CONCLUSION 

In this work, a non-linear control strategy has been presented 
that relies on applying input-output linear control to the rotor-
side converter (RSC) of a DFIG, aiming to separate the active 
and reactive powers under changing wind speed conditions. 
Through the simulation results presented above, the proposed 
control strategy demonstrated its effectiveness and robustness 
even in the presence of parameter variations. Furthermore, this 
control algorithm is extremely simple and robust, with the added 
advantage of being easily implementable in real-time. Based on 
previous knowledge and simulation results, some key 
characteristics of input-output control can be mentioned, which 
are: 

 Utilizes input-output linearization to achieve 
decoupling between active and reactive powers 

 Improved control performance and power quality by 
separately regulating active and reactive powers 

 Relatively moderate complexity due to mathematical 
transformations and control design 

 Effectively handles variable wind speeds and changes 
in system parameters 

 Feasible for real-time application with proper hardware 
and control implementation 

 Suitable for DFIG wind turbines in various wind 
conditions. 
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Abstract— In order to integrate more renewable energy into the 

electrical power networks, power plants called decentralized 

generation “DG” have been chosen. In order to get the most out of 

these plants, it is necessary to find their ideal location at first. In 

this paper, the optimization of the DG location and its rate of 

integration in an IEEE 26 bus system is performed, with the aim 

of reducing the total active losses identified as the most critical 

impact and minimizing the deviation of voltages from the 

reference voltage. The optimization of the DG is obtained by 

applying the methods of Newton Raphson (NR) and Fuzzy Logic 

(FL). The modeling and simulation are done in the Matlab 

software.  

Keywords: Decentralized generation, power flow, fuzzy logic 

control, optimization, Newton Raphson. 

I. INTRODUCTION  

The world today is drifting more and more to the integration of 

renewable energies into the power network, and this in the form 

of small power plants called decentralized generators. 

Decentralized production based on wind turbines is         

becoming competitive in terms of production costs and 

reduction of greenhouse gas emissions, however, their 

extension poses a problem in electrical networks by      

considering them disturbing sources in terms of production 

fluctuation which can be significant depending on the 

installation site. On the other hand, offshore systems for 

example have good prospects and are promising in terms of 

energy production capacity comparable to existing centralized 

systems, which is considerable and    regulated. In this work, 

the objective is to seize the opportunity offered by its systems 

to integrate them into the transport network as an alternative 

solution. 

 

For a better installation and operation of these DGs and for the 

proper functioning of power systems, the optimal location and 

integration rate must first be determined in order to obtain the 

maximum benefits. 

 
Optimization problems present several difficulties related to 

the needs of the user, the characteristics of the problem to be 
solved and the computation time. Many works have been done 
on this topic, each with its own method to find the optimal 
location and size of the DG, and each with its own optimization 
method and objective. the importance of DG sources in 
distribution systems and reviewing the published work on 
optimal planning through determination of optimal locations 
and sizes of DG sources by minimizing single objective function 
(SOF) and multi-objective function (MOF) [1], exploitation of 
fuzzy logic to find ODGP  using the power loss index PLI and 
the voltage sensitivity index VLI [2], A review of optimum DG 
placement based on minimization of power losses and voltage 
stability enhancement of distribution system [3], a comparison 
between a novel power losses sensitivity, power stability index 
and  voltage stability index methods for DG location in radial 
network [4] and a proposed optimal DG allocation by 
minimizing active power losses and enhancing voltage stability 
margin considering load variation [5]. All of the above articles 
are either about the optimal location of DG while neglecting the 
integration rate, or the other way around. Their studies have 
focused on distribution networks, whereas in this paper the focus 
is on transmission networks as a proposed solution for more 
regulated energy. 

 

The objective of the DG location and size optimization 
problem is to minimize the total active power losses and to 
improve the voltage profile while satisfying the equalities and 
inequalities constraints. In order to achieve this, the location and 
the rate of integration are combined simultaneously in a fuzzy 
logic model all that after applying the method of Newton 
Raphson for resolving the power flow problem.   
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II. METHODOLOGY 

 
The present work consisted firstly of calculating the power 

flow by applying the New-ton Raphson method to determine the 
voltages and their phase shifts at the    various bus bars, the 
powers generated and those transited and to evaluate the voltage 
drops and the active and reactive power losses through the lines, 
of an electrical   network with a mesh structure of 26 bus power 
network as shown in “Fig. 1” [6]. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 1.  IEEE 26 bus system 

 

A. Application of the Newton Raphson method in power flow 

calculation 

The Newton-Raphson method requires that a system of 
linear equations be formed from the relationships between the 
variations of the active and reactive powers and also those of the 
real and imaginary components of the nodal voltages [7-9].  

One of the most basic ways to formulate the power flow 
problem is to write equations that state that at each node "i" the 
powers generated (PGi, QGi) consumed (PDi, QDi) and 
transited through the branches cancel each other out. 

𝑃𝑖
𝑠 = 𝑃𝐺𝑖 − 𝑃𝐷𝑖

𝑄𝑖
𝑠 = 𝑄𝐺𝑖 − 𝑄𝐷𝑖

    (1) 

 

The variations of the powers are the differences between the 
specific values (Psi) and those calculated (Pci) allowing the 
determination of the elements of the Jacobian "J". 

{
 

 ∆𝑃𝑖 = 𝑃𝑖
𝑠 − 𝑃𝑖

𝑐 = 𝑉𝑖∑ 𝑉𝑗(𝐺𝑖𝑗 cos 𝜃𝑖𝑗 + 𝑗𝐵𝑖𝑗 sin𝜃𝑖𝑗)
𝑛

𝑗=1

∆𝑄𝑖 = 𝑄𝑖
𝑠 −𝑄𝑖

𝑐 = 𝑉𝑖∑ 𝑉𝑗(𝐺𝑖𝑗 sin 𝜃𝑖𝑗−𝑗𝐵𝑖𝑗 cos 𝜃𝑖𝑗)
𝑛

𝑗=1

    (2) 

 

 

    This formulation results in a system of non-linear 

equations, two for each node of the network. The active and 

reactive powers (Pi) and (Qi) are known.  

 

    The real and imaginary components of the voltage (Vi) and 

(θi) are unknown for all nodes except for the reference node 

where the voltage is specified and held constant. This results 

in 2(n-1) equations to solve for the solution of the power flow 

problem.  

 

    The linearization of the active and reactive power equations 

gives the matrix system at iteration "k": 

 

[
 
 
 
 
 
 
 
 
 
 
∆𝑃1
⋮
∆𝑃𝑖
⋮

∆𝑃𝑛−1
⋮

∆𝑄1
⋮
∆𝑄𝑖
⋮

∆𝑄𝑛−1]
 
 
 
 
 
 
 
 
 
 
(𝑘)

=

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝜕𝑃1

𝜕𝑉1
  …  

𝜕𝑃1

𝜕𝑉𝑖
   …  

𝜕𝑃1

𝜕𝑉𝑛−1
  …   

𝜕𝑃1

𝜕𝜃1
  … 

𝜕𝑃1

𝜕𝜃𝑖
  … 

𝜕𝑃1

𝜕𝜃𝑛−1
⋱ 

𝜕𝑃𝑖

𝜕𝑉1
  …   

𝜕𝑃𝑖

𝜕𝑉𝑖
  …   

𝜕𝑃𝑖

𝜕𝑉𝑛−1
  …  

𝜕𝑃𝑖

𝜕𝜃1
 …  

𝜕𝑃𝑖

𝜕𝜃𝑖
  …  

𝜕𝑃𝑖

𝜕𝜃𝑛−1
⋱

𝜕𝑃𝑛−1

𝜕𝑉1
… 

𝜕𝑃𝑛−1

𝜕𝑉𝑖
 … 

𝜕𝑃𝑛−1

𝜕𝑉𝑛−1
 …

𝜕𝑃𝑛−1

𝜕𝜃1
…  

𝜕𝑃𝑛−1

𝜕𝜃𝑖
… 

𝜕𝑃𝑛−1

𝜕𝜃𝑛−1
⋱

𝜕𝑄1

𝜕𝑉1
  …  

𝜕𝑄1

𝜕𝑉𝑖
  …  

𝜕𝑄1

𝜕𝑉𝑛−1
  …  

𝜕𝑄1

𝜕𝜃1
  …  

𝜕𝑄1

𝜕𝜃𝑖
 …  

𝜕𝑄1

𝜕𝜃𝑛−1
⋱

𝜕𝑄𝑖

𝜕𝑉1
  …  

𝜕𝑄𝑖

𝜕𝑉𝑖
  …  

𝜕𝑄𝑖

𝜕𝑉𝑛−1
 …  

𝜕𝑄𝑖

𝜕𝜃1
  …  

𝜕𝑄𝑖

𝜕𝜃𝑖
   …  

𝜕𝑄𝑖

𝜕𝜃𝑛−1
⋱

𝜕𝑄𝑛−1

𝜕𝑉1
 …

𝜕𝑄𝑛−1

𝜕𝑉𝑖
 …

𝜕𝑄𝑛−1

𝜕𝑉𝑛−1
… 

𝜕𝑄𝑛−1

𝜕𝜃1
  …

𝜕𝑄𝑛−1

𝜕𝜃𝑖
… 

𝜕𝑄𝑛−1

𝜕𝜃𝑛−1]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(𝑘)

∙

[
 
 
 
 
 
 
 
 
 
 
∆𝑉1
⋮
∆𝑉𝑖
⋮

∆𝑉𝑛−1
⋮
∆𝜃1
⋮
∆𝜃𝑖
⋮

∆𝜃𝑛−1]
 
 
 
 
 
 
 
 
 
 
(𝑘)

(3)  

 

 
  The iterative solution can be expressed as a function of the 

correction vector representing the voltage and phase variation 
vectors, (∆𝑉) and (∆𝜃), such that: 

[
∆𝑉
∆𝜃
]
(𝑘)

= −

(

 
 
[

𝜕𝑃

𝜕𝑉

𝜕𝑃

𝜕𝜃
𝜕𝑄

𝜕𝑉

𝜕𝑄

𝜕𝜃

]

−1

)

 
 

(𝑘)

[
∆𝑃
∆𝑄
]
(𝑘)

= −(𝐽−1)(𝑘) [
∆𝑃
∆𝑄
]
(𝑘)

(4) 

 
The voltage and phase vectors at iteration "k+1" can be 

deduced according to the expressions: 

 

 

 

 

 
After calculating the amplitudes and phases of the voltages, 

the active and reactive powers transmitted by the lines of the 
network are determined quite simply. The   voltage differences 
and the total active power losses will then be evaluated when the 
network is in its initial state before the insertion of the DG. 

 

B. Fuzzy logic 

Fuzzy logic can model complex, non-linear relationships 
between variables, which is essential in many real-world 
optimization problems where traditional linear approaches may 
not be suitable. 

 

 

{ 𝑉
𝑘+1 = 𝑉𝑘 + ∆𝑉𝑘  
𝜃𝑘+1 = 𝜃𝑘 + ∆𝜃𝑘

      (5) 
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1) The interest of using the fuzzy logic in optimization: 

Is by the fact that it is similar to human reasoning 
based on the use of simple mathematics for non-
linear, integrated and   complex systems, as it is 
known for its high accuracy and fast operation [10]. 

 Multi-objective Optimization: Fuzzy logic is well-
suited for multi-objective optimization, where multiple 
conflicting criteria need to be considered 
simultaneously. It allows for the ranking and selection 
of solutions that tradeoff between conflicting objectives 
in a more human-centric manner. 

 Robustness: Fuzzy logic-based optimization can be 
robust against small variations and disturbances in the 
input data, making it suitable for applications where 
stability and resilience are important. 

 
Fuzzy logic has no well-defined mathematical relationship, 

but uses inferences with several rules, based on linguistic 
variables. Based on these inferences, it is possible to take into 
account the experiences acquired gained by the operators of 
technical processes based on three steps: 

2) The fuzzification: which is a conversion of input 
variables (which are physical     quantities) into 
fuzzy quantities. 

3) The establishment of rules: linking outputs to 
inputs, called fuzzy inference. 

4) The defuzzification:  which is the opposite 
operation of the fuzzification, it consists in 
transforming linguistic variables into real or 
numerical variables [11-13]. 

 

Fuzzy logic will be applied to optimize the location and the 
integration rate by minimizing the total losses and also the 
maximum deviation between the voltages at the different bus-
bars and the voltage at the slack bus. 

 

 Controller inputs: The first input to the fuzzy control is 
for the total power losses (TPL). Five fuzzy sets from 
universe of discourse to represent linguistically the five 
stats of active power losses in per unit (pu) from 0 to 
1.The total active power losses 𝑇𝑃𝐿 are evaluated by 
calculating the difference between the sending active 

power (𝑃𝑠𝑒𝑛𝑑𝑖𝑛𝑔
(𝑚)

) and the receiving active power 

(𝑃𝑟𝑒𝑐𝑒𝑖𝑣𝑖𝑛𝑔
(𝑚)

) for each line, denoted (m),   according to 

equation (6): 

𝑇𝑃𝐿 = ∑(𝑃𝑠𝑒𝑛𝑑𝑖𝑛𝑔
(𝑚)

− 𝑃𝑟𝑒𝑐𝑒𝑖𝑣𝑖𝑛𝑔
(𝑚)

)

𝑛−1

𝑚=1

 

 

The second input of the fuzzy command is the maximum 
deviation 𝑉𝐷𝑚𝑎𝑥 between the voltages at the various bus-bars 
(𝑉𝑖) and that of the reference (𝑉𝑟𝑒𝑓). Five fuzzy sets from 

universe of discourse to represent linguistically the five stats of 
the maximal voltage difference in per unit (pu) from 0 to 0.1.The 
maximum deviation 𝑉𝐷𝑚𝑎𝑥is calculated for only PQ buses 
following this expression: 

 

𝑉𝐷𝑚𝑎𝑥 = max (𝑉𝑟𝑒𝑓 − 𝑉𝑖)   

 

 Controller output: The output of the fuzzy control is the 
location index of the DG. Going from 0 to 1 it’s going 
from the best location to the worst one. Five fuzzy sets 
from universe of discourse to represent linguistically the 
five stats of the index so define the location and sizing 
of DG. 

 

 Fuzzy Logic Control Rule: The fuzzy control system is 
developed using two inputs and one outputs with the 
outputs further detailed into different operating options. 
Some of the examples of the generated rules for the 
fuzzy logic control system are as follows with TABLE I 
illustrating the fuzzy control rules captured from the 
program developed. 

TABLE I.  LOGICAL INFERENCE RULES 

VDmax 

TPL 
SL MSL ML MMJL MJL 

SD VGL GL ML ML BL 

MSD VGL GL ML BL BL 

MD GL ML ML BL BL 

MMJD ML BL BL BL VBL 

MJD BL BL VBL VBL VBL 

 

 Surface viewer of the fuzzy logic control: The objective 
of the implementation of the coordinated control by 
fuzzy logic is to obtain an index calculated by the 
method of the center of gravity by combining between 
the two inputs in their admissible   limits. “Fig. 2” shows 
the surface visualization of the control output of the 
fuzzy logic system. 

Figure 2.   Surface viewer of the fuzzy logic control output 

(6) 

(7) 
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III. RESULTS AND DISCUSSION 

 
The proposed method is applied to the studied network; 

voltage deviations and total active power losses vary with 
variations in DG location and integration rate. “Fig 3” shows 
that the lowest total active power losses were recorded for a 
location at the 9th bus-bar and with an integration rate of 25% 
of the total load. 

 

Figure 3.  Power losses area 

 

Figure 4.  Area of maximum voltage deviation 

“Fig 4” shows that the minimum value of the maximum 
deviation between the    voltages at the different bus-bars and 
the reference voltage is recorded in the 19th bus-bar and at an 
integration rate of 29% of the total load. 

“Fig 5” shows the obtained curve of the index calculated as 
a function of the total losses and the maximum deviations for the 
studied network, with the following    objective function: 

 

𝐹(𝑥) = min (𝑇𝑃𝐿, 𝑉𝐷𝑚𝑎𝑥) 

 
The index sought represents the minimum value. “Fig 5” 

shows that the minimum index is obtained for an optimal 
location at the 19th bus-bar with an optimal integration rate of 
20% of the total load which represents a power of 252.60 MW. 

 

 
Figure 5.  DG location index surface 

 
Applying the results obtained on the network, the power of 

the DG is injected, as a negative load, to the bus 19. Its influence 
is significant as shown in TABLE II, where a comparison of the 
results before and after the optimization is grouped, while 
exposing in the second column of the table the minimization of 
the two parameters each in a separate way, the results are 
obtained by an iterative method changing the location and size 
of the DG with a fixed step. 

In the third column, for the optimization of the DG location, 
the minimizations of the active powers losses as well as of the 
voltage deviation were the two objectives to be achieved. 

TABLE II.  COMPARISON BEFORE AND AFTER DG OPTIMIZATION 

 

Without DG 

 (NR method)  

With DG 

Without 

Optimization 

 (DG bus, size) 

With DG 

With 

optimization 

(FL) 

(DG bus, size) 

Total Power 

Losses (pu) 
0.1539 0.1128 (9th, 20%) 

0.1289 (19th, 

20%) 

Maximum     

Voltage 
Deviation 

(pu) 

0.0552 
0.0457 (19th, 
29%) 

0.0465 (19th, 
20%) 

 

“Fig 6” illustrates the influence of the DG on the bus-bar 
voltage level. An improvement of the voltage level at all bus-
bars is noticed and considerably those connected to the 19th bus-
bar, the location of the DG. 

 

Figure 6.  Voltage magnitudes before and after insertion of the DG 

 
 “Fig 7” illustrates the power generated in the grid before and 

after the insertion of the DG. It shows the decrease of the 

(8) 
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conventional generation in the grid after the connection of the 
DG, which is the objective since the beginning. 

The generator bus-bars have maintained their power 
supplies to the grid, while the reference bus-bar has 
significantly decreased its production, as it is responsible for 
the power balance in the grid. 

 

 

Figure 7.  Power generated before and after DG insertion 

IV.  CONCLUSION 

 
We carried out a calculation of the distribution of powers 

which allows the balance between the production and the 
demand for electrical energy, in order not to exceed the limit 
values of thermal stability, the maintenance of the voltages at the 
bus bars between the tolerated limits and avoid excessive power 
losses in the lines, thereby extending the life of network 
equipment. 

 
In this paper, an optimization of the location and integration 

rate of the distributed generation using fuzzy logic has been 
done. The simulation was applied for an IEEE 26 bus system 
and the results are confirmed. 

 
The connection of the DG to the network has considerably 

lowered the total active power losses and voltage drops. So just 
with the optimization of the DG, a positive effect on the 
parameters of the network has been recorded.  
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Abstract— Direct torque control (DTC) is an advantageous 

strategy for controlling doubly-fed induction generator (DFIG) 

wind turbines, providing simple, robust control and fast dynamic 

response. However, conventional DTC (C-DTC) suffers 

drawbacks including torque/flux ripples. This paper investigates a 

fuzzy logic 12 sector-enhanced DTC (FH12-DTC) approach to 

improving DFIG wind turbine performance by overcoming C-

DTC limitations. MATLAB/Simulink simulations compare FH12-

DTC and C-DTC applied to a DFIG wind turbine across operating 

modes. Results show that FH12-DTC effectively reduces torque 

and flux ripples compared to C-DTC. The simulations 

demonstrate fuzzy control can significantly enhance DTC for 

DFIG-based wind turbines by minimizing the disadvantages of 

conventional DTC while retaining its benefits. 

Keywords: Wind turbine, DTC, DFIG, Hysteresis, Fuzzy logic 

control. 

I. INTRODUCTION  

Wind power has emerged as a vital renewable energy source 
owing to its clean energy production and mitigation of pollution 
and climate change. Doubly-fed induction generators (DFIGs) 
have become prevalent in variable-speed wind farms due to their 
excellent performances, wide operating range, and 
active/reactive power controllability [1]. However, controlling 
DFIGs presents challenges. 

Direct torque control (DTC) was introduced in the mid-
1980s [2] as a technique to select optimal rotor voltage vectors 
for doubly-fed induction generators. DTC uses hysteresis 
controllers on torque and flux errors along with a switching table 
based on the flux sector to determine the proper voltage vector. 
While providing simple, robust control, conventional DTC 
suffers from major torque and flux ripples that degrade 
performance [3-6]. 

The primary aim of this paper is to develop and evaluate a fuzzy 
logic controller to enhance direct torque control (DTC) of 
doubly-fed induction generator (DFIG) wind turbines. The 
proposed approach, called fuzzy logic 12 sector DTC (FH12-
DTC), aims to minimize the disadvantages of conventional DTC 
(C-DTC) including torque/flux ripples and variable switching 
frequency while retaining benefits like fast dynamic response 
and simple control structure. Simulations in 
MATLAB/Simulink compare FH12-DTC and C-DTC 
performance across different DFIG operating modes. The results 
will demonstrate the ability of fuzzy control to significantly 
improve C-DTC by reducing its limitations. 

The contributions of this paper are outlined as follows: 

• Developing a fuzzy logic 12 sectors direct torque 
control (FH12-DTC) strategy for doubly-fed 
induction generator (DFIG) wind turbines; 

• Designing fuzzy hysteresis controllers to replace the 
conventional flux and torque hysteresis controllers; 

• Evaluating the performance of FH12-DTC through 
simulations across different DFIG operating modes. 

This paper is organized as follows. First, modeling of DFIG 
wind turbines and conventional DTC is provided. The proposed 
FH12-DTC scheme and fuzzy controller designs are then 
explained. Next, MATLAB/Simulink simulations compare 
FH12-DTC and conventional DTC performance under varying 
wind speeds. Finally, conclusions summarize the results. 

II. DESCRIPTION OF THE PROPOSED SYSTEM 

Figure 1 illustrates the wind turbine-driven doubly-fed induction 

generator (WT-DFIG) system controlled by the fuzzy logic 
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direct torque control (FH12-DTC) method. The system consists 

of a wind turbine, gearbox, and a DFIG. The DFIG has a rotor 

connected to two level power converters - an AC/DC converter 

and a DC/AC converter. The stator is directly connected to the 

AC grid. The rotor-side converter is linked to the DFIG rotor 

and is regulated by the FH12-DTC technique. The grid-side 

converter connects directly to the AC grid to deliver pure 

sinusoidal current at 50 Hz frequency and unity power factor. 

Additionally, the system uses a maximum power point tracking 

(MPPT) algorithm to maximize power extraction when the 

generated power is below rated power. 

 

Figure 1.  FH12-DTC method applied to the WT-DFIG. 

The mechanical power of the wind turbine is a function of 
wind speed v and power coefficient Cp, as presented in the 
following equation: 

 Pmec=0.5ρπR2v3CP(λ,β) () 

The mathematical model of the doubly fed induction 
generator (DFIG) in the d-q frame is given by: 

 

{
  
 

  
 vsd=Rsisd+

d𝜑sd

dt
-ωs𝜑sq

vsq=Rsisq+
d𝜑sq

dt
+ωs𝜑sd

vrd=Rrird+
d𝜑rd

dt
-ωr𝜑rq

vrq=Rrirq+
d𝜑rq

dt
+ωr𝜑rd

 () 

 

{
 

 
𝜑sd=Lsisd+Mird
𝜑sq=Lsisq+Mirq

𝜑rd=Lrird+Misd

𝜑rq=Lrirq+Misq

 () 

Where 

vsd,vsq,vrd and vrq: Stator and rotor voltages in the d-q frame 

respectively. Isd,Isq,Ird and Irq: Stator and rotor current in the d-q 

frame respectively. ωs,ωr: Stator and rotor phase electrical 

variable pulsations respectively.  

Rs,Rr: Stator and rotor resistances respectively. Ls,Lr: Stator and 

rotor leakage inductances respectively. M: Stator-rotor mutual 

inductance. 

III. DIRECT TORQUE CONTROL 

To control the DFIG, the DTC technique regulates the 
machine's electromagnetic torque and rotor flux. First proposed 
by Takahashi and Noguchi in 1986, DTC offers an alternative to 
field-oriented control (FOC) by directly selecting AC/DC 
converter switching states to quickly control flux and torque 
based on errors between their references and estimated values. 
This differs from FOC which uses PI controllers to regulate 
current components. The principle of DTC is explained in [7]. 
The system under study is illustrated in Fig. 1. 

The α-β components of the rotor voltages and currents are 
used to estimate the rotor flux. The calculated currents (irα, irβ) 
and estimated flux values (φrα, φrβ) are then used to estimate the 
electromagnetic torque using equations (4-7). 

 {
φrα(t)= ∫  

t

0
(vrα-Rrirα)

φrβ(t)= ∫  
t

0
(vrβ-Rrirβ)

 (4) 

 φr(t)=√φrα
2 +φrβ

2  (5) 

 θr= tan
-1 (

φrβ

φrα
) (6) 

 Tem=P(φrαirβ-φrβirα) (7) 

The outputs of the hysteresis controllers (torque and flux 
controllers) and rotor flux vector position determine the optimal 
switching vector selection from the switching table (Table 1) 
[8]. 

TABLE I.  SWITCHING TABLE C-DTC 

Hφr HTem 
N 

I II III IV V VI 

+1 

+1 V2 V3 V4 V5 V6 V1 

0 V7 V0 V7 V0 V7 V0 

-1 V6 V1 V2 V3 V4 V5 

-1 

+1 V3 V4 V5 V6 V1 V2 

0 V0 V7 V0 V7 V0 V7 

-1 V5 V6 V1 V2 V3 V4 

IV. THE PROPOSED FUZZY LOGIC 12 SECTORS DIRECT 

TORQUE CONTROL 

The proposed fuzzy logic 12-sectors DTC (FH12-DTC) is 
inspired by [3]. It utilizes a fuzzy logic controller instead of two 
hysteresis controllers to improve conventional DTC (C-DTC) 
performance. The FH12-DTC design involves fuzzification, 
defuzzification, and rule sets.  

Fuzzification converts the input variables into linguistic 
variables by defining membership functions for each, as shown 
in Fig. 2. Defuzzification converts the fuzzy inference results 
into a quantifiable output using the Bisector method. The output 
is a single numerical value with 10 singleton membership 
functions (E1, ..., E10), illustrated in Fig. 3. 

WT
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Figure 2.  Inputs membership functions. 

 

Figure 3.  Output membership functions. 

The fuzzy logic switching controller uses 10 rules based on the 

number of inputs membership functions (Table 2). The rules 

follow a hysteresis operating principle. The Mamdani inference 

method with Max-Min decision making is used to run the fuzzy 

controller. 

TABLE II.  FUZZY RULES 

eφ/eTem bP sP Z sN bN 

P E1 E2 E3 E4 E5 

N E6 E7 E8 E9 E10 

To select the appropriate rotor voltage vector (Vn) for the 
inverter, it will be based on the output of the numerical error 
powers (En) and the rotor flux sector using the switching table 3. 

TABLE III.  SWITCHING TABLE FH12-DTC 

En 
θn 

θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8 θ9 θ10 θ11 θ12 

E1 V2 V3 V3 V4 V4 V5 V5 V6 V6 V1 V1 V2 

E2 V2 V2 V3 V3 V4 V4 V5 V5 V6 V6 V1 V1 

E3 V0 V7 V7 V0 V0 V7 V7 V0 V0 V7 V7 V0 

E4 V1 V1 V2 V2 V3 V3 V4 V4 V5 V5 V6 V6 

E5 V6 V1 V1 V2 V2 V3 V3 V4 V4 V5 V5 V6 

E6 V3 V4 V4 V5 V5 V6 V6 V1 V1 V2 V2 V3 

E7 V4 V4 V5 V5 V6 V6 V1 V1 V2 V2 V3 V3 

E8 V7 V0 V0 V7 V7 V0 V0 V7 V7 V0 V0 V7 

E9 V7 V5 V0 V6 V7 V1 V0 V2 V7 V3 V0 V4 

E10 V5 V6 V6 V1 V1 V2 V2 V3 V3 V4 V4 V5 

V. SIMULATION RESULTS 

The proposed FH12-DTC technique is validated through 
simulation of a wind turbine driven doubly-fed induction 
generator (WT-DFIG) system. The technique is implemented in 
MATLAB/Simulink to control the DFIG across its three 
operating modes. The WT-DFIG system parameters are as 
specified in reference [8]. This simulation-based study 
demonstrates the effectiveness of FH12-DTC for DFIG control. 

Fig. 4 shows the wind speed and mechanical speed of the 
DFIG, indicating operation in three modes - sub-synchronous, 
synchronous, and super-synchronous. 

The electromagnetic torque and its reference along with the 
rotor flux are shown in Figs. 5 and 6. The torque follows the 
reference and is influenced by wind speed changes. The rotor 
flux remains steady at its reference value. The proposed FH-
DTC control demonstrating its effectiveness over conventional 
DTC methods by reduce the ripples. 

 

Figure 4.  Ω and v responses. 

  

Figure 5.  Electromagnetic torque and its reference. 

  

Figure 6.  Rotor flux and its reference 

Figs. 7 and 8 illustrate the circular rotor flux trajectory in the 
(α, β) plane. The flux amplitude stays constant at 1.2 Wb as the 
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components vary sinusoidally in the sub-, super-, and 
synchronous modes.  

As seen in Fig. 9, the stator current amplitude increases with 
mechanical speed while the frequency is maintained at 50 Hz 
during the transitions between states.  

Fig. 10 indicates the DFIG rotor current amplitude varies 
with speed changes, and the frequency directly changes with slip 
variations. In synchronous mode, the rotor currents become DC 
with zero frequency. 

 

Figure 7.  Rotor flux 

 

Figure 8.  Waveformvof rotor flux. 

  

Figure 9.  Stator currents. 

  

Figure 10.  Rotor currents. 

In Fig. 11, the negative stator active power (PS < 0) confirms 
operation as a generator, with this power being fed to the grid as 
shown by the negative sign. 

  

Figure 11.  Stator active power. 

VI. CONCLUSIONS 

This work proposed and validated through simulation a 
novel direct torque control strategy applying fuzzy logic 12 
sectors DTC (FH12-DTC) to enhance conventional DTC for 
doubly-fed induction generator wind turbines. The objectives 
were improving DTC by minimizing its major torque and flux 
ripple while retaining its advantages. Comprehensive 
simulations under varying wind speeds demonstrated FH12-
DTC is a practicable approach for high-performance DFIG 
operation with substantially reduced ripples and excellent torque 
and flux tracking. 
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Abstract—This article presents a solution to a converter 

coordination problem in a fuel cell system, more precisely a 

hydrogen fuel cell associated with supercapacitors, with a view to 

an application to instantaneous dynamic power management. 

This solution is based on the use of a PI (Proportional - Integral) 

type nonlinear controller. Validation of this approach was 

carried out by simulation using Matlab/Simulink, and the results 

obtained from a scaled-down system confirm the feasibility of 

this proposed electric transportation system. 

Keywords: Fuel-cell, super capacitors, hybrid electric vehicle, 

energy management strategie. 

I. INTRODUCTION  

Air pollution caused mainly by conventional combustion 

vehicle classified as classical car and the employment of 

battery as the only source of energy for electric vehicles (first 

proposed solution) is still restricted because of its low 

autonomy, lifetime and charging time problems [1]. In support, 

the FC is as a good alternative source to its high autonomy and 

its zero emission of polluting gas [2, 3]. Between the different 

FC technologies, the Proton Exchange Membrane (PEMFC) is 

very useful for the transportation area [4, 5]. PEMFC offers a 

lot of benefits such as the working at a low temperature 

compared to other types of FC, low cost which is very 

important point, quick start up and high efficiency. Just, the FC 

cannot respond to fast transient peak power demand [6, 7] The 

vehicle speed and power fluctuations may lead to pressure 

oscillation and oxygen starvation in the FC membrane which 

can affect the cell life-time[3, 8]. To solve this problem, a 

hybridization with another source as UC is the most excellent 

solution to assist the FC source [9]. This system was used not 

only to cover the peak power demand, but also to recover the 

braking energy. Therefore, such configuration improved 

efficiency and satisfied the power drive demands in all driving 

conditions. The problem of the use of more than one energy 

source is the power management. In the literature, different 

strategies have been emerged to solve this problem. This 

strategies include the state machine control in tramway [10], 

which is a simple and well-known rule based strategy; each 

state is given after on heuristic or empiric past experience. In 

[11]. 

The HEV is propelled by Permanent Magnet Synchronous 

Motor (PMSM)  connected to the wheels. The global scheme 

of the HEV and power system of the FC/Ucis represented in 

Fig. 1 [5]. The two energy sources (FC and UC) exchange 

power with a DC bus. For the FC, a boost converter 

unidirectional in current is utilized to connect the FC to the DC 

bus; although, the UC requires DC/DC converter bidirectional 

in current to supply power and to recover the breaking energy. 

The two inductances added as filters and to respect sources 

alternation. The DC bus which is a capacitor supplies the both 

traction machines with employing a tow levels  inverter  to 

convert the DC power into AC power. This system gives the 

torque control of  wheels in dependently with a significantly 

high accuracy, which can enhance the stability of the HEV, 

reduce clutter caused by the mechanical part such as electrical 

differential and transmission shafts and give more frees space 

in the vehicle for UC and hydrogen tank. In an electric vehicle 

(EV) or hybrid electric vehicle (HEV), the PMSM is typically 

connected to the vehicle's wheels and is controlled by 

sophisticated power electronics and control systems. These 

systems manage the speed, torque, and energy flow between 

the motor, the vehicle's energy storage system (such as 

batteries or ultracapacitors), and the driving conditions. The 

paper is divided into four main parts; the first part is the 

modelling of the different elements of the system. The second 

part will deal with the control of the hybrid vehicle. The third 

part will deal with the control of each element of the system 

using passivity-based control IDA-PBC for the two sources [5] 

and FOC for the PMSM [12]. This work will be concluded 

with the interpretation of the results and the resulting 

conclusion. 
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Fig. 1. Global system scheme  

II. SYSTEM MODELING 

For the FC, a boost converter unidirectional in current is 

utilized to connect the FC to the DC bus; although, the UC 

requires DC converter bi-directional in current to supply power 

and to recover the breaking energy. The two inductances (  

and ) added as filters and to respect 

sources alternation. The DC bus which is a capacitor ( ) 

supplies the traction machine with employing a three phase 

inverter to convert the DC power into AC power. The machine 

is three-phase permanent magnet synchronous machine type 

which is recently used in the transportation field due to its good 

power, high efficiency The PEMFC is the main energy source 

for the vehicle. Its cell voltage and its total power are defined 

by the following equations [4,13] 

 

A. PEMFC dynamic model 

 

fc 0 fc,cellV N V=                  (1) 

 

fc,cell act ohm       V E U U= + +                   (2) 

fc fc     ohmU R i=−                                    (3) 

( )act fc
0

     ln
B

U Ci
N

=−                           (4) 

The expression of the Nernst equation according to JC 

Pamphlet is given by: 

 

H 2fc
Nernst 0

2

2

 T
     ln( )

2F

O

H O

P PR
E E

P
= +    (5) 

The FC should be able to provide the power demand of the 

vehicle  demP  by taking into account the FC efficiency fc  

H

H
H

2
2

2

q
K

P
=                                              (6) 

O

O
O

2
2

2

q
K

P
=                                              (7) 

H O

H O
H O

2
2

2

q
K

P
=                                           (8) 

where  and are the hydrogen and oxygen valve 

constants respectively. Using the ideal gas formula and 

writing the molar flows as inq , outq and rq . 

   

  The fuel cell model is shown in the Fig. 2. 

fcI

Nou/(2FU) 2Kr Kr

1/rHO

+ -

+ -

B/Nolog(Cu)

TOH2s+1

1/KH2 1/KH2O

TOH2Os+1

1/KO2

TOO2s+1

Rfc +

+

-

No Vfc

E0+((RT)/(2F))log(u(2)(u(1)^0.5)/u(3))

 
Fig. 2. Mathematical model of the fuel cell 

B. Vehicle modeling 

The vehicle is considered as a solid point moving subjected to 

forces along the longitudinal axis: the traction force to the 

advancement rollF  , the effort of aerodynamic resistance aeroF   

and the resistance of mounted side slopeF  [14,15]. The 

resisting forces are given by the following equations:: 

 
 

roll v r       F M g f=                               (9) 

2
aero x v

1
       

2
F AC V=                       (10) 

( )slope v   sinF M g =                    (11) 

The fundamental principle of the vehicle dynamics is described 

by the following equation: 

v
v t roll aero slope         

dV
M F F F F

dt
= − − −  (12) 

The traction force of each wheel is given by the following 

expression: t

w

 
2 2 

F T

R
=                                         (13) 

C.  SCs boost converter 

in this paper SCs are used for two types of operations, the 

mode of working when SCs receives the uninterrupted 

energies of the bus of current and the second mode when 

SCs gives the energies in the bus of current go on, 

therefore the storage elements are connected to the DC bus 

through a reversible power converter, The boost converter 

is controlled by binary input. We define 2   as the duty 

cycle of the control variable. The second sub-system is 

represented by an average model as follows: 

( ) ( )( ) ( ) ( )( )2

1
1   sc b sc

SC

d
i t v t v t

dt L
= − − +   (14) 

507



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 

 

( )
( )sc

sc
sc

i td
v t

dt C
= −                                    (15) 

where ( )scv t   is the SCs voltage, bv  is the DC link voltage, 

sci is the SCs current, SCL is the inductance  of the SCs and 

scC is the capacity of the SCs 

D. FC boost converter 

a lifting converter must augment voltage fcv , by what 

voltage, fcv is often less than the voltage of bus of direct 

current, is controlled by binary input. Defining 1 as the duty 

cycle of control variable knowing that the currents fci   and Li   

are physically the same . The dynamics of the DC–DC boost 

power converter with an inductive load This sub-system is 

represented by an average model as follows : 

( )( ) ( ) ( )( )1

1
1fc b fc

fc

d
i t v t v t

dt L
= − − +     (16)                                              

( ) ( )( ) ( ) ( )( ) ( ) ( )1 2

1
( 1 1 )b fc sc L

b

d
v t t i t t i t i t

dt C
 = − + − −  (17)    

where fcv   is the FC voltage, Li  is the DC current delivred to 

the load and fci   is the FC current In our work, the load is 

modeled by a Permanent magnet synchronous machine; the 

model is represented in the reference mark(d ,q). 

( ) ( ) ( ) ( )( )
1
 L l L b f

d
i t R t i v t t

dt L
 = − + −               (18)            

( )( )( )1
 d q d q f q r

d
p L L i i i f T

dt J
 = − + − −     (19)     

 

Complete model. It follows that the complete “fuel cell - super 

capacitors” system is represented by the 5th order non-linear 

state space model :   

   

( ) ( )( ) ( ) ( )( ) ( ) ( )( )

( )
( )

( ) ( ) ( ) ( )( )

( )( ) ( ) ( )( )

( ) ( )( ) ( ) ( )( )

1 2

1

2

  1
1 1

 

1
     

1
1

1
1  

b fc sc L
b

sc
sc

sc

L l L b f

fc b fc
fc

sc b sc
SC

d
v t t i t t i t i t

dt C

i td
v t

dt C

d
i t R t i v t t

dt L

d
i t v t v t

dt L

d
i t v t v t

dt L

 

 





















= − + − −

= −

= − + −

= − −



+

= − − +

(20) 

with state space ( ) ; ; ; ;
T

b sc L fc scx t v v i i i =    ,control 

imputs ( )    1 2 1 2; 1 ;1
T T

u t u u  = = − −  ,measures ( )  y T x=  

and fcv . 

the system  equation  (20) is called an unsettled system since 

the difference of ladder of time between the dynamics of 

voltages and the current them causes it of disturbance, to 

resolve this problem the system in mode controlled is forced 

by current by using a loop inner current. More precisely, the 

following PI current controllers. 

 ( ) ( )* *
1 0

t

fc fc fc fc fc fcu Ki i i dt Kp i i= − + −               (21) 

( ) ( )* *
2 0

t

sc sc sc sc sc scu Ki i i dt Kp i i= − + −                  (22) 

 

In equations 40 and 41, 1u  and  2u   have been programmed to 

individually compel the fci  and sci   currents to obey their 

references 
*
fci   and sci   , resulting in an extremely rapid 

response time when the static error occurs. The two control 

laws  and 2u   function as high gain feedback, the two static 

gains are deemed suitably strong in terms of the voltage and 

load dynamics, and after the transient we obtain 
* 0fc fci i− =  

and ( )*

0
/  

t

fc fc fc b fci i v v Ki− =  , this means that the equation 40  

becomes 1 /fc bu v v=  and according to the same argument the 

equation  becomes 2 /sc bu v v=  . therefore by replacing the 

two new control laws and current 
*
fci   and *

sci them in the 

global system we obtain the following reduced order system 

[16] 
          

( )
( )

( )
( )

( )

( )
( ) ( )

( )
( )

( ) ( ) ( ) ( )( )
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b fc sc L

b b b
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sc

L L L b

v t v td
v t i t i t i t

dt C v t v t
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according to the control by passivity and the Hamiltonian 

modeling  the resolution of the equations of states representing 

the static converters [21,6] we will obtain the referential 

equations of the currents as 

*bus sc bus
bus scL

fc bus fc

bus

v v v
i v v

v v v

v












   
   = + − −

      

= −

*
fc

*
sc

i
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          (24) 

III. CONTROL SYSTEM 

A. Field oriented control of PMSM  

The aim is always to assimilate the behavior of PMSM to that 

to the DC machine separately excited by decoupling control of 

torque of the flux. The model exprimed in system (23) is 

strongly coupled, which make it very difficult to resolve. For 

this the decoupling of this later is most interesting  

The model of the synchronous machine in the reference 

rotational frame  to system differential equations where 
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the currents di and qi , are not independent one of the other. 

They are connected by nonlinear terms   q qL i   and d dL i   
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then the method of the compensation is useful has the 

elimination of this coupling, this last method consists has to 

add terms to the levels of the two axes in order to return them 

independent completions. The principle of this decoupling 

return has to define two new variables de  and qe of orders as 

follows such as   
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finally we will have both of this month who are uncoupled 
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Fig. 4. Block diagram of field oriented control (FOC) 

3.2 Power management strategies 

The control of the two converters system has been detailed in 

[21] It consists on the frequency decoupling of sources 

according to the power requested. The DC bus filters the high 

frequencies, the SCs connected with its converter provides the 

medium frequencies and the FC ensures the low frequencies. 

This frequency decoupling of the sources naturally induces a 

power management strategy based on cascaded loops 

presented in Fig. 5. 

Any change in the DC bus voltage is induced by power load 

modification. Hence, it seems recommended to control the DC 

bus voltage with the SCs by computing the reference 

current , and thus regulate the bus voltage to its reference. 

The outer voltage loop associated with the SCs management 

must maintain the DC bus voltage at a constant reference  

fixed at . The current loops are based on proportional-

integral controller.  

Knowing that the demand for DC bus assistance would result 

in a permanent SC discharge, which would impose an 

excessive capacity to provide and continuously absorb energy 

during rapid transient regimes. Therefore, the control system 

must maintain, in steady state, the SC state of charge at a 

desired value and avoid huge SCs voltage ripple. This 

requirement can be ensured by a compensation 

loop whose purpose is to regulate the SCs voltage at their 

references . The compensation is assured by a proportional 

integral regulator. Thus the compensation loop generates a 

current reference  with a slow dynamic. Consequently, this 

choice meets the frequency decoupling requirement and 

allows good control of the SCs to their voltage reference 

levels.  
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Fig. 5. Bloc diagram of the control strategy 

IV.  SIMULATIONS AND RESULTS  

The analysis will focus on the Transitional  FC / SC System Fig.6  

shows the response of the hybrid system for both architectures to a 

load including positive and negative current steps (Fig.6. (a),(c),(i)). 

At each transient load (T = 0.1 s / 2.5 s / 6 s), the bus voltage for the 

two-converter structure (Figure.6 (e), (f)) is slightly transiently 

affected (less than 4%) but is generally well regulated. We observe a 

slow variation of the FC voltage, but it nevertheless remains subject 

to its reference. Indeed, this is made possible by the super capacitors 

that react 

Rapidly to the sudden transients of the charging current (Fig. 6 (e)). 

These transients are induced by the regulation of the bus voltage and 
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make it possible to ensure the major part of the transient component 

of the required power. The energy transfer from the SCs to the DC 

bus is therefore logical and correct and makes it possible to 

compensate for the energy that is not supplied by the fuel cell. This 

allows the cell to respond without abrupt change in its current stress 

to the load 

Then, as the current of the FC increases, the discharge Of the SCs 

characterized by the decrease of its voltage is attenuated until it 

cancels out (Fig. 6 (b)). There is then a regime of rebalancing (called 

compensation), Characterized by a recharge of the SCs at its values 

of Reference (Vscref) set at 100V. 

During the negative current transients of the load (at times t = 2.5 s / 

6s), the load is fed by the FC but part of the excess power of this load 

is absorbed by the SCs (HF) .Subsequently, rebalancing 

(compensation) takes place because the FC progressively supplies the 

power required for the load, as well as that necessary to bring the 

voltages of the SCs back to their reference levels. In this case, it may 

be a power lower than that required by the load so that the voltage of 

the SCs decreases towards its reference level. 

The recuperative functioning is envisaged in the simulation. 

However, the sudden drop in load power creates recuperative 

operation at the SCs 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Simulation system results 

V. CONCLUSION  

The integration of permanent magnet synchronous machines 

(PMSMs) in electric vehicles (EVs) is a significant topic in the field 

of electric vehicle propulsion systems and motor drive technology. 

PMSMs are a type of electric motor that offers several advantages for 

EV applications, making them a popular choice for electric 

propulsion. The passivity-based control method used in this article 

aims to define controllers that feature system . stability and 

performance while preventing instability or unpredictable behavior. 

A control strategy for an electric vehicle is essential to maximize 

energy efficiency, optimize the management of electrical sources and 

improve the overall performance of the vehicle  
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Appendix A. Table 1: Electric characteristics of the hybrid system. 

parametre Value 

Fuel cell parametre 

Open circuit voltage E 

Rated voltage 

Rated current 

 
 

 
Supercapacitors parametres 

Capacitance 

Rated voltage 
Rated current 
Optimal voltage  

Exchange current density  

Molar concentration  
Number of layers of electrodes  

Number of parallel UC cells  

Number of series UC cells  

Molecular radius  

Charge transfer coefficient  

Permittivity of material  
Over potential   

Operating temperature TC 

 
 
 
 

 
mol.m-3 

 
 

 
 

 
 

 
 

Inductance and capacitie parametres 

  

  
Rated current    
Rated current   
Capacities   
Optimal DC bus voltage    
Parameters of the HEV model. 

Vehicle total mass  
Rolling resistance force constant  
Air density  
Frontal surface area of the vehicle  
Tire radius 
Aerodynamic drag coefficient 
Acceleration due to gravity 

 

 

 
parameters of PMSM 

Speed  
Nominal torque  

   
=   
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Asymptotic Stabilization of a Morphing Drone

using Interconnection and Damping

Assignment-Passivity Based Control

November 30, 2023

Abstract

The main aim of this paper is to illustrate how the Interconnection
and Damping Assignment-Passivity Based Control (IDA-PBC) approach
has been implemented on a novel morphing drone. The purpose of the
controller is to ensure accurate trajectory tracking while addressing chal-
lenges associated with controlling such systems. These drones possess a
unique feature that allows them to adjust their shape during flight by ro-
tating their arms. The dynamic modeling of the system, which takes into
account changes in various geometrical parameters and also in Inertia,
Center of Gravity (CoG), and allocation matrix, is mathematically de-
scribed. The IDA-PBC control principle is subsequently introduced and
applied to the system. Overall, the numerical simulations conducted on
the system have yielded satisfactory results.

Morphing drone, Asymptotic stability, Port-Controlled Hamiltonian form,
Interconnection and Damping Assignment-Passivity Based Control.

1 Introduction

In recent years, research laboratories have shown a keen interest in drones with
variable geometry due to their clear superiority over other categories. These ad-
vanced systems are capable of navigating through complex and crowded environ-
ments, effectively carrying out diverse missions in challenging conditions [?,?,?].

Controlling this new class of drones is a difficult task because these systems
can change their shape during flight, making it challenging to design control
laws. In reference [?], authors used Proportional Integral Derivative (PID) con-
troller to stabilize a quadrotor with forward flight. The quadrotor achieved
differential morphing by lengthening or shortening its arms at different times,
resulting in changes in moments of inertia. In another study [?], researchers
synthesized an infinite horizon Linear-Quadratic Regulator LQR to control the
attitude of reconfigurable quadcopter that could perform four operations in three
configurations: unfolded, two-arms-folded, and four-arms-folded. An adaptive
controller based on Model Reference Adaptive Control (MRAC) was presented
in [?] to control an X-morph vehicle and address uncertainties resulting from
changes in inertia and center of mass. Zhao et al. in [?] used an optimal Linear

2

514



The 2nd Electrical Engineering International Conference (EEIC’23), December
05-06, 2023 University of Bejaia

Quadratic Integral (LQI) controller to control the attitude of a two-dimensional
multilinked aerial robot, while the position controller is based on a PID tech-
nique.

The conventional control approach for morphing drones does not achieve sat-
isfactory performance due to the significant changes in the dynamics of these
systems. However, implementing nonlinear modern control theory can enhance
the system’s performance and enable accurate tracking of challenging trajecto-
ries.

The main objective of this study is to explore the use of a nonlinear IDA-
PBC controller to address the trajectory tracking problem of a morphing drone
by utilizing the Port-Controlled Hamiltonian (PCH) model. The key benefit of
PCH is that it is directly derived from the system’s energy function, provid-
ing information about the relation between kinetic and potential energy with
dynamic behavior. This information is advantageous for control design since
it also offers insights into the stability properties of the system. Additionally,
the fact that a Hamiltonian system conserves energy implies that the model is
marginally stable, which is a desirable characteristic for controller development.

Souza et al. presented, in their work [?], an IDA-PBC control methodology
to perform the path tracking of a quadrotor helicopter. Similarly, Researcher in
reference [?] used this technique for a specific class of underactuated mechanical
system, composed by an Unmanned Aerial Vehicle (UAV) transporting a cable-
suspended payload. In reference [?], the authors investigated the extension of
the IDA-PBC method to a robustness perspective to ensure the asymptotic sta-
bility of the system in the presence of perturbations which exist in any realistic
problem. The results are applied to a Quanser inertia wheel pendulum. Addi-
tionally, in [?], the same researcher introduced two adaptive control approaches
to handle uncertainties caused by parametric and modeling errors in a class of
nonlinear systems with uncertainties, and applied them to two underactuated
robotic systems; the Acrobot and non-prehensile planar rolling robotic (disk-
on-disk) systems. In the same context, Acosta et al. designed a controller based
on IDA-PBC methodology for underactuated Aerial Manipulators (AMs) [?].

The remainder of this paper is structured as follow: In Section 2, the dynamic
modeling of the morphing drone is described. Section 3 focuses on the applica-
tion of IDA-PBC to the system. The efficiency of the controller is demonstrated
through numerical simulations in Section 4. Finally, a brief conclusion is pro-
vided in Section 5.

Preliminaries

Let R and Rn denote the set of real numbers and vectors respectively. The sym-
bol ∧ denotes the cross product and O3×3 means a 3×3-dimensional zero matrix.
The gradient vector of a mapping H : Dx ⊆ Rn → R is denoted as: ∇H(x) =[
∂H(x)

∂x1
...

∂H(x)

∂xn

]T
, where n is the dimension of x =

[
x1 x2 ... xn

]T ∈
Dx ⊆ Rn. J3×3 means a 3× 3-dimensional matrix. The notation V T represents

3
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the transpose of vector V .

2 Morphing Drone Modeling

In this section, the dynamic modeling of the morphing drone is briefly described.

2.1 Dynamic modeling

In order to describe the movement of a morphing drone in space, two ref-
erence frames are used: an inertial frame fixed to the earth’s surface E =
(oi, xi, yi, zi), and a body frame associated with the drone’s center of gravity
B = (o, xm, ym, zm). The drone consists of a standard quadcopter with four
rotating arms connected to the central body by servomotors (see Figure 1).
The servomotors can rotate the arms independently to construct different con-
figurations from the basic configuration ’X’. The four rotors generate lift forces
denoted by Fi|i=1...4 and have angular velocity ωi(t)|i=1,...4. Changes in mor-
phology during flight cause the center of gravity to shift and modify the inertia,
both dependent on the rotation angles of the arms σ(t)|i=1...4.

Figure 1: Structure of morphing drone.

Based on Newton-Euler formalism [?], we develop the system’s dynamic
equations. The following is a form of how the system can be written:

[
mJ3×3(σ(t)) O3×3

O3×3 J3×3(σ(t))

] [
ζ̇
µ̇

]
+

[
µ ∧mζ

µ ∧ J3×3(σ(t))µ

]
=

[
F
τ

]
(1)

where
ζ = (u, v, w)T ∈ R3 and µ = (p, q, r)T ∈ R3 are, respectively, linear and angular
velocity vectors of the quadrotor with rotating arms in the mobile frame. m is
the total mass of the vehicle. Let η = (ϕ, θ, ψ)T ∈ R3 and ξ = (x, y, z)T ∈ R3

describe the mobile’s orientation and position, respectively, with respect to B.
F = (Fx, Fy, Fz)

T ∈ R3 and τ = (τx, τy, τz)
T ∈ R3 are, respectively, the external

forces and moments applied to the CoG.
The developed mathematical model expressed in vehicle coordinated q is

written under a compact form using the general mechanical equation, as follows:

M(q)q̈ + C(q, q̇)q̇ + G = B(q)u (2)

where, q = [ξ, η]T ∈ Dξ × Dη ⊆ R3 × R3 is the generalized coordiates,
and it expresses the quadrotor position and orientation. M = MT ∈ R6×6 =[
mI3×3 0

0 J(σ(t))

]
> 0 is composed of the mass, mI3×3, and the inertia matrix,

which depends on the variation of the angle of the arms. C ∈ R6×6 =

[
0 0
0 C3×3

]

is matrix of centrifugal and coriolis effects. G ∈ R6 =
[
0 0 mg 0 0 0

]T
denote the gravitational force vector. B = I6×6 is the input matrix.

In this paper, we have chosen six possible quadrotor configurations according
to the position of the arms (X, Y, YI, H, T, O).

4
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2.2 Problem statement

The underactuated system given by (1) can be represented in Port-Controlled
Hamiltonian (PCH) form (3),

Σ :

{
ẋ =

[
J (x)−R(x)

]
∇xH(x) + g(x)u

y = gT (x)∇xH(x)
(3)

where
x is the state vector and H(x) represents the internal energy accumulation in
the system. J (x) and R(x) ≥ 0 are the interconnection skew and the damping
symmetric matrices, respectively, while g(x) is the input matrix. u and y are
defined as two power ports variables.

The main objective is to render the closed loop system assymptotically stable
by changing the matrices J (x),R(x) and H(x) i.e to force the system to follow
a desired system written in PCH form (4) according to the specifications of the
control.

Σd : ẋ =
[
Jd(x)−Rd(x)

]
∇xHd(x) (4)

3 Interconnection and Damping Assignment-Passivity
Based Control

The Interconnection and Damping Assignment-Passivity Based Control (IDA-
PBC) technique is a well-known approach that employs the PCH system and
has been effectively utilized to regulate various physical systems and practi-
cal applications. The main objective of the IDA-PBC approach is to create a
state feedback controller by shaping the total energy of the system, which is
the Hamiltonian, and changing the interconnection structure [?]. This control
method ensures that the PCH system is stable, with the energy function serving
as a Lyapunov function. Furthermore, asymptotic stability of the closed-loop is
attained at the desired equilibrium by incorporating damping into the system
through the damping-injection feedback controller.

The control law by IDA-PBC for the morphing drone is designed as:

U = −KM−1(p− pd) +∇qV(q)−∇qVd(q) + CM−1p (5)

where K = KT > 0 is a positive constant.
Considering the system (1), the control input (5) ensure the tracking of the

desired trajectories. i.e. the tracking error ≡ 0.
The Hamiltonian H(q, p) of system (2) is the sum of kinetic energy T (trans-

lational and rotational) and potential energy V, respectively.

H(q, p) = T (q, p) + V(q) (6)

which implies

H(q, p) =
1

2
pTM−1(q)p+ GT q (7)

where p is the generalized momentum.

5
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Based on (2), the dynamic of the morphing drone written in PCH model is
given as follow:

[
q̇
ṗ

]
=

(
J (q, p)−R(q, p)

) [∇qH(q, p)
∇pH(q, p)

]
+

[
0

B(q)

]
u (8)

with

J (q, p) =

[
0 I6×6

−I6×6 0

]
(9)

and

R(q, p) =

[
0 0
0 C

]
(10)

Our suggestion is to use a specific energy function, which is defined as:

Hd(q, p) = Td(q, p) + Vd(q) (11)

We alter the internal energy function of the closed loop system to achieve the
desired equilibrium configuration and ensure that the function Hd(q, p) has a
minimum value at (q∗, p∗), thus

Hd(q, p) =
1

2
(p− p∗)M−1

d (q)(p− p∗) + Vd(q) (12)

where Vd(q) and Md = MT
d > 0 represent the desired closed loop potential

energy function and inertia matrix, respectively with

q∗ = argminVd(q) (13)

To stabilize the vehicle and track any reference trajectory, we take the desired
equilibrium configuration (q∗, p∗) = (qr, pr) as the reference trajectories. In
order to maintain the energy interpretation, it is also necessary that the desired
closed loop system be in the port-controlled Hamiltonian representation.

[
q̇
ṗ

]
=

(
Jd(q, p)−Rd(q, p)

) [∇qHd(q, p)
∇pHd(q, p)

]
(14)

where

Jd(q, p) = −J T
d (q, p) =

[
0 M−1Md

−M−1Md J(q, p)

]
(15)

and

Rd(q, p) = RT
d (q, p) =

[
0 0
0 BKBT

]
(16)

The structure of the matrix
[
Jd(q, p)−Rd(q, p)

]
is identical to that of the

initial system. The PBC control input consists of two components: the first one
injects damping to the system, while the second one is responsible for shaping
the energy.

u = uDI + uES (17)

The resulting equations are obtained by substituting equation (17) into equa-
tion (8) and equating them to equation (14), in order to derive the controller.
Thus

6
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[
0 I6×6

−I6×6 −C

] [
∇qH(q, p)
∇pH(q, p)

]
+

[
0

B(q)

]
(uDI + uES)

=

[
0 M−1Md

−M−1Md J(q, p)−B(q)KBT (q)

] [
∇qHd(q, p)
∇pHd(q, p)

] (18)

The energy shaping term is derived from the second row.

uES = B−1(q)(∇qH(q, p) + C∇pH(q, p)

−M−1Md∇qHd(q, p) + J(q, p)∇pHd(q, p))
(19)

and
B(q)uDI = −B(q)KBT (q)∇pHd(q, p) (20)

The above control law relies heavily on the Md matrix, which is essential for
adapting the closed-loop behavior to the mission. This matrix includes the mass
and inertia matrices that determine the behavior of the entire system.

The injection of damping into the system is facilitated by Rd through nega-
tive feedback of the passive output, which is specifically selected in our case as
BT∇pHd(q, p) (as shown in equation (20)). The corresponding term for damp-
ing injection can be expressed as:

uDI = −KBT∇pHd(q, p) (21)

To simplify matters, the interconnection matrix remains unchanged, i.e. Md

is equal to M and J is equal to zero. Using (12), we obtain

uDI = −KM−1(p− pr) (22)

uES = ∇qV(q)−∇qVd(q) + CM−1p (23)

By using energy shaping as a state-feedback technique, the position of the system
is stabilized. To achieve asymptotic stability, damping injection is introduced
via passive output feedback.

The selection of Vd involves choosing a quadratic function as defined in equa-
tion (24), which satisfies the necessary and sufficient conditions of ∇qVd(q

∗) = 0
and ∂2qVd(q

∗) > 0, respectively.

Vd(q) =
1

2
(ξ − ξd)

TΓξ(ξ − ξd) +
1

2
(η − ηd)

TΓη(η − ηd) (24)

where Γξ and Γη denote positive definite matrices.
Using (24), the control of energy shaping uES becomes

uES =

[
−Γξ(ξ − ξd) + G
−Γη(η − ηd) + Cη̇

]
(25)

The closed loop of system (2) using control law (5) is asymptoticaly stable
By employing the IDA-PBC approach as explained earlier, the closed loop

system (2), written using the port-controlled Hamiltonian representation model (8),
can be transformed into the desired port-controlled Hamiltonian representation
model (14) using the control law (17). In this context, uES is defined by (25)
and uDI by (22), subject to the conditions of Assumption 2. Additionally, Vd(q)

7
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can be expressed as (24).

Hd(q, p) is a positive definite function chosen herein as Lyapunov candidate
function where the first time derivative is

Ḣd(q, p) = q̇T∇qHd(q, p) + ṗT∇pHd(q, p) (26)

Using (14), we get

Ḣd(q, p) = ∇pH
T
d (q, p)− (∇qH

T
d (q, p)

+∇pH
T
d (q, p)B

TKTB)∇pHd(q, p)
(27)

Then

Ḣd(q, p) = −∇pH
T
d (q, p)KT∇pHd(q, p)

⩽ eigmin(K)(p− pd)
TM−1(q)2(p− pd)

(28)

where eigmin(.) denotes the minimal eigenvalue of matrix K.
Therefore, the closed loop system is asymptotically stable

4 Simulation Results

The simulation starts with the morphing drone flying in the ’X’ configura-
tion. The drone then changes configuration according to the table reftcon-
fig, which was presented previously, respecting the time intervals given by
T =

[
0s 5s 20s 30s 60s 70s 80s

]
. Each configuration is supposed to

be adapted to a specific mission. To test the robustness of the system, simu-
lations were performed with an external disturbance of dy = dz = 0.1N.kg−1

in translation. Additionally, the simulations took into account the presence of
uncertainties △ related to the calculation of inertia and center of gravity of each
configuration

In this scenario, we create a complex path, and the results of the simulation
are presented in Figures 2 to 7. Each figure displays the progress of the vehi-
cle’s position and orientation, as well as the tracking and attitude errors and
the actuator force controls, separately. In order to facilitate a more intuitive
observation of the position system’s trajectory tracking effect during the flight,
Figure 2 depicts the three-dimensional space trajectories of IDA-PBC.

Figure 2: Absolute position of the quadrotor with disturbances.

Figure 3: Trajectories of position.

As it can be observed, the controller result in more successful tracking of the
reference trajectories. From the results dipicted in Figs. 3 and 4, it is apparent

8
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Figure 4: Euler angles.

Figure 5: Quadrotor tracking errors.

Figure 6: Quadrotor attitude errors.

Figure 7: Evolution of control signals.

that the system’s outputs converge towards the desired trajectories and exhibit
good tracking. Additionally, Figures 5 and 6 indicate that the tracking errors
converge to the origin and remain in a steady state in the neighborhood due to
the efficiency of the controllers. The curve in Fig. 7 represents the evolution of
the control inputs. As it is observed, the applied control inputs of the proposed
controllers are smooth.

5 CONCLUSIONS & FUTURE WORKS

The paper introduces a new type of drone, known as the morphing drone, which
can modify its shape during flight to fulfill a specific mission in a challenging
environment. Additionally, a nonlinear robust controller utilizing IDA-PBC was
implemented, allowing the UAV to follow the desired tracking trajectory. The
proposed controller’s asymptotic stability was also demonstrated through ana-
lytical means. To verify the analytic results, a simulation was run to exhibit the
stability of the controller. According to the simulation results, the developed
controller showed high accuracy capabilities and maintained good performance.

In our future work, we plan to approach the issue from an experimental per-
spective and extend our research to energy consumption and energy planning.

9
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bstract— In this paper, we propose a novel method to estimate 

the coordinates of points and localization in outdoor environment 

using computer vision. The proposed approach consists in 

combining visible and infrared images acquired by the Kinect 

sensor to localize the mobile robot to extend the utility of the 

Kinect sensor in outdoor environment. Our algorithm localizes a 

moving target using Kinect sensors (RGB camera, IR camera), 

using multispectral stereovision RGB/IR. MVO algorithm is based 

on two steps: first, 3D landmarks are localized in the word frame 

using multispectral images (RGB and IR images). Second, 

alignment of consecutive 3D landmarks will be used for mobile 

robot localization. 

To overcome the limitation of the multimodal visual navigation 

especially during navigation mode switching an extended Kalman 

filter (EKF) is implemented to fuse the MVO pose with the Wheel 

Odometry (WO) pose. The proposed approaches are validated 

experimentally for trajectory tracking using the mobile robot 

(Pioneer P3-AT) and several scenarios are considered. Good 

results of 3D features estimation and mobile robot localization and 

navigation are obtained. 

  

Keywords—multispectral, kinect, stereo-vision, IR, RGB. 

I. INTRODUCTION 

3D scanning has been a very popular task in the last years. 

There are several technologies that could be used to capture the 

3D geometry of an object (or a scene), such that: LIDAR [1], 

time of flight, stereo cameras, and structured light. 

Nevertheless, a scanner is an expensive and a big machine. On 

the other hand, Kinect is a low cost and handheld device 

capable of capturing, in real time, geometry and colors of a 

scene. Naturally, there is a tradeoff. The Kinect data resolution 

is typically 640*480. It is lower than most of the scanners. 

However, it is enough for several applications. Furthermore, we 

can infer better data from the captured one, i.e., reconstructing 

a surface from the depth data [2]. 

Laser based 3D scanners use a process called trigonometric 

triangulation to accurately capture a 3D shape as millions of 

points. Laser scanners work by projecting a laser line or 

multiple lines onto an object and then capturing its reflection 

with a single sensor or multiple sensors. The sensors are located 

at a known distance from the laser's source. Accurate point 

measurements can then be made by calculating the reflection 

angle of the laser light [3].  

Laser scanners are very popular and come in many designs. 

They include handheld portable units, arm based, CMM based, 

long range, and single point long range trackers, but it has  

disadvantages also as, the price of a laser 3D scanner is 

expensive, some small businesses cannot afford them and non-

contact 3D scanners can be very slow in scanning objects the 

clarity of the image may not be the best. 

Stereo vision  systems reconstruct 3D scenes by matching 

two or more images  taken at slightly different viewpoints. 

Stereo vision systems are  based on two forward-facing 

cameras, where each camera gives  a 2D projection of a scene. 

The matching of image points is  obtained by comparing a 

region in one image with matching  regions in the other image 

and selecting the most likely match  based on some similarity 

measure. These correctly matching  points can be used to 

calculate the depth of the point. Depth  information is used for 

mobile robot navigation and obstacle  detection in real time 

applications [4]. 

In this paper, a novel method for multispectral visual 

odometry (MVO) for mobile robot localization and navigation 

is proposed. Unlike the classical visual Odometry [9] [10], the 

proposed multispectral visual odometry consists in combining 

visible and infrared images to localize the mobile robot in 

outdoor environment. 

The MVO algorithm is based on two main steps, similar to 

the visual odometry algorithms: first, 3D landmarks are 

localized in the word frame using multispectral images (RGB, 

IR, and depth images) from the Kinect sensor. Second, in order 

to localize the mobile robot, constructed 3D landmarks are 

linked. 

Multispectral stereovision RGB/IR for outdoor localization is 

very important to extend the utility of the Kinect sensor in 

outdoor environment. To improve the robustness of the 

proposed algorithm MVO pose  is fused with the Wheel 

Odometry (WO) pose using an extended Kalman filter (EKF). 

When visual information is not available WO localization 

system will be used. The proposed approaches are validated and 

evaluated experimentally for a trajectory tracking problem with 

the mobile robot (Pioneer P3-AT). Many scenarios are 

considered in outdoor environment.  Good results of 3D 

features estimation and mobile robot localization and 

navigation are obtained in whatever conditions. 
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A. Previous Work: 

Many implementations of 3d estimation can be found 

in the literature, we cite for examples: 

The problem of visual odometry for ground vehicles based on 

the simultaneous utilization of multispectral cameras [5]. 

Stereo-based 3D scanner system, which is able to 

acquire various resolution range data. The system consists of 

stereo cameras and one slit laser [6]. 

depth estimation techniques using cues from two 

images, different approaches for depth estimation like 

Vergence, Stereo Disparity, Stereo Matching, Familiar Size, 

Defocus Cue, Convex Optimization, Sum of Absolute 

Differences Algorithm are reviewed and finally disparity-based 

depth estimation using Sum of Absolute Difference (SAD) 

matching algorithm were proposed in this work [4]. 

There are also papers that talk about correction of 

radial distortion of the RGB camera and find the transformation 

matrix for the correspondence between the RGB and depth 

image of the Kinect v2 [7]. 

Following the private works we propose an algorithm 

for 3D estimation based on multispectral stereo vision. The 

propose system should be able to estimate 3D coordinate of 

known object in Outdoor environment, by combining the 

(RGB/IR) images. 

II. MULTISPECTRAL SENSOR  

 

A standard visual sensor collects red, green and blue 

wavelengths of light. Multispectral sensors are able to collect 

these visible wavelengths as well as infrared radiation and 

ultraviolet light (non-visible wavelengths). 

There too many multispectral sensors like, laser 3D, RGB-

D camera, in our work we have used Kinect v1 sensor 

because it's easy for manipulation and installation on windows 

and matlab also, cheaper compared to other multispectral 

sensors, it offers fast 3D information. 

A. Kinect sensor 

Kinect appeared on November 4, 2010, as an accessory to 

Xbox 360 Console. It is a device developed by the Prime Sense 

Company in collaboration with Microsoft. In January of 2012, 

more than 18 million units were sold. In February of 2012, a 

version for Windows was released [2]. 

The Kinect Camera (Figureure 1) has a 640 x 480 32-bit 

RGB color camera and a 320*240 16-bit DEPTH camera both 

running at 30 frames per second. The field of view (FOV) of 

cameras is 57º horizontally and 43º vertical. It has a motorized 

angle driver which can tile the both cameras 27º vertically and a 

microphone array which is used for detecting voice commands 

[8].  

 

 
Figure.1.  The Kinect sensor which was released by Microsoft. The 

sensor is used in Xbox 360 gaming console for control free game experience. 

 
Figure.2.  Kinect provided data: RGB image (left), DEPTH (middle) 

and infrared image (right). 

B. Camera model 

In order to use the Kinect readily we must calibrate it 

first we calibrate the two cameras alone (RGB and IR) to get the 

intrinsic parameters, second for determining the extrinsic 

parameters we consider the two cameras as a stereoscopic bench 

in which we interested in the distance between the two cameras 

(base line). 

In this work we considered the left (RGB) camera as 

reference camera. 
The relationship between the homogeneous image 

coordinates  �̂� = (𝑢, 𝑣, 1)                                               and the camera 

coordinates  𝑋𝑐 = (𝑋𝑐, 𝑌𝑐, 𝑍𝑐) is given by �̂� = 𝐼𝐶 ∗ 𝑋𝑐.                                                                                     

 Let ICRGB
 and  ICIR

 be calibrations matrices of RGB 

camera and IR camera successively. 

 

𝐼𝐶𝑅𝐺𝐵
= [

𝛼𝑢 0 𝑈0

0 𝛼𝑣 𝑉0

0 0 1

]           𝐼𝐶𝐼𝑅
= [

𝛼′𝑢 0 𝑈′0

0 𝛼′𝑣 𝑉′0

0 0 1

] 

Where 𝛼𝑢, 𝛼𝑣 correspond to the focal length 𝑈0, 𝑉0 

the principal point coordinates. Therefore, the projections 

�̂�𝑅𝐺𝐵 = (𝑈𝑅𝐺𝐵 , 𝑉𝑅𝐺𝐵 , 1) and �̂�𝐼𝑅 = (𝑈𝐼𝑅 , 𝑉𝐼𝑅, 1) on the left and 

right cameras, respectively, are given by 

 

�̂�𝑅𝐺𝐵 = 𝐼𝐶𝑅𝐺𝐵
∗ 𝑋𝑐            �̂�𝐼𝑅 = 𝐼𝐶𝐼𝑅

∗ (𝑋𝑐 − (𝑏𝐿 , 0, 0)𝑇) 

𝑏𝐿 denotes the stereo baseline. 

C. Camera parameters 

Calibration tools such as Camera Calibration Toolbox for 

Matlab are available to determine the intrinsic parameters of the 

cameras. A set of checkerboard images from both color and IR cameras 

are used to identify the corners of the checkerboard pattern in RGB and 

IR images. Then, by solving the equations from the correspondences of 

the corner points and by using the non-linear optimization technique to 

reduce the reprojection errors, the intrinsic camera parameters such as 

focal length, principal points, and skew can be determined [9].  

Results of calibration obtained are presented in Table 1. 

TABLE 1: CAMERA PARAMETERS FOR KINECT V1. 

Right camera 

IR 
Focal length 

𝛼𝑢 = 526.97494     
𝛼𝑣 = 528.35283 
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Principal 

point 

𝑢0 =  324.17104    
𝑣0 = 254.74485 

Left camera 

RGB 

Focal length 
𝛼𝑢 =  582.52835   
𝛼𝑣 = 584.54913  

Principal 

point 

𝑢0 = 322.26189 
𝑣0 =  240.73137  

Baseline  𝑏𝐿 = 26𝑚𝑚 

III.  MULTISPECTRAL IMAGES FOR 3D ESTIMATION  

Reconstructing a three-dimensional image of a scene from 

a collection of two or more images taken from various angles is 

known as 3D reconstruction. When we have one or more 2D 

representations of an object and want to find the coordinates of 

the elements visible on these representations in a reference of 

the real 3D space, this is when we run into the problem of 3D 

estimation. 

IV. 3D ESTIMATION USING MULTISPECTRAL (RGB/IR) 

One of the major challenges in computer vision, and stereo 

vision in particular, is the correspondence/matching problem. It 

involves matching corresponding points in 2D that are a 

projection of the same 3D point in the scene. This task proved 

very demanding when implemented on images of the same 

spectral band and very challenging on images captured with 

sensors operating in different spectrum such as visible (RGB) 

and infrared (IR) [10]. 

 
Figure.3.  3D estimation using (RGB/IR). 

In our work we have to get 3 D estimation using RGB and 

IR images acquired from Kinect v1 sensor,  and estimate  the 

coordinates of  points in outdoor averments, according to the 

diagram show in figureure 3. 

The acquired images from Kinect are very unclear 

(figureure 4), why it is very hard to associated, so before any 

manipulation a step of processing is mandatory, 

 
Figure.4.  acquired images from Kinect (left) and infrared image (right). 

 

A. IR processing 

This step is used to clarify IR image, in order to facilitate 

features extraction and matching. Figureure 5 above shows the 

processing steps. 

 

 
 

                      Figure.5.  IR image processing steps. 

B. Feature extraction 

Feature extraction (figure 6) task has as main goal to 

characterize and represent a given image by a set of distinctive 

features. Those features should be stable enough to be repeatedly 

detected in each stereo image, invariant to geometric 

transformations and robust to noise. There are mainly local 

features (edges, corners…etc) and global features (image 

structures…etc) [11]. 

 
Figure. 6.  feature extraction. 

C. Feature matching 

The matching process (figure 7)is achieved using the 

cosine similarity function that is often adopted in comparing 

wavelet based descriptors. Each feature in the left image at 

a position (x,y)  is compared to all the features in the right 

image located within a rectangular disparity window ( 

𝐷𝑖𝑠𝑝𝑥 ∗  𝐷𝑖𝑠𝑝𝑦 ) centered at (x,y). 𝐷𝑖𝑠𝑝𝑥𝑎𝑛𝑑  𝐷𝑖𝑠𝑝𝑦  

account for the maximum expected horizontal and vertical 

disparities respectively [12]. 

 
Figure .7. feature matching. 
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 For matching this feature, we have compared between 

two methods of feature matching; matrix correspondence 

method and SURF method [12]. 

D. multispectral mapping 

Contrary to an ordinary stereovision, involving images 

of the same specter, the spectral multi- stereovision cannot 

base on the luminous intensity itself what returns the stage 

of putting in difficult correspondence RGB/IR. For this 

problem, we planned two steps: 

• Use the detector of the points of interest: as of detector surf, 

in this case of      face, the detection is made in the image 

RGB and in the image IR (figureure 6).        The core of 

SURF feature point detection is Hessian matrix. Firstly, the 

Gaussian filtering is applied to the image, and then the 

Hessian matrix is obtained by Gaussian difference method. 

• Use an algorithm for the putting in correspondence 

based on SURF detector descriptor. 

E. Surf detector:  

After using feature point extraction by surf detector, the 

second method for make multispectral correspondence is to use 

SURF descriptor construction which comprises the construction 

of the main direction of the feature point and the surrounding 

image information, result of this experience is chew in figureure 

8. 

 
 

Figure. 8.  Correspondence using SURF descriptor. 

In our experience we have chosen SURF (Speeded Up 

Robust Features) detector to extract feature, for its robustness, 

efficiency, invariance in changing of scale, rotation and image 

transformation. 

F. Calibration of Kinect 

To estimate the depth, we tried a new approach; we 

know that the depth varies according to the disparity, with an 

equation of the form: 

𝑍 = 𝑏
𝑓

𝑑
 

𝑍 = 𝐶/𝑑 

With b the baseline, f the focal length and d disparity. 

The disparity (𝑑 =  𝑦 −  𝑦') with y coming from the 

right image and y' from the left image, and   𝐶 = 𝑓 ∗
𝑏 (C is constant). 

So we took known distances and for each distance we 

record the disparity (we record the coordinates of the object in 

the two images manually), after this operation, we draw the 

inverse of the depth according to the disparity.  

After tracing the variation of Z-1 according to the 

disparity, we approximate this variation by a linear function, we 

got the figureure 9. 

 

 

 
                 (a)                                                   (b) 

 
Figure .9. Variation of Z-1 according to the disparity. 

G. Precision evaluation  

The objective of this part is to evaluate the precision of average 

DEPTH for ten (10) points of a surface parallel to the Kinect. 

To realize this experiment we have fixed the Kinect on a support 

facing a checkerboard. We have moved the Kinect sensor along 

the Z axis and measure the real distance between the camera and 

points fixed on the checkerboard each time. Several tests have 

been carried out by moving the sighting device from 0.8 to 2.8m. 

 

 
(a)                                                  (b) 

 

Figure.10. (a) DEPTH evaluation, (b) error evaluation, vs true DEPTH 
(IR/DEPTH). 

 

Figureure 10 (a) shows the average DEPTH acquired by 

Kinect vs true DEPTH for a single point, we started with z = 800 

mm to z=2800 mm, we note that the results acquired by the 

Kinect follow approximately the true depth. The error 

increasing, when depth is between 800 mm and 1550 mm, after 

that it remains constant to z=2000 mm (about 30 mm). Then it 

increases until 70 mm when z=2800mm (figure 10 (b)). 

V. DISCUSSION 

The following table summarizes the results of the variance 

obtained in this case of the 3D estimating. 

TABLE 2: THE RESULTS OF THE VARIANCE. 
 Day Outdoor  

RGB/IR 

X(mm) 𝜎𝑥=15 

 

 

matched points 1

matched points 2
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Z∈[1400  2200] 

Y(mm) 
𝜎𝑦=20 

Z∈[1400  2200] 

Z(mm) 

𝜎𝑧=37 

 Z∈[1200  2400] 

 

Overall, the estimate of depth in outdoor is accurate. 

An error of 37 mm for a distance of 2400 mm that is to say 

0.37% which represents a very good precision in mobile 

robotics. 

VI. ALGORITHM OF MULTISPECTRAL VISUAL ODOMETRY 

(MVO) 

By observing a series of images of the robot's surroundings, 

visual odometry is the process of calculating the robot's motion 

(translation and rotation with respect to a reference frame). The 

first two steps involve finding and matching 2D features in 

successive frames for each new image Ik (or image pair in the 

case of a stereo camera or Kinect). The term "2D/3D image 

correspondences" refers to image features that are the same 3D 

features projected onto different frames [14]. 

In this paper, the localization algorithm based on Multispectral 

Visual Odometry (MVO) using Kinect sensor is proposed for 

outdoor localization [15]. For every new observation given by 

the Kinect, a 3D estimation (𝑃𝑘 𝑖) of the observed features is 

obtained using available images at time 𝑖. The next step of the 

MVO is the estimation of the robot pose (translation and 

rotation) by minimizing the criterion [16]:                                                                                                               

𝐹(𝑅,𝑡) = 1 𝑁 ∑ ∥ (𝑅𝑃𝑘 𝑖+1 + 𝑡) − 𝑃𝑘 𝑖 ∥ ² 𝑁 𝑘=1 

A. MVO Algorithm based on ICP-SURF 

An Iterative Closest Point (ICP) algorithm and SURF 

detector/descriptor are combined to minimize the criterion given 

in the Equation. In this instance, there are two steps in the pose 

estimation process. Using SURF detection and matching, the 

first step entails determining the correspondence between two 

subsequent 3D scans. The mean square error (MSE) between 

two consecutive scans is minimized in the second step in order 

to estimate the geometric transformation (rotation and 

translation) (Figure. 11). The ICP algorithm's computation time 

is greatly reduced when using the SURF descriptor for point 

association, and the estimated pose will quickly meet the 

convergence criterion. The following flowchart illustrates the 

idea behind the Iterative Closest SURF points (ICP-SURF) 

algorithm for visual odometry. 

VII. MOBILE ROBOT LOCALIZATION USING EKF-MVO 

In certain scenarios, in which the visual information is not 

available (bad weather or dark area) few number of SURF 

features are detected, thus the MVO algorithm [16] provides 

poor localization performances.  

As solution, in this paper, we propose to combine the 

multispectral visual odometer (MVO) pose with the mobile 

robot wheel odometer (WO) pose using an Extended Kalman 

Filter [17] [18]. The use additional sensor (WO) can maintain a 

suitable pose estimation and overcome MVO limitations 

(Figure. 12). Moreover, the proposed EKF-MVO algorithm 

(figure  13) 

 

 
Figure.11. Multispectral Visual Odometry (MVO) algorithm using ICP-SURF 

algorithm 

 

 
Figure.12. EKF-MVO algorithm 
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Figure.13. MVO-EKF algorithm 

VIII. RESULTS AND DISCUSSION 
In section V, 3D estimation algorithm is validated and evaluated in 

outdoor environment. Based on this result further experiments are 

considered to evaluate and validate the proposed Multispectral Visual 

Odometry (MVO) algorithm for mobile robot localization. The 

localization algorithm is validated on a trajectory-tracking task, where 

the mobile robot with embedded Kinect sensor (Figure.14) should 

track accurately a desired (reference) trajectory using the proposed 

approach. The proposed EKF-MVO is compared to the MVO and the 

mobile robot Wheel Odometry (WO). 

 
Figure.14 The mobile robot Pioneer with a Kinect Camera. 

Trajectory tracking results using multispectral in outdoor environment 

is mainly based on RGB and IR images to estimate the mobile robot 

pose. From Figure. 15, we can observe that MVO localization 

precision is decreased significantly. In the other hand, MVO-EKF 

maintains a suitable localization accuracy using stereovision. 

 
Figure.15. Trajectory tracking using MVO, EKF-MVO and Odometry for 

outdoor localization (RGB/IR). 

 
Figure.16. (a) Mobile robot X position, (b) mobile robot Y position, (c) 

mobile robot THETA position 

 
Figure17. (a) X error, (b) Y error, (c) THETA error 

Figure. 16 (a, b and c) shows respectively the mobile robot position 

(X, Y and Theta) for different localization approaches; precision 

evaluation is given by Figure. 17 (a, b and c), from this figureure we 

can observe that even in outdoor navigation (IR sunlight disturbance) 

the MVO-EKF performs much better than the Odometry and the MVO. 

IX. Conclusion 

The objective of our work was to implement an algorithm 

for outdoor localization of mobile robot using camera Kinect V1, this 

algorithm localizes moving trage. 

The proposed approach based on Multispectral Visual Odometry 

(MVO) use stereovision between RGB/IR images. 

To overcome the limitation of the MVO especially during 

the navigation of our robot an extended Kalman filter (EKF) is 

implemented to fuse the MVO pose with the Wheel Odometry (WO) pose.  

The proposed localization algorithms are evaluated and validated on a 

trajectory tracking problem. From the experimental results, good 

precision of 3D estimation has been obtained by the proposed 

approach even in outdoor environment. 
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Abstract— This paper presents a design approach that relies 
on Backstepping based Active Disturbance Rejection Control 
strategy for trajectory tracking control of a PUMA560 robot 
accounting uncertainties. The control design aims to achieve 
accurate trajectory tracking and disturbance rejection for 
unknown disturbances that may affect the performance of the 
plant. The system under consideration is six degrees of freedom 
industrial manipulator, and the performance of the control 
design is demonstrated on the first three joints. This paper 
conducts a performance comparison between conventional 
Backstepping control, ADRC and Backstepping- ADRC. 

Keywords: Backstepping, ADRC, Control, PUMA560. 

I. INTRODUCTION 

In recent decades, the field of robotics technology and its 
practical applications has seen a notable emphasis on the 
development and deployment of adaptive control strategies. 
Robust control, Backstepping control, Active Disturbance 
Rejection Control (ADRC), and other similar methodologies 
have become prominent in this pursuit.  

Uncertainties and external disturbances are inherent in the 
modeling and control of dynamic systems, playing a pivotal 
role in shaping control system performance. Extensive research 
efforts have been dedicated to identifying and compensating 
for these uncertainties, leading to the development of various 
control methodologies. Among these, Backstepping control has 
emerged as a widely adopted approach for managing uncertain 
systems [1-2]. However, while Backstepping effectively 
addresses parametric uncertainties, its performance often 
diminishes in the presence of complex, uncertain 
nonlinearities. To mitigate the performance degradation in the 
presence of uncertain nonlinearities, researchers often turn to 
adaptive control approaches [3]. 

To contend with systems characterized by extensive 
uncertainties, the Active Disturbance Rejection Control 
(ADRC) framework was introduced by J. Han. The core 
concept behind ADRC revolves around treating all unknown 
aspects of a system as a unified disturbance, which is 
continuously estimated in real-time by an extended state 
observer (ESO) [4-5]. 

Recognizing the complementary strengths of Backstepping 
and ADRC, researchers have begun exploring their combined 
application, resulting in a more potent control strategy for 
uncertain nonlinear systems. This combined approach offers 
several distinct advantages, including improved convergence to 
desired trajectory profiles without the need for excessively 
high feedback gains and the elimination of steady-state errors. 
These benefits have spurred considerable interest and attention 
from the research community [6-7]. 

In this paper, we delve into the integration of Backstepping 
and ADRC, elucidating the synergistic advantages it offers for 
the control of systems fraught with uncertainties and 
nonlinearities. The concept of Backstepping-ADRC represents 
a fusion of two powerful control methodologies. Backstepping 
control, which involves designing controllers recursively for 
each dynamic variable, is combined with the principles of 
ADRC to enhance control performance in complex systems. In 
this approach, the control law is systematically designed, 
considering the intricate system dynamics step by step. 
Meanwhile, the Active Disturbance Rejection Control strategy 
actively estimates and compensates for disturbances, ensuring 
robustness in the presence of uncertainties. By integrating these 
concepts, Backstepping-ADRC aims to achieve accurate 
trajectory tracking and disturbance rejection in systems with 
complex and interrelated dynamics. 

The paper is organized in the following manner: Section 2 
presents the manipulator dynamics. Section 3 outlines the 
proposed control design methodology. Section 4 showcases the 
simulation results of the proposed controller compared to the 
conventional Backstepping control and ADRC method. Lastly, 
in Section 5, conclusions are provided. 

II. SYSTEM OVERVIEW 

A.  Dynamics of PUMA560  

The general form of the dynamic model of a manipulator 
can be expressed as 
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The dynamic equation, referred to as the configuration 
space equation, is obtained by expressing the velocity-
dependent term  differently, leading to matrices that 
solely depend on the manipulator position [8] 

 
   

 

Where  is  vector of torques,   is  inertia 
matrix of the manipulator,  is  matrix of 

Coriolis torques,  is  matrix of Centrifugal torques, 

and  is  vector of gravity terms. 

  :  is the position vector  is  
vector of joint velocity products given by 

, 

and  is  vector given by . 

More model details are available in [8]. 

B. Using PUMA560 as 3 degrees of freedom 

The configuration space equation of a 3-DOF PUMA robot 
has the same configuration space equation general form as that 
of a 6-DOF PUMA robot. In the 3-DOF robot, the last three 
joints are blocked to maintain their initial states during motion. 

 By setting the values of these joints to zero 
  for the configuration space equation [9], 

yields 

 

 

 

 

 

 

And  

 

  
 The angular acceleration is determined to be 
 

 
 Let 

   

 

       Then  

 

        ] 

 -[ ]                                (5) 

]   

 
]                            (8) 

      
 

These equations suggest that to maintain zero values for 

the last three dynamics, it is preferable to set . 

Consequently, the control torques of the last three joints 
are held as 
 

]                      (11) 

 

 
Therefore, it can be concluded that the last three joints are 

constrained to remain in their initial states. 

III. CONTROLLER DESIGN 

A. Active Disturbance Rejection Control design 

Let the model (1) with three links in the following form be 
considered  

 

 

 
  is the external disturbances.  is a 

measurable output of the system. The focus is on the 
investigation of trajectory tracking, where  

a desired trajectory, denoted as , is specified. This 

desired trajectory is characterized by continuous  

differentiability of at least class . The objective is to 

achieve 
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 In addressing this issue, the controller is designed 

following the principles of the ADRC paradigm [10]. The 
initial step involves the estimation of the unmeasurable state 

variable  and the total lumped disturbance. 

Let  and . Then we can rewrite (14) in the 

normal form 

                                   

                     (18) 

Let  be differentiable and defined as . By defining 

an extended state , the extended state space equation 
will be 

 
                                   

                  (19) 

                                                                                     

 
Where 
 

 

                                                

 

 
 is a vector of unknown dynamics and external 

disturbances . 

The dynamics are determined by the following equations 
of the extended state observer 

 

 

 

This observer is expected to guarantee, that the vector   

converges to  as . ,  and  are the observer gain 

parameters. 

The ESO gains can be found using a simple pole-    
placement method, where the roots of a characteristic 
polynomial 

 
 

 

 
Are compared to a following polynomial 

 

 
which places all of the observers poles in the left half 

plane at , making the characteristic polynomial a 

Hurwitz-type. 

 is known and measurable, so it can be used to obtain 

both estimates of plant dynamics. On the other hand,  is not 

available for the measurement, so the estimate of  

is designed using  vector. 

 The estimates of the Extended State can be used in a 
feedback signal to guarantee the trajectory tracking and the 
disturbance rejection. A control law is described as follows 

 

 
With 

 
  is a feedback controller.  and  are the selected 

controller gains. 

 If  , it signifies that all uncertainties, caused by 

both the unknown dynamics and external disturbances, can be   

effectively rejected by the previously described controller  

(25). 

B. Backstepping-ADRC design 

 
Based on the nonlinear error control law in ADRC, the 

Backstepping-ADRC control law is formulated with the 
explicit aim of enhancing the tracking performance, with the 
objective of ensuring that the input signal is more accurately 
tracked by the output signal [11]. 

Defining the position error as 

 

 
      Its dynamics is governed by 

 

 
      Define the Lyapunov function for the system  as 
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The derivative of  along the tracking error dynamics (28) 

is given by 

  

To render it negative definite, the following fictitious 
control signal is chosen 

 

 
where , and  is the virtual control quantity. From 

Equation (31), we can obtain 

  

Then (30) become  

 

 
If ,  ≤ 0, we need to design the next step. 

Choosing the candidate Lyapunov function as 

 
The derivative of (32) is 

 

 

 
Then we obtain  

 

 

 

To make  negative definite, the following fictitious 

control is chosen 

 

 

 

. Subsequently, we can obtain 

 
Equation (32) can be expressed as  

 

 
Then  

 

 

 
As the first two terms of (40) take the form , 

they are similar to those in (25). Therefore, (40) can be  

integrated with (25) to create the Backstepping-ADRC control  

law. 

IV. SIMULATION RESULTS 

In Matlab/Simulink, Backstepping-ADRC is applied for 
controlling plant (14). By comparing the tracking performance 
and robustness (disturbance rejection and errors) of the 
conventional ADRC, Backstepping, and the proposed 
controller, the dynamic control performance of Backstepping-
ADRC is verified and analyzed according to the simulation 

results under external disturbances .  

To ensure a robust dynamic coupling, only the first three 
links of the PUMA560 robot are included in the simulation 
model, as stated in [9]. 

 
The aim of each joint is to follow a given reference 

trajectory generated in operational space. The controllers 

(ADRC and Backstepping-ADRC) were tuned using the same 
set of parameters. Chosen controller gains are  

 

and observer parameters are  

and  

Trajectory tracking: Fig. 1, Fig. 2 and Fig. 3 presents 
trajectory tracking of the first joint angle before and after 
adding uncertainty for the Backstepping controller, ADRC and 
Backstepping-ADRC respectively. The trajectory tracking 
performance of the Backstepping control exhibited remarkable 
accuracy, with an error as low as -0.01. In contrast, the ADRC 
showed a relatively larger error of approximately ± 0.05. This 
disparity can be attributed to the approach employed in each 
method. Backstepping leverages the derivative of the error 
directly in the control law, while ADRC relies on the 

estimation of  due to its non measurability. 

However, the integration of Backstepping and ADRC, 
referred to as "Backstepping-ADRC" delivers a more 
satisfactory trajectory tracking performance, even when 
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employing the same controller parameters and relying on the 

estimate of , as mentioned earlier. 

 
Figure 1.  First joint trajectory tracking with and without 

uncertainty under the Backstepping control 

 

Figure 2.  First joint trajectory tracking with and without 
uncertainty under the ADRC 

 

Figure 3.  First joint trajectory tracking with and without 
uncertainty under the Backstepping-ADRC  

Path errors: Figure 4 illustrates the trajectory tracking 
errors for the first three joints. The tracking errors were 
satisfactory for both Backstepping and Backstepping-ADRC. 

However, in ADRC, the error is augmented due to the use 

of the estimated . 

 
Figure 4.  Trajectory tracking error for the Backstepping control, 

ADRC and Backstepping-ADRC 

 
Joint angles estimation: The first three joints are shown 

in Figure 5 with their estimates, resulting in a perfect 
estimation of the observer chosen for the Backstepping-
ADRC. 
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Figure 5.  The first three joints estimation for the Backstepping-

ADRC 

 
Control signals: The Backstepping-ADRC control inputs 

are presented in Figure 6. 

 
Figure 6.  Control torques of the Backstepping-ADRC 

V. CONCLUSION 

In this paper, we proposed a method to address the impact 
of uncertainties in the manipulator control model, which is the 
integration of ADRC and Backstepping control strategies, 
particularly for a PUMA560 robot with a focus on its first three 
joints. We introduced uncertainties into the system, which 
added a significant layer of complexity to the control 
challenge. Our comparative analysis revealed that 
Backstepping-ADRC outperformed traditional ADRC and 
Backstepping control in terms of trajectory tracking. 
Backstepping-ADRC offers better performance in the presence 
of uncertainties. It combines the robust disturbance rejection 

capabilities of ADRC with the recursive control design of 
Backstepping control, resulting in improved tracking and 
disturbance rejection. Based on this paper, further verification 
of the applicability of the proposed controller for complex 
multi-degree-of-freedom manipulators is required. 
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Abstract—Trajectory planning presents several challenges that 
need to be addressed to ensure effective and reliable flying robot’s 
motion. These challenges include collision avoidance, real-time 
planning, dynamics environments, and high-dimensional state 
spaces. Metaheuristic algorithms emerge as a promising approach 
for overcoming these challenges, providing a viable solution to 
navigate complex scenarios, optimize trajectories, and handle 
uncertainties effectively. In this work, a new trajectory planner 
based on the Water Cycle Algorithm (WCA) is proposed for a 
flying robot called quadrotor, to find the best possible, achievable, 
and optimal trajectory in a 3D environment with obstacles. The 
WCA algorithm, emulates the water cycle’s dynamic processes, 
consider path length as an objective function while incorporating 
constraints such as collision avoidance, velocity limit, flying robot 
non-holonomic constrains, and time execution. The performance 
of the WCA was evaluated by comparing it with the Firefly 
Algorithm (FA) and the Particle Swarm Optimization (PSO). The 
obtained results demonstrated that the trajectory planned by 
WCA outperformed the trajectories generated by FA and PSO, in 
terms of path length. 

Keywords: Quadrotor, Trajectory Planning, Obstacle Avoidance, 
Optimization, Water Cycle Algorithm (WCA). 

I. INTRODUCTION  
In recent years, the field of robotics has witnessed 

remarkable advancements, particularly in the realm of flying 
robots. While the applications of the flying robots continue to 
expand and diversify, encompassing a wide range of tasks such 
as object detection, aerial photography, disaster response, search 
and rescue operations, infrastructure inspection, and even 
assisting in medical deliveries, the challenge of trajectory 
planning remains a significant hurdle.  

Hence, optimal track planning has become a significant 
research topic due to the increasingly complex flight missions 
and changing flight environments [1]. Additionally, Trajectory 
planning involves solving the complex task of motion planning 
while incorporating various constraints. This becomes 
particularly challenging when dealing with systems with a large 

number of degrees of freedom (DOF) [2], such as quadrotors 
which have six DOF. Moreover, Quadrotors possess distinctive 
characteristics such as coupling, underactuation, and 
nonlinearities, which contribute to the inherent complexity of 
trajectory planning. Consequently, successfully addressing these 
constraints and finding optimal paths requires sophisticated 
algorithms and techniques. 

The trajectory tracking of quadrotors has garnered 
significant attention among researchers, and related works have 
been extensively reported in the literature. Traditional methods, 
including the potential field method, Dijkstra algorithm, and 
RRT (Rapidly-Exploring Random Tree) algorithm, have been 
employed for quadrotor trajectory planning. These methods 
typically rely on constructing the map environment for the target 
before initiating the trajectory planning process [3]. The 
potential field method has been applied in [4], for quadrotor 
trajectory planning under dynamic environment. The authors in 
[5], utilized Dijkstra's algorithm to quadrotor path planning in a 
closed and known environment with obstacles and boundaries, 
enabling obstacle avoidance and finding the shortest path from 
an initial to a final position. In [6], the formation landing 
problem of quadrotors is addressed using RRT algorithm for 
path planning and considering static obstacles. Simulation 
results show the applicability of the proposed framework in real-
time. 

Recently, metaheuristic algorithms enhance quadrotor 
trajectory planning performance and flexibility. They handle 
high-dimensional spaces better, ensuring smoother and more 
accurate tracking. A new path planning method using PSO is 
presented in [7] for quadrotors, aiming to optimize smooth 
trajectories, minimizes flight distance, and ensures collision 
avoidance. Simulation results demonstrates its effectiveness in 
generating efficient and collision-free trajectories. In [8], a 
Differential Evolution (DE) algorithm-Artificial Bee Colony 
(ABC) algorithm is proposed, to address the limitations of the 
traditional ABC algorithm by incorporating the diversity-
enhancing mechanisms of the DE algorithm, for quadrotors path 
planning and obstacle avoidance in urban environments. The 
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proposed hybrid algorithm demonstrates superior performance 
over the traditional ABC and DE algorithms. Genetic Algorithm 
(GA) is used in [9], for quadrotors path planning. The algorithm 
navigation waypoints to minimize distance and avoid obstacles. 
Real-time experiments validate the algorithm's effectiveness. In 
[10], a new algorithm for path planning in quadrotors is 
presented, based on the teaching-learning-based optimization 
(TLBO) algorithm. The proposed algorithm, called Multi-
subject TLBO, enhances TLBO with mutation, elite selection, 
and multi-subject training to improve solution quality and 
convergence speed. Comparative analysis and real UAV 
experiments confirm its effectiveness in generating optimal, 
collision-free paths in complex environments.  

In this work, a new trajectory planner based on the WCA is 
proposed, for quadrotor trajectory planning. The WCA operates 
by representing potential solutions as water drops within a 
search space. This algorithm is utilized to determine the 
waypoints of the optimal trajectory.  Each water drop 
corresponds to a waypoint along the trajectory between the 
initial and final points, and the optimization process emulates the 
natural movement of water drops to determine optimal paths. In 
this process, the objective function considers path length as a key 
criterion for finding the best optimal trajectories.  The main 
objective of the proposed trajectory planner is to generate 
smooth and collision-free trajectory for the flying robot in an 
environment that includes 25 obstacles in the form of cylinders. 
The cylinders are used to model buildings of various heights and 
diameters. A comparative study was conducted with FA and 
PSO to validate the effectiveness of the proposed trajectory 
planner based on the WCA. The obtained results show that the 
WCA-based planner produced shorter path lengths. 

The structure of this paper is as follows: Section 2 presents 
the quadrotor mathematical model. The trajectory planning 
problem is described in Section 3. Section 4 explains the WCA 
The obtained results are presented and discussed in Section5. 
Finally, Section 6 provides the conclusion of this paper. 

II. QUADROTOR MATHEMATICAL MODEL 
A quadrotor is a flying robot with four rotors arranged in a 

cross formation, possessing six DOF and controlled by four 
brushless direct current motors [11]. The equations of motion for 
a quadrotor, derived from the Newton-Euler formalism, can be 
represented by a set of six equations that describe both the 
rotational and translational dynamics of the flying robot [12]. 

�̇�𝑝 = 1
𝐼𝐼𝑥𝑥

[(𝐼𝐼𝑦𝑦 − 𝐼𝐼𝑧𝑧)𝑞𝑞𝑞𝑞 − 𝐾𝐾𝑓𝑓𝑓𝑓𝑓𝑓𝑝𝑝2 − 𝐽𝐽𝑟𝑟𝛺𝛺�𝑞𝑞 + 𝑈𝑈𝜙𝜙]       (1a) 

�̇�𝑞 = 1
𝐼𝐼𝑦𝑦

[(𝐼𝐼𝑧𝑧 − 𝐼𝐼𝑓𝑓)𝑝𝑝𝑞𝑞 − 𝐾𝐾𝑓𝑓𝑓𝑓𝑦𝑦𝑞𝑞2 + 𝐽𝐽𝑟𝑟𝛺𝛺�𝑝𝑝 + 𝑈𝑈𝜃𝜃]        (1b) 

�̇�𝑞 = 1
𝐼𝐼𝑧𝑧

[(𝐼𝐼𝑓𝑓 − 𝐼𝐼𝑦𝑦)𝑝𝑝𝑞𝑞 − 𝐾𝐾𝑓𝑓𝑓𝑓𝑧𝑧𝑞𝑞2 + 𝑈𝑈𝜓𝜓]            (1c) 

�̈�𝑥 = 1
𝑚𝑚

[(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 + 𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶 𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶)𝑈𝑈𝑧𝑧 − 𝐾𝐾𝑓𝑓𝑓𝑓𝑓𝑓�̇�𝑥]  (1d) 

�̈�𝑦 = 1
𝑚𝑚

[(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶 − 𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶)𝑈𝑈𝑧𝑧 − 𝐾𝐾𝑓𝑓𝑓𝑓𝑦𝑦�̇�𝑦] (1e) 

�̈�𝑧 = 1
𝑚𝑚

[(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆)𝑈𝑈𝑧𝑧 − 𝐾𝐾𝑓𝑓𝑓𝑓𝑧𝑧�̇�𝑧] − 𝑔𝑔          (1f) 

where 𝑥𝑥, 𝑦𝑦, and 𝑧𝑧 represent longitudinal, lateral, and vertical 
motions, respectively. 𝐶𝐶,𝑆𝑆, and 𝐶𝐶 denote bank, pitch, and 
heading angles, while  𝑝𝑝, 𝑞𝑞, and 𝑞𝑞 are roll, pitch, and yaw rates, 
respectively. 𝑈𝑈𝑧𝑧, 𝑈𝑈𝜙𝜙, 𝑈𝑈𝜃𝜃, and 𝑈𝑈𝜓𝜓 are altitude, roll, pitch, and yaw 
commands, respectively. 𝑚𝑚 represents the quadrotor's mass. 𝑑𝑑 is 
the quadrotor's mass-center to propeller axis distance. 𝐼𝐼𝑓𝑓, 𝐼𝐼𝑦𝑦 , and 
𝐼𝐼𝑧𝑧  are the roll, pitch, and yaw inertia moment, respectively. 
𝐾𝐾𝑓𝑓𝑓𝑓𝑓𝑓 ,𝐾𝐾𝑓𝑓𝑓𝑓𝑦𝑦, and 𝐾𝐾𝑓𝑓𝑓𝑓𝑧𝑧 denote the positive drag coefficients, 
whereas 𝐾𝐾𝑓𝑓𝑓𝑓𝑓𝑓 ,𝐾𝐾𝑓𝑓𝑓𝑓𝑦𝑦 , and 𝐾𝐾𝑓𝑓𝑓𝑓𝑧𝑧  are the aerodynamic friction 
coefficients. The drag coefficient force is denoted as 𝐶𝐶𝐷𝐷, while 
𝑏𝑏 represents lift force coefficient. 𝑔𝑔 is the gravity acceleration. 

III. TRAJECTORY PLANNING PROBLEM DESCRIPTION  
      The quadrotor trajectory planning problem can be framed as 
an optimization problem, where the goal is to find the optimal 
waypoints for the quadrotor's flight path. To tackle this 
problem, a WCA is employed which will be explained in the 
next section.  

A. Environement model  
In this work, the environment model used for trajectory 

planning is a 3D representation that incorporates 25 obstacles 
represented as cylinders to accurately model buildings of 
varying heights and diameters. By considering the presence of 
these obstacles, the trajectory planner ensures that the flying 
robot navigates safely and avoids any potential collisions during 
its flight. The environment model is represented in Fig. 1, while 
Table I provides the coordinates of each obstacle. 

 

Figure 1.  Environment model. 

B. Constraints 
      The quadrotor trajectory planning involves several 
constraints that must be considered to ensure safe and efficient 
flight: 

• Non-holonomic constraints 
       The explicit representation of the coupling between 
different states of the flying robot is made possible through the 
development of non-holonomic constraints. These constraints 
are utilized in quadrotor trajectory planning to ensure realistic 
motion, generate safe trajectories, optimize efficiency, and 
enable collision avoidance. From the equations of translational 
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dynamics, (1d), (1e) and (1f), the expressions for the non-
holonomic constraints can be extracted:     

⎩
⎪⎪
⎨

⎪⎪
⎧ 𝑡𝑡𝑡𝑡𝑆𝑆𝑆𝑆 =

��̈�𝑓−
𝐾𝐾𝑓𝑓𝑓𝑓𝑥𝑥
𝑚𝑚 �̇�𝑓�𝐶𝐶𝜓𝜓+��̈�𝑦−

𝐾𝐾𝑓𝑓𝑓𝑓𝑦𝑦
𝑚𝑚 �̇�𝑦�𝑆𝑆𝜓𝜓

�̈�𝑧+𝑔𝑔−
𝐾𝐾𝑓𝑓𝑓𝑓𝑧𝑧
𝑚𝑚 �̇�𝑧

𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶 =
−��̈�𝑓−

𝐾𝐾𝑓𝑓𝑓𝑓𝑥𝑥
𝑚𝑚 �̇�𝑓�𝑆𝑆𝜓𝜓+��̈�𝑦−

𝐾𝐾𝑓𝑓𝑓𝑓𝑦𝑦
𝑚𝑚 �̇�𝑦�𝐶𝐶𝜓𝜓

���̈�𝑓−
𝐾𝐾𝑓𝑓𝑓𝑓𝑥𝑥
𝑚𝑚 �̇�𝑓�

2
+��̈�𝑦−

𝐾𝐾𝑓𝑓𝑓𝑓𝑦𝑦
𝑚𝑚 �̇�𝑦�

2
+(�̈�𝑧+𝑔𝑔−

𝐾𝐾𝑓𝑓𝑓𝑓𝑧𝑧
𝑚𝑚 �̇�𝑧)2

            (2) 

TABLE I.  OBSTACLES COORDINATES 

 

• Obstacle avoidance 
      The height of the obstacle must be lower than the trajectory 
height (𝐻𝐻𝑜𝑜𝑜𝑜𝑜𝑜𝑓𝑓𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜 ≤ 𝑧𝑧). When the trajectory passes overhead, it 
should not touch a building when the drone flies between 
structures. The safety distance is the sum of the quadrotor's 
radius and the obstacle's radius (𝑑𝑑 = 𝑞𝑞𝑜𝑜𝑜𝑜𝑜𝑜𝑓𝑓𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜 + 𝑞𝑞𝑞𝑞𝑞𝑞𝑓𝑓𝑞𝑞𝑟𝑟𝑜𝑜𝑓𝑓𝑜𝑜𝑟𝑟). 

• Velocity limit 
        For the problem of trajectory planning, a maximum 
velocity of 100 km/h has been selected for the quadrotor. 

C. Cost function 
      The cost function chosen for quadrotor trajectory planning 
is path length, as represented by Eq. (3). By minimizing the path 
length, the objective is to optimize the trajectory planning of the 
flying robot. 

𝐿𝐿 = ∫��(𝑞𝑞𝑓𝑓
𝑞𝑞𝑓𝑓

)2 + (𝑞𝑞𝑦𝑦
𝑞𝑞𝑓𝑓

)2 + (𝑞𝑞𝑧𝑧
𝑞𝑞𝑓𝑓

)2� 𝑑𝑑𝑡𝑡                 (3) 

IV. WATER CYCLE ALGORITHM  
The WCA [13], a water-based metaheuristic optimization 

algorithm, draws inspiration from nature by observing water 
cycles and the downhill flow of rivers and streams towards the 
sea [14]. It’s specifically developed to address constrained 
continuous optimization problems. The WCA algorithm 
involves the following main steps: 

1. Population 
        The initial population of streams, including both sea and 
rivers, is randomly selected as: 

𝑃𝑃𝐶𝐶𝑝𝑝𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡𝑆𝑆𝐶𝐶𝑆𝑆 =

⎣
⎢
⎢
⎢
⎡ 𝑥𝑥11 𝑥𝑥21 𝑥𝑥31 ⋯ 𝑥𝑥𝑁𝑁1

𝑥𝑥12 𝑥𝑥22 𝑥𝑥32 ⋯ 𝑥𝑥𝑁𝑁2
⋮ ⋮ ⋮ ⋯ ⋮

𝑥𝑥1
𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 𝑥𝑥2

𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 𝑥𝑥3
𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 ⋯ 𝑥𝑥𝑁𝑁

𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝⎦
⎥
⎥
⎥
⎤
   (4) 

𝑁𝑁𝑝𝑝𝑜𝑜𝑝𝑝 refers to the population size, while 𝑁𝑁 represents the 
number of design variables. 

      The cost of a stream is determined by evaluating the cost 
function using the following formula: 

𝐶𝐶𝑖𝑖 = 𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡𝑖𝑖 = 𝑓𝑓�𝑥𝑥1𝑖𝑖 , 𝑥𝑥2𝑖𝑖 , … , 𝑥𝑥𝑁𝑁𝑖𝑖 � ,   𝑆𝑆 = 1,2,3, … ,𝑁𝑁𝑝𝑝𝐶𝐶𝑝𝑝    (5)                        

       After generating the  𝑁𝑁𝑝𝑝𝑜𝑜𝑝𝑝 streams, the best 𝑁𝑁𝑜𝑜𝑟𝑟  individuals 
are selected based on their fitness (minimum values), and these 
individuals are considered as the river and sea in the given 
equations: 

𝑁𝑁𝑜𝑜𝑟𝑟 = 𝑁𝑁𝑃𝑃𝑚𝑚𝑏𝑏𝑁𝑁𝑞𝑞 𝐶𝐶𝑓𝑓 𝑞𝑞𝑆𝑆𝑟𝑟𝑁𝑁𝑞𝑞𝐶𝐶 +      1                              (6) 

𝑁𝑁𝑆𝑆𝑓𝑓𝑟𝑟𝑜𝑜𝑓𝑓𝑚𝑚 = 𝑁𝑁𝑝𝑝𝑜𝑜𝑝𝑝 − 𝑁𝑁𝑜𝑜𝑟𝑟                                            (7) 

The number of streams flowing into the rivers and sea is 
determined by water flow intensity as follows: 

𝑁𝑁𝑆𝑆𝑛𝑛 = 𝑞𝑞𝐶𝐶𝑃𝑃𝑆𝑆𝑑𝑑 �� 𝐶𝐶𝑜𝑜𝑜𝑜𝑓𝑓𝑛𝑛
∑ 𝐶𝐶𝑜𝑜𝑜𝑜𝑓𝑓𝑖𝑖
𝑁𝑁𝑠𝑠𝑠𝑠
𝑖𝑖=1

� × 𝑁𝑁𝑜𝑜𝑓𝑓𝑟𝑟𝑜𝑜𝑓𝑓𝑚𝑚� ,𝑆𝑆 = 1,2, … ,𝑁𝑁𝑜𝑜𝑟𝑟     (8) 

𝑁𝑁𝑆𝑆𝑛𝑛 represents the streams that flow into specific rivers or the 
sea. 

2. Confluence processes 
        The water circulation system operates like a merging into a 
river, which then flows into the sea. Initially, there's a distance 
between the stream and the river, but they converge over time. 
If the river's cost is lower than the sea, they swap positions [14], 
and updating equations guide their flow towards the sea: 

𝑥𝑥𝑜𝑜𝑓𝑓𝑟𝑟𝑜𝑜𝑓𝑓𝑚𝑚𝑖𝑖+1 (𝑡𝑡 + 1) = 𝑥𝑥𝑜𝑜𝑓𝑓𝑟𝑟𝑜𝑜𝑓𝑓𝑚𝑚𝑖𝑖 (𝑡𝑡) + 𝑞𝑞𝑡𝑡𝑆𝑆𝑑𝑑 × 𝐶𝐶 
                                           × �𝑥𝑥𝑜𝑜𝑜𝑜𝑓𝑓(𝑡𝑡) − 𝑥𝑥𝑜𝑜𝑓𝑓𝑟𝑟𝑜𝑜𝑓𝑓𝑚𝑚𝑖𝑖 (𝑡𝑡)�           (9) 

𝑆𝑆 = 1,2,3, … ,𝑁𝑁𝑆𝑆𝑓𝑓𝑟𝑟𝑜𝑜𝑓𝑓𝑚𝑚 

𝑥𝑥𝑜𝑜𝑓𝑓𝑟𝑟𝑜𝑜𝑓𝑓𝑚𝑚𝑖𝑖+1 (𝑡𝑡 + 1) = 𝑥𝑥𝑜𝑜𝑓𝑓𝑟𝑟𝑜𝑜𝑓𝑓𝑚𝑚𝑖𝑖 (𝑡𝑡) + 𝑞𝑞𝑡𝑡𝑆𝑆𝑑𝑑 × 𝐶𝐶 
                                          × �𝑥𝑥𝑟𝑟𝑖𝑖𝑟𝑟𝑜𝑜𝑟𝑟𝑖𝑖 (𝑡𝑡) − 𝑥𝑥𝑜𝑜𝑓𝑓𝑟𝑟𝑜𝑜𝑓𝑓𝑚𝑚𝑖𝑖 (𝑡𝑡)�         (10) 

𝑆𝑆 = 1,2,3, … ,𝑁𝑁𝑆𝑆𝑓𝑓𝑟𝑟𝑜𝑜𝑓𝑓𝑚𝑚 

𝑥𝑥𝑟𝑟𝑖𝑖𝑟𝑟𝑜𝑜𝑟𝑟𝑖𝑖+1 (𝑡𝑡 + 1) = 𝑥𝑥𝑟𝑟𝑖𝑖𝑟𝑟𝑜𝑜𝑟𝑟𝑖𝑖 (𝑡𝑡) + 𝑞𝑞𝑡𝑡𝑆𝑆𝑑𝑑 × 𝐶𝐶 
                                           × �𝑥𝑥𝑜𝑜𝑜𝑜𝑓𝑓(𝑡𝑡) − 𝑥𝑥𝑟𝑟𝑖𝑖𝑟𝑟𝑜𝑜𝑟𝑟𝑖𝑖 (𝑡𝑡)�                (11)   

𝑆𝑆 = 1,2,3, … , (𝑁𝑁𝑆𝑆𝑟𝑟 − 1) 

where rand is uniformly distributed random number between [0, 
1],𝐶𝐶 is a constant value ranging from 1 to 2, typically taking the 
value 2, and 𝑡𝑡 represents the iteration index. 

Obstacle 1 2 3 4 
Coordinate (-78,-76,37) (-78,-36,24) (-78,4,38) (-78,44,29) 

Obstacle 5 6 7 8 
Coordinate (-78,83,23) (-38,-76,32) (-38,-36,31) (-38,4,33) 

Obstacle 9 10 11 12 
Coordinate (-38,44,31) (-38,83,21) (1,-76,22) (1,-36,28) 

Obstacle 13 14 15 16 
Coordinate (1,4,34) (1,44,36) (1,83,36) (41,-76,29) 

Obstacle 17 18 19 20 
Coordinate (41,-36,24) (41,4,25) (41,44,38) (41,83,25) 

Obstacle 21 22 23 24 
Coordinate (81,-76,30) (81,-36,24) (81,4,50) (81,44,42) 

Obstacle 25 
Coordinate (81,83,26) 

Sea 
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3. Evaporation process 
       The evaporation plays a crucial role in preventing the 

algorithm from getting trapped in local optima due to overly 
rapid convergence. Water from streams or rivers evaporates, 
forms clouds, and returns as rain to create new streams when the 
'evaporation condition' in the algorithm is met due to their 
proximity to the sea [14]. The evaporation conditions are as 
follows: 

if   �𝑥𝑥𝑜𝑜𝑜𝑜𝑓𝑓(𝑡𝑡) − 𝑥𝑥𝑟𝑟𝑖𝑖𝑟𝑟𝑜𝑜𝑟𝑟
𝑗𝑗 (𝑡𝑡)� < 𝑑𝑑𝑚𝑚𝑓𝑓𝑓𝑓    

         or 𝑞𝑞𝑡𝑡𝑆𝑆𝑑𝑑 < 0.1   ,    𝑗𝑗 = 1,2, … ,𝑁𝑁𝑜𝑜𝑟𝑟 − 1                         (12)      
          Perform raining process by Eq (15) 
end               

if   �𝑥𝑥𝑜𝑜𝑜𝑜𝑓𝑓(𝑡𝑡) − 𝑥𝑥𝑜𝑜𝑓𝑓𝑟𝑟𝑜𝑜𝑓𝑓𝑚𝑚
𝑗𝑗 (𝑡𝑡)� < 𝑑𝑑𝑚𝑚𝑓𝑓𝑓𝑓    

              or 𝑞𝑞𝑡𝑡𝑆𝑆𝑑𝑑 < 0.1   ,    𝑗𝑗 = 1,2, … ,𝑁𝑁𝑜𝑜𝑟𝑟 − 1                       (13)      
              Perform raining process by Eq (15) 

end      

where 𝑑𝑑𝑚𝑚𝑓𝑓𝑓𝑓 , a value close to zero, effectively regulates the 
search depth in proximity to the sea. 

The value of 𝑑𝑑𝑚𝑚𝑓𝑓𝑓𝑓  adaptively decreases at the end of each 
iteration as : 

𝑑𝑑𝑚𝑚𝑓𝑓𝑓𝑓(𝑡𝑡) = 𝑑𝑑𝑚𝑚𝑓𝑓𝑓𝑓(𝑡𝑡) − 𝑞𝑞𝑚𝑚𝑚𝑚𝑥𝑥(𝑓𝑓)
𝑓𝑓𝑀𝑀𝑚𝑚𝑥𝑥

    , 𝑡𝑡 = 1,2,3, … , 𝑡𝑡𝑀𝑀𝑓𝑓𝑓𝑓    (14) 

3. Raining process 
Once the evaporation process is completed, the raining 

process is applied. During this process, streams of new raindrops 
are generated at different locations. To calculate the new 
positions of these newly formed streams, the following equation 
is employed: 

𝑥𝑥𝑜𝑜𝑓𝑓𝑟𝑟𝑜𝑜𝑓𝑓𝑚𝑚𝑖𝑖 (𝑡𝑡 + 1) = 𝐿𝐿𝐿𝐿 + 𝑞𝑞𝑡𝑡𝑆𝑆𝑑𝑑 × (𝑈𝑈𝐿𝐿 − 𝐿𝐿𝐿𝐿)          (15)   

𝐿𝐿𝐿𝐿 and 𝑈𝑈𝐿𝐿 represent the lower and upper bounds, respectively, 
of a specified optimization problem. 

V. SIMULATION RESULTS AND DISCUSSION 
This work addresses quadrotor trajectory planning, aiming to 

find the optimal flight path from the starting point (-150, -150,0) 
to the final destination (150,150,5), within an environment 
containing 25 obstacles. WCA is applied to determine optimal 
four waypoints, considering the specified constraints and 
objective function. Once the optimal waypoints are obtained, the 
B-splines method is used to join these waypoints and create a 
smooth trajectory for the flying robot. 

The study compared WCA with the FA and PSO algorithms 
using path length as the cost function. The pseudo-code of WCA 
is presented in Fig. 2, while those of PSO and FA were extracted 
from [15] and [16], respectively. The algorithms were evaluated 
using a population size of 50 and tested over 10 000 iterations. 
Specified algorithms parameters are indicated in Table II. The 
obtained results show that the WCA performed competitively, 
as depicted in Fig. 3, in terms of path length. Table III presents 
the path length and the optimal waypoints achieved by the three 
algorithms for the optimal trajectory. 

Algorithm: Water Cycle Algorithm 
1. Parameters initialization �  Npop, Nsr , 𝑡𝑡Max,𝑑𝑑𝑚𝑚𝑓𝑓𝑓𝑓�. 
2. Determine the number of streams (individuals) which flow to 

the rivers and sea by Eq. (7). 
3. Generate an initial population using Eq. (4). 
4. Define the intensity of flow using Eq. (8) 
5. while t≤ 𝑡𝑡Max do 
6.  for i=1: Npop 
7.       Streams directly flow to the sea using Eq. (9) 
8.       Calculate the objective function of the stream by Eq. (5) 
9.                       if  Cost (New_stream) < Cost (Sea) 
10.                            Sea = New_Stream 
11.                        end if 
12.        Streams flow to their rivers using Eq. (10) 
13.        Calculate the objective function of the stream by Eq. (5) 
14.                        if  Cost (New_stream) < Cost (River) 
15.                             River = New_Stream 
16.                                        if  Cost (New_Stream)< Cost (Sea) 
17.                                             Sea= New_Stream 
18.                                         end if 
19.                         end if 
20.          Rivers flow to the sea using Eq. (11) 
21.          Calculate the objective function of the river by Eq. (5) 
22.                         if  Cost (New_River)< Cost (Sea) 
23.                              Sea= New_River 
24.   Check the evaporation condition using Eqs. (12) and (13) 
25.           if  the evaporation condition is satisfied  
26.               for  i=1: ( Nsr-1) 
27.                    if (distance (Sea and River) < 𝑑𝑑𝑚𝑚𝑓𝑓𝑓𝑓  or (rand<0.1) 
28.                            New streams are created using Eq. (15)  
29.                    end if 
30.               end for 
31.               for  i=1: ( Nstream) 
32.                   if (distance (Sea and Stream) < 𝑑𝑑𝑚𝑚𝑓𝑓𝑓𝑓  or (rand<0.1) 
33.                            New streams are created using Eq. (15)  
34.                   end if 
35.                end for 
36.          end if 
37.   end for 
38.    Reduce the value of 𝑑𝑑𝑚𝑚𝑓𝑓𝑓𝑓  using Eq. (14) 
39.     end while 

Figure 2.  Pseudo-code of WCA  [14].     

TABLE II.  ALGORITHMS  PARAMETERS 

WCA parameters 𝑁𝑁𝑜𝑜𝑟𝑟 𝑑𝑑𝑚𝑚𝑓𝑓𝑓𝑓  

Value 10 10−16  

PSO parameters 𝑊𝑊 𝐶𝐶1 𝐶𝐶2 

Name Inertia weight 
Personal 
learning 

coefficient 

Global 
learning 

coefficient 

Value 1 1.5 1.5 

FA parameters 𝛾𝛾 𝛽𝛽0 𝛼𝛼 

Name  Light 
absorption 
coefficient 

Attraction 
coefficient base 

value 

Mutation 
coefficient 

Value 1 2 0.2 

537



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 
 

 
Figure 3.  Cost function comparison for the three algorithms. 

 

Figure 4.  3D optimal trajectory planning with WCA. 
 

 
Figure 5.  2D optimal trajectory planning with WCA. 

 
Figure 6.  3D optimal trajectory planning with PSO. 

 
Figure 7.  2D optimal trajectory planning with PSO. 

 
Figure 8.  3D optimal trajectory planning with FA. 

 
Figure 9.  2D optimal trajectory planning with FA. 

TABLE III.  PATH LENGTH AND WAYPOINTS COORDINATES 
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Algorithm WCA FA PSO 

Path length L 
(m) 

428.3108 437.6651 439.6393 

Waypoint 1 
(m) 

(-42.54, -63.4, 
15.3) 

(-37.96, -60.8, 
25) 

(-54.24, -29.88, 
50.23) 

Waypoint 2 
(m) 

(7.31, -12.46, 
23.3) 

(-12.71, -24.28, 
34.5) 

(-23.26, -1.98, 
49.95) 

Waypoint 3 
(m) 

(39.68, 19.81, 
24.7) 

(56.01, 30.28, 
37.16) 

(-8.37, 12.48, 
50) 

Waypoint 4 
(m) 

(80, 65.06, 
17.67) 

(70.3, 42.91, 
28.52) 

(46.5, 63.41, 
34.58) 
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Figure 10.  Quadrotor  velocities 𝑉𝑉𝑓𝑓  (a) , 𝑉𝑉𝑦𝑦  (b) , and 𝑉𝑉𝑧𝑧  (c) of the planned 
trajectory. 

Fig. 4 and 5 display the 3D and 2D trajectories resulting from 
the WCA optimization, respectively. Remarkably, the 
trajectory successfully avoids contact with any obstacles and 
smoothly navigates above obstacle 18. This efficient path 
planning led to a notable path length of 428.3108 m. Similarly, 
the 3D and 2D planned trajectories shown in Fig. 6 and 7 were 
generated using the FA optimization, successfully minimizing 
the path length and skillfully avoiding obstacles over a distance 
of 437.6651 m. Lastly, Fig. 8 and 9 illustrate the 3D and 2D 
planned trajectories obtained from the PSO algorithm, resulting 
in a path length of 439.6393 m. It is evident that the WCA 
optimization outperformed the other algorithms, displaying its 
superiority in path planning with the most optimized path 
length. Fig. 10 represents the quadrotor velocities 𝑉𝑉𝑓𝑓, 𝑉𝑉𝑦𝑦 , and 𝑉𝑉𝑧𝑧 
of the planned trajectory using the algorithms WCA, PSO, and 
FA. 
 

VI. CONCLUSION AND FUTURE WORKS  
    In this work, a new trajectory planner based on WCA has 
been proposed, for a flying robot called quadrotor. The WCA 
has been used to represent potential solutions as water drops 
within a search space and determine the waypoints of the 
optimal trajectory. Each water drop has corresponded to a 
waypoint along the trajectory between the initial and final 
points, and the optimization process has emulated the natural 
movement of water drops to determine optimal paths. The 
proposed trajectory planner has been designed to generate 
smooth and collision-free trajectories for the flying robot in an 
environment that includes 25 obstacles in the form of cylinders. 
These cylinders have been used to model buildings of various 
heights and diameters. In order to validate the effectiveness of 
the proposed trajectory planner based on the WCA, a 

comparative study was conducted with FA and PSO. The 
obtained results demonstrate the success of the WCA-based 
planner in generating shorter path lengths. 

   Further work will be dedicated to tracking the planned 
trajectory. 
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Abstract— Controlling a robotic arm has presented a long-standing 

challenge. In this article, a remote control Bluetooth was developed 

and integrated within a six-axis robotic arm. The central 

components of the designed remote control Bluetooth included the 

MEGA Arduino microcontroller unit, the driver unit, and the 

power supply unit. To govern the movements of the arm's joints in 

various directions, six DC motors equipped with associated 

potentiometers for position feedback signals were employed. The 

Mentor robotic arm served as the test bed for evaluating this remote 

control Bluetooth. The controller was connected to a personal 

computer through its USB port. A graphical user interface window 

was created on the personal computer using Google App Inventor 

software. Commands for joint movements were transmitted to the 

robotic arm through a mobile phone via Bluetooth. This proposed 

system offers a cost-effective, energy-efficient, compact, and highly 

accurate remote control Bluetooth solution for complex robotic 

arms. 

Keywords: Bluetooth, Robotic arm, Arduino, Google App Inventor. 

I. INTRODUCTION  

Wireless communication technologies have revolutionized 
the way we live, work, and communicate. They have also had a 
significant impact on the scientific sphere, particularly in the 
field of robotics. Wireless communication technologies allow 
robotic systems to be controlled and monitored from a 
distance, which makes them ideal for a wide range of 
applications, including education, research, and industry [1]. 

This paper presents the development of a remote control 
system for a Mentor Arm using Bluetooth and an Arduino 
program. The Mentor Arm is a six degree of freedom 
manipulator arm that can be used for a variety of tasks, such as 
grasping objects, manipulating tools, and performing assembly 
operations. The Arduino program is used to control the motors 
of the Mentor Arm and to receive commands from the remote 
control application. 

The remote control application is developed using MIT 
App Inventor, which is a visual programming environment that 
allows users to create mobile apps for Android devices without 

writing any code. The application provides a simple and 
intuitive interface for controlling the Mentor Arm. 

 The remainder of this paper is organized into VII sections. 
Section II reviews related work in the field of robotics remote 
control applications. Section III presents a comprehensive 
overview of the Mentor Arm, a VI-degree-of-freedom 
manipulator arm used in this project. Section IV describes the 
tools and devices used in the project, including their specific 
functions and capabilities. Section V provides a detailed 
account of the development of the remote control application 
using MIT App Inventor, a visual programming environment 
that enables users to create Android mobile apps without 
writing any code. Section VI explains how these tools are 
integrated to achieve the project's objectives, including the 
design and implementation of the remote control application. 
Finally, Section VII concludes the paper by summarizing the 
key features and functionality of the final application and 
providing examples of how it can be used to control the Mentor 
Arm and execute a variety of tasks. 

II. RELATED WORK 

Robotic arms are programmable mechanical devices that 
can be used to perform a variety of tasks. They are typically 
composed of a series of links connected by joints, which allow 
the arm to move in a variety of ways. The end effector, which 
is the part of the arm that interacts with the environment, can 
be used to grasp objects, manipulate them, or perform other 
tasks [2], [3]. 

Robotic arms are used in a wide variety of applications, 
including manufacturing, assembly, healthcare, and research. 
They are becoming increasingly sophisticated and versatile, 
and their use is expected to continue to grow in the future [4]. 

In paper [5] was describes the design and implementation 
of a remote-controlled robotic arm with six degrees of freedom 
for industrial use. The robotic arm is based on the Arduino Uno 
microcontroller and uses six DC geared motors with the L298 
motor driver. Rotary encoders are attached to each motor for 
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position control. Wireless communication is established 
between the joystick and the system. 

The paper also discusses the mechanical structure of the 
robotic arm, which is modular in design. The basic structure of 
the arm consists of a base, waist, shoulder, arm, elbow, 
forearm, and hand. The wrist is a separate module that can be 
attached to the forearm. 

The paper concludes by discussing the advantages of using 
the proposed robotic arm system. The system is relatively 
affordable, easy to use, and safe to operate around humans. It is 
also relatively small and lightweight, making it easy to move 
and store. 

This paper [6] presents the development of a remote control 
system for a Mentor Arm using Bluetooth and a smart phone. 
The system is designed to be used in industrial and research 
settings to control the Mentor Arm from a distance. 

The system consists of a Bluetooth module that is 
connected to the Mentor Arm and a Smartphone app that is 
used to control the arm. The smart phone app sends commands 
to the Bluetooth module, which then controls the motors of the 
Mentor Arm. 

The system was tested using a variety of tasks, including 
moving the arm to different positions, grasping objects, and 
releasing objects. The system was found to be able to control 
the Mentor Arm accurately and reliably. The system was also 
found to be easy to use and safe to operate.. 

This paper [7] describes a system for remote control of a 
mobile robot using a Smartphone and Bluetooth technology. 
The system uses a custom-built mobile application to send 
control commands to the robot. The robot is equipped with an 
Arduino Uno microcontroller and an HC-05 Bluetooth module. 
The Arduino decodes the received commands and controls the 
robot's movements accordingly. 

The system was evaluated using two robots, MOCOVE and 
RIZZY. MOCOVE is a two-wheeled robot with differential 
steering, while RIZZY is a four-wheeled robot with 
omnidirectional steering. Both robots were able to be 
successfully controlled using the Smartphone application. 

III. MENTOR DESKTOP ROBOTS 

The Mentor Desktop Robot (MDR) is a six-degree-of-
freedom (DOF) serial manipulator arm equipped with a gripper 
[8], [9]. The MDR is driven by six servo motors and controlled 
through a closed-loop control system. The gripper's position in 
space is determined by the individual axis controllers, which 
continuously monitor and maintain the gripper's position until a 
new move command is received. This articulated arm 
resembles the human arm and is widely used in industry .The 
properties of the Mentor arm robot are detailed in Tables 1 and 
2 [10]. This robot can be easily programmed using WALLI 
software. 

 

 

 

Table I. shows the properties of mentor robot arm [11]. 

TABLE I.  MENTOR ARM ROBOT PROPERTIES[11]. 

Properties Specification 

Repeatability 2 degree 

Accuracy 1.5 degree 

Lifting (payload) 1000gm at full reach 

Gripper Jaw opening 45mm 

Base 320x270x189 (mm) 

 
(A) 

 
(B) 

Figure 1.  )A) Mentor desktop robotic, (B) Maximum allowable movement 

Table II shows the structure and movement of mentor robot 
arm[11]. 

TABLE II.  MENTOR   ARM   ROBOT   MOVEMENT RANGE OF 

BASIC STRUCTURE [11]. 

Structure Movement type Maximum allowable 

Waist Rotation (Ө1) 0<Ө1 ≤360° 

Arm Rotation (Ө2) 0<Ө2 ≤180° 

Forearm Rotation (Ө3) 0<Ө3 ≤200° 

Wrist Rotation (Ө4) 0<Ө4 ≤360° 

Shoulder Linear (L1) 0<L1≤8 inch 

Base Linear (L2) 0<L2≤12 inch 

IV. CONTROLLER  DESIGN AND 

IMPLEMENTATION 

In this paper the old control system of the Mentor robotic 

arm was replaced by a new PC-based open source controller 

for the same purpose. 

A. The controller architecture 

The following paragraphs describe the designing and 
implementation of the main units with their selected hardware. 

The Arduino MEGA control system (Figure 2) [12] 
governs the movements of the six DC motors in the robotic 
arm via Bluetooth signals transmitted from a mobile phone 
using a dedicated application. The Arduino MEGA control unit 
requires a 5VDC power supply with a current rating of 1A.This 
board acts as intermediary between the mobile phone and the 
custom-designed control board ensures seamless 
communication and control. 
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Figure 2.  Arduino Mega  

The precise management of the DC motors has been 
achieved through motor drivers. These DC motor drivers 
receive control signals from the Arduino MEGA unit to power 
the coils of the DC motors. This action induces the rotation of 
the motors in the appropriate direction, enabling the robotic 
arm to move in accordance with the system's requirements. 

DC motor drivers are typically based on the H-bridge 
configuration, specifically the L298N (Figure 3). This 
configuration allows for the delivery of higher currents to the 
motors while protecting the Arduino MEGA unit from back 
EMF (electromotive force) [13]. In this system, three L298N 
drivers are used, each of which is responsible for controlling 
two motors [14]. 

 

Figure 3.  L298N double bridge-H 

The Arduino HC-05 Bluetooth module (Figure 4) is a low-
power, short-range wireless communication device that enables 
Arduino devices to communicate with other Bluetooth devices 
using the Bluetooth Serial Port Protocol (SPP) [15]. 

 

Figure 4.  Bluetooth modules for Arduino 

DC motors are compact, easy to control, and can be 
powered by batteries or power supplies. They are also 
relatively easy to use. This system uses  the DME33S5C500A 
(Figure 5)[16] servo DC motor of the DME 33 series with 
gearbox type 5C [17],and supplied by NIDEC Servo 
Corporation [18 ], which is a geared motor with a gear ratio of 
500, a rotational speed of 9 revolutions per minute (r/min), and 

an output power rating of 3W. It also has a continuous 
operational lifespan of 1000 hours. 

 

Figure 5.  The DC Motor with Gearbox (DME33 series) [16]. 

Table III. Shows the Specifications of the DC motors used  

TABLE III.  SPECIFICATIONS OF THE DC MOTORS USED [16]. 

Product type DC motor with 5C gearbox 

Series DME33 

Model Code SA 

Gear ratio 500 

Nominal voltage 12 VDC 

Rated output 3.0 W 

Dia. meter 420 Ma 

Rated current 9 r/min 

Rated speed 0.48N.m [68.05 oz-in] 

Rated torque 32mm [1.26 in] 

Frame size 94.5*50 mm [3.72*2.7262 in] 

B. Robotic Arm Control Software 

To enable remote control of our implementation, we 
employed a Bluetooth receiver to establish wireless 
communication between the Arduino and a custom Android 
mobile application developed using Google App Inventor. 

Arduino is an open-source electronics platform based on 
easy-to-use hardware and software. Arduino boards are 
programmable with a variety of sensors and actuators, making 
them ideal for creating interactive devices and robots [19]. 

The Arduino programming environment is written in Java 
and allows users to write and modify programs, which are then 
converted into instructions that the Arduino board can 
understand. The Arduino programming language is derived 
from C and C++, but is simpler and easier to learn. 

App Inventor, an online software application developed by 
Google Lab [20] and later taken over by MIT (Massachusetts 
Institute of Technology), enables Android app development 
through a block-based programming interface (similar to 
Scratch). Programming is performed online, requiring only a 
Gmail account and internet access. Information is stored on 
remote servers. The site is available in English and French, but 
the block functions may be less comprehensible in French. 

App Inventor development is structured into two distinct 
phases: graphical design and block programming. 

In the graphical design phase (Figure 6), users create the 
user interface (UI) using a variety of elements, such as buttons, 
text boxes, images, and cursors. The environment also offers 
additional features for multimedia, GPS, and Bluetooth 
communication. This simplified approach enables users to 
design intuitive UIs without requiring in-depth knowledge of 
traditional programming [21]. 
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In the block programming phase, users program the app's 

behavior using visual code blocks. These blocks represent the 
mathematical, logical, and event-related functions associated 
with the objects used in the graphical phase. This approach 
takes advantage of the simplicity of object oriented 
programming, enabling users to create complex programs 
without writing any code [20]. 

 

Figure 6.  Design part of our application in AppInventor 

With proper use of these tools, we can create simple, 

effective, and visually appealing applications that meet our 

needs. Next, we will explain the operation of the Brick and its 

use in an Arduino program to control the arm. 

First, we define the elements of a Bluetooth object, 

Bluetooth List such as available Bluetooth devices (Figure 7), 

then, we establish the connection between the device and the 

application. 

 

 

Figure 7.  Definition of Bluetooth object elements 

Next, we define the control blocks for our arm (Figure 8). 

 

Figure 8.  Basic control blocks and the shoulder 

These are the blocks that control the manipulator arm six 

motors. If you change the cursor position, using the 

BluetoothSendText function, you send a text to the Arduino. 

This text consists of a prefix indicating which cursor has been 

modified (prefix "A" for the gripper to prefix "L" for the 

base). 

V. COMMUNICATION WITH THE ARDUINO 

After installing our Android application and establishing a 

connection with the Bluetooth module, the application sends 

status information to the Bluetooth module. The latter, in turn, 

transmits this information to the Arduino via a serial link, as 

illustrated in Figure 9. 

 

 

Figure 9.  Simplified schematic diagram of the system 

To manage communication with the HC-05 module, we 

established a connection by linking the board's RXpin for 

reception and TXpin for transmission to the corresponding 

ones on our Bluetooth module. Specifically, the module's RX 

pin is connected to the Arduino TX pin, and vice versa. App 

Inventor is an online software application developed by this 

configuration ensures bidirectional data exchange between the 

Arduino and the HC-05 module(Figure 10). 
                   

 

Figure 10.  Communication diagram with Bluetooth module HC-05 

So, each time a character/text is received, it is sent to the 

control board's serial port. To make the link with the 

application, we need to proceed by programming in C++, 

which translates the strings of characters received via the 

application into information for the manipulator arm's 

actuators. 
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Then we organize our program into a set of execution 

functions for each actuator (motor 1, motor 2, motor 3, motor 

4, motor 5, and motor 6), which we call up using the "if" 

conditional tool, which each time tests the prefix sent by the 

application and indicates the current position and modified 

cursor of the selected actuator. The sub-program is defined as 

follows: 

 
The Serial.available ( ) function is used to obtain the number 

of bytes (characters) available for reading from the serial port. 

The Serial.read ( ) function allows us to read these. Each 

function must be programmed to convert the received 

character string into an integer, which will designate the 

motor's direction of travel. 

The flowchart in Figure 11 summarizes wireless control. 

 

 

Figure 11.  Logigram summarizing wireless control 

The real image of our realization is shown in Figure 12. It 

comprises: stabilized DC power supply, robot, digital multi-

meter, control board, microcomputer and cell phone. 

 

Figure 12.  Picture of our practical realization 

VI. EXPERMENTS AND RESULTS 

The system's accuracy and operational capability were 

assessed through experimentation. The remote control system 

for a robotic arm, utilizing Bluetooth and an Arduino Mega 

microcontroller, demonstrated smooth remote operation with 

remarkable responsiveness and control. The developed 

application has proven to be highly efficient, enabling precise 

remote control of each joint, with the ability to rotate each 

joint wirelessly to its maximum extent. 

This experiment confirmed the robotic arm's excellent 

responsiveness. 

VII. CONCLUSION AND FUTURE WORK 

The project successfully demonstrated the feasibility of 

integrating wireless communication and robotics to develop a 

precise remote control system for a robotic arm. The system 

utilized Bluetooth technology, an Arduino Mega 

microcontroller, and a Smartphone based control interface to 

achieve seamless remote operation with remarkable 

responsiveness and control.  The system is easy to use, 

affordable, and has been successfully tested. 

This research makes a significant contribution to the field 

of robotics. The authors' work demonstrates the potential of 

wireless communication and remote control technologies to 

revolutionize the way we interact with robots. Their research 

could lead to new and innovative applications in a wide range 

of fields, including education, research, industry, and 

healthcare. 

 

Although this work has achieved its objectives, there is still 

room for improvement. We offer the following suggestions: 

• Use servomotors with higher motor torque. 

• Use wireless commands such as Wi-Fi or GSM or 

LoRa to improve the robot's remote control. 
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Abstract—With the increasing complexity of dynamical systems 

appearing in engineering and other scientific domains, the study 

of large-scale systems composed of interconnected subsystems 

has become an important subject of focus in various fields such 

as robotics, transportation networks, large space structures 

(solar panels, antennas, telescopes, etc.), buildings, and has led to 

interesting problems in parametric identification analysis, 

distributed control, and optimization. The objective of this work 

is to conduct a comparative study between two methods of 

parametric identification: the first one being the least squares 

method and the second one being the recursive least squares 

method, in order to identify the heating system of a room 

considered as a black box. The validity and performance of the 

proposed control system have been demonstrated through 

various simulations using the SIMBAD toolbox. 

Keywords— Identification; building zone; least squares; mean 

squared error. 

I. INTRODUCTION 

Linear system identification is a well-established and 

widely utilized technique in the field of system identification, 

as noted by references [1], [2], and [3]. It involves the 

endeavor to find a linear system that best fits a given input-

output dataset. Any residual portion of the data that remains 

unexplained by the system is typically attributed to noise. The 

theory behind linear system identification has reached a level 

of maturity, with numerous thoroughly developed methods 

available in the literature. These approaches prove highly 

effective when the system generating the dataset is genuinely 

linear or can be adequately approximated as such. However, it 

is crucial to recognize that the assumption of linearity may not 

always hold true in practical scenarios. In cases where the 

underlying system exhibits nonlinearity, the application of 

linear system identification can lead to significant errors. 

Hence, the need for nonlinear system identification is 

underscored, as highlighted by references [4]-[11]. 

In general, nonlinear system identification can be 

categorized into two groups: parametric and non-parametric. 

When prior knowledge of the unknown system's structure is 

accessible, identification transforms into a parameter 

estimation challenge. While non-trivial, it essentially boils 

down to a nonlinear optimization problem. This allows for the 

use of a black box, gray box, or white box approach, 

depending on whether a general pre-defined model description 

or a custom-made model incorporating prior structural 

information is employed. On the contrary, when minimal prior 

information is available about the structure, identification is 

considered non-parametric, typically making it more 

challenging. This paper concentrates on applying parametric 

identification methods to model intricate dynamical systems. 

Over the years, the identification of nonlinear systems has 

witnessed significant advancements through innovative 

parametric methods. Deep neural networks such as CNNs and 

RNNs, along with Support Vector Machines (SVM), have 

demonstrated effectiveness in modeling complex systems 

[12]-[14]. Additionally, generalized Volterra series and 

Chebyshev series have been developed to capture higher-order 

nonlinearities [15], [16]. However, some limitations persist, 

such as overfitting in neural networks and computational 

complexity in methods based on Volterra and Chebyshev 

series, necessitating ongoing research to enhance the 

identification of complex nonlinear systems. 

In the context of this scientific article, our main objective 

is to apply two parametric identification methods to a building 

heating system in order to obtain a representative 

mathematical model of the system. These identification 

methods will enable us to determine the model parameters 
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based on experimental data of the system, using appropriate 

optimization criteria. Developing an accurate model that 

closely reflects the real behavior of the heating system is 

essential to enhance our understanding of its operation and to 

design more efficient and energy-saving control strategies. By 

leveraging these identification methods, we aim to contribute 

to the advancement of modeling techniques and provide a 

solid foundation for practical applications in energy 

management and performance optimization of building 

heating systems. 

The document is structured as follows. Section II presents 

a case study of a building with electric heating. The two 

identification methods used are introduced in Section III. 

Section IV focuses on the application of these identification 

methods. Finally, the conclusion is presented in Section V. 

 

II. CASE STUDY : BUILDING ZONE WITH ELECTRICAL HEATER  

A. Description of the zone model 

The building zone model consists of detailed envelope, 
simplified radiation, and simplified convection sub-models. A 
central node has been used to represent the resultant 
temperature in the zone. The different inputs and outputs of the 
model are illustrated in fig. 1. 

Global vertical radiation [W/m2]

Global vertical illumination [Lux]

Blind position

External temperature [°C]

Ambient temperature [°C]

Resultant temperature of the adjacent 

room in contact with the floor of the 

treated room [°C]

Resultant temperature of the adjacent 

room in contact with the ceiling of the 

treated room [°C]

Resultant temperature of the adjacent 

room in contact with the internal walls 

of the treated room [°C]

Heat gains from electric equipment [W]

Heat gains from occupant [W]

Vector describing air flow entering the 

room by ventilation or infiltration        

[°C - g/kg - Pa - kg/s]

QEM        Electrical heater        Com  Input   

Evert1

Evert2

Blindpos

Tamb

Text

Tlower

Tupper

Tadj

Qelec

Qocc

QEM

Airin

M
o

n
o

z
o

n
e
 (W

o
r
k

in
g

 o
ffic

e
)

 
 

Figure 1.  Simulation model of the working office with different 

perturbations and electric heater [17, 18] 

1) Model inputs 

  extT C external temperature provided by weather data 

files. 

 2/vertE W m 
 

 and  vertE lux global vertical Radiation 

and Illumination respectively which are obtained from 
the weather file. 

 posBlind blind position takes the value between 0 and 1. 

  ,lower upper adjT T andT C lower, upper and adjacent 

temperatures that come from other zones. 

  elecQ W  heat gains from electrical equipment. 

  EMQ W heat gains from convector or radiator. 

  occQ W  heat coming from the occupants.  

  , , /inAir C Pa kg s  is the flow of the air entering the 

room by ventilation or infiltration. 
 

2) Model outputs 

  ambT C ambient temperature  

B. Model of electric heater 

The electrical heater has a normalised control input Com , 

limited between 0 and 1, and a heat flux output  EMQ W . 

 

III. PRESENTATION OF THE TWO IDENTIFICATION METHODS USED 
 
      Identification is a crucial process in which the parameters 
of mathematical models are sought based on experimental data. 
The fundamental principle behind identification, using the least 
squares method, is to optimize the model’s parameters in a 
manner that minimizes the sum of the squares of the 
differences between the model’s predicted values and the 
actual observed values. This powerful technique is commonly 

employed to establish a model using the thn order difference 

equation, making it well-suited for analyzing complex systems. 
By applying the least squares method to the identification 
process, we can effectively fine-tune the model to best 
represent the real-world system and gain deeper insights into 
its behavior and characteristics. 

A. Simple least squares algorithm [3] 

In the context of minimizing the quadratic criterion based 
on the equation error using the least squares method, let’s 
assume that the system is strictly causal. 

N/A Process A/N

q-1 F

e(k)

y(k)

b(k)

yp(k)

+

-

+

+

u(k)

 

Figure 2.  Equation error ( )e k  
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In this case, the predicted output at instant k is : 

1 2 0

1

ˆ( ) ( 1) ( 2) ... ( ) ( )

( 1) ... ( )

n

m

y k a y k a y k a y k n b u k d

b u k d b u k d m

          

     
    (1) 

Which can be written in the following form : 

                      ˆ( ) ( )Ty k k                                                 

with :   1 2 0 1, , ..., , , , ...,T
n ma a a b b b   

( ) [ ( 1) ( 2) ... ( ) ( ) ( 1) ... ( )T k y k y k y k n u k d u k d u k d m             

where ( )T k  represents the vector of inputs and outputs and θ 

the vector of parameters to identify. 

The equation error ( )e k is given by equation (2): 

            ˆ( ) ( ) ( ) ( ) ( )Te k y k y k y k k                                    (2) 

With ( )e k is the performance criterion. 

By accumulating N measurements, for example, at discrete 

time points k = 1, 2, ..., N, equation (2) takes the form of a 

matrix: 

                       e Y                                                          (3) 

with e is the error vector, Y is the measurement vector, Փ is 

the  observation matrix, and θ is the parameter vector. 

The quadratic prediction error criterion is written as follows: 

       2

1

( ) ( ) 2

N
T T T T T

k

J e k e e Y Y Y    



                   (4) 

The parameter vector  that minimizes equation (4) cancels 

the gradient of J with respect to θ : 

               
0

ˆ2 2 0T TJ
Y

 

   
 


   


                               (5) 

From where one derives: 

                               
1

ˆ T TY   


                                       (6) 

The estimation of the parameter vector, given by equation (6), 

can also be expressed in an equivalent form as follows: 

       

1

1 1

ˆ ( ) ( ) ( ) ( )

N N
T

k k

k k k y k   



 

   
   
   
   
                                (7) 

B. Recursive least squares [3]  

For computer implementation, equation (7) can be 

transformed into a recursive form. Considering the 

measurements pu  to time instant kT and using similar 

notations as in equation (1) : 

Equation (7) gives :  

      

1

1 1

ˆ ( ) ( ) ( ) ( )

k k
T

k

i i

i i i y i   



 

   
   
   
   
                                   (8) 

In this context, ˆ
k  represents the estimation of  at time 

kT based on the first k equations. 

Equation (8) can be rewritten in the following form: 

                             

1

ˆ ( ) ( )

k

k k

k

P i y i 



 
 
 
 
                                 (9) 

where the square matrix kP  of dimension p (number of 

parameters) is the inverse of the information matrix.                      

                      

1
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i

P i i 





 
 
 
 
                                        (10) 

where :                1

1

( ) ( )

k
T

k

i

P i i 



                                     (11) 

The matrix 1
1kP
 can be recursively computed as follows: 

                       1 1
1 ( 1) ( 1)T

k kP P k k  
                              (12) 

The parameter vector at time 1k  can be written as : 

          1 1
ˆ ˆ ˆ( 1) ( 1) ( 1)k k k kP k y k k     

      
 

               (13) 

To avoid inverting matrix 1
1kP
  at each iteration, one can 

employ the lemma of matrix inversion. 

Lemma :   

If A, C and C−1 + DA−1B are invertible matrices, then: 

 
The proof of the lemma is carried out by calculating the 

product of the two terms in the equation, which should be 

equal to the identity matrix. 

Taking  A =  , B = , C = 1, D =  in 

equation (16), we obtain : 

                   1

( 1) ( 1)

1 ( 1) ( 1)

T
k k

k k T
k

P k k P
P P

k P k

 

 


 
 

  
                       (14) 

The recursive formulation of least squares can be : 

             1 1
1

( ) ( )

1 ( 1) ( 1)

T
k k

k k T
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P k k P
P P

k P k
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            1 1
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k k kP k y k k     
   
 

                          (16) 
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IV. APPLICATION OF BOTH IDENTIFICATION METHODS 

A. Simulation parameters 

To assess the performance and the capacity of these 

methods in the identification, we have simulated the case of an 

office occupied from 8h to 17h from with dimensions 

( ) during one day, the different parameters 

and inputs are provided in Table I and Table II. 

TABLE I.  SIMULATION PARAMETERS 

Geometric characteristics of the studied 

room 

Dimension 
 

Wall, floor and ceiling heat transfer 

coefficients 
[0.25 0.0001 0.25]  W/m2/k 

Initial temperature 10 ºC 

Reference temperature while occupancy 19 ºC 

Electric heater nominal power 1500 W 

Number of occupants 2  

Weather data Rennes (France) 

Simulation time 1 day 

Heat emission equipment per m2 1 W/m2 

Fresh air supply 40 m3/h/pers 24/24h 

Mean outside temperature 6.5 °C 

TABLE II.      THE INPUTS USED IN OUR CASE 

Inputs Parameters 

E_vert [W/m²], E_vert [luxe] Connected to weather data (Rennes) 

Blind_pos Closed during the period of occupation 

Text [°C] Connected to weather 

(Tlower, Tupper, Tadj) [°C] Temperature of lower, upper and 

adjacent zones 

Q_elec [W] Heat given by the electrical equipements 

Q_occ [W] Heat given by the occupants 

Air in Air conditionning vector of zone 

Q_EM [W] Power given by the heater 

Control input signal Normalised interval of the input [0,1] 

B. Simulation results 

After the definition of the different simulation parameters, our 

system was simulated as shown in fig.4. The evaluation was 

conducted using the mean square error, calculated using the 

following equation: 

                   
2

1

1
ˆ( ) ( )

N

k

MSE y k y k
N



                                   (17)   

where ˆ( )y k is the output of the identifier and ( )y k  is the 

ambient temperature output  of the system. 

Building heating 
system

Model

Identification 
algorithm

Optimization system

u(t)

y(t)

+

_

 
Figure 3.  Parameter identification 

Figures 5 and 6 display the output of the system and the 

model, along with the identification error obtained by 

applying the methods of simple least squares and recursive 

least squares, respectively. 
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Figure 4.  Identification results  (a) Output od system and model (b) 

Identification error (MCS) 
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Figure 5.  Identification results  (a) Output od system and model (b) 

Identification error (MCR) 

C. Numerical results 

The numerical results obtained using the two identification 

methods are illustrated in Table 3. 

(a) 

 

 

 

 

 

 

 

(b) 

(a) 
 

 

 

 

 

 

 

(b) 
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TABLE III.      NUMERICAL RESULTS 

 MCS MCR 

1b  0.000168036611084 0.000176474501491 

2b  - 0.000166797031247 - 0.000112594793487 

1a  - 1.999871857561794 - 1.981854335190126 

2a  0.999871867974605 0.981855871747247 

MSE 5.564617100879375e-012 6.231912136925985e-010 

 

The model obtained using the simple least squares method is 

given by the following transfer function: 

 

2

0.000168036611084 0.000166797031247
( )

1.999871857561794 0.999871867974605

Z
H z

Z Z




 
      (18) 

 

The model obtained using the recursive least squares method 

is given by the following transfer function: 

 

2

0.000176474501491 0.000112594793487
( )

1.981854335190126 0.981855871747247

Z
H Z

Z Z




 
       (19) 

 

Discussion of the results 

According to figures 5-a and 6-a, we observe that the 

model’s output perfectly follows the system’s output, with a 

very low mean squared error (see figures 5-b and 6-b). The 

numerical results from both methods show that the model 

parameters obtained using the two identification approaches 

are very close, with a slight difference in terms of mean 

squared error, which is very small with the simple least 

squares method. 

In summary, we can conclude that both methods yield 

good identification results. The model fits the system data 

well, and the simple least squares method appears to be 

slightly more accurate in terms of mean squared error. These 

results confirm the reliability and effectiveness of the 

identification approaches used, demonstrating their relevance 

for this specific context. 

D. Study of robustness 

To evaluate the robustness of the two proposed methods 

for the identification of complex systems, we chose to use a 

random square wave signal as the test benchmark. This 

random square wave signal is depicted in Figure 7. 
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Figure 6.  Input signal  

The outputs of the system and the model, along with the 

identification error obtained using the simple least squares 

method, are illustrated in Figure 8. 
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Figure 7.  Identification results (a) Output od system and model (b) 

Identification error (MCS) 

The outputs of the system and the model, along with the 

identification error obtained using the recursive least squares 

method, are presented in Figure 9. 
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Figure 8.  Identification results (a) Output od system and model (b) 

Identification error (MCR) 
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Discussion of the results 

According to figures 8-a and 9-a, we observe that the 

model's output perfectly follows the system's output, despite 

variations in the input signal over time. This demonstrates the 

effectiveness and robustness of the two proposed methods for 

identifying complex systems. Figures 8-b and 9-b represent 

the identification errors, which are very small, indicating a 

strong correspondence between the model's output and the 

system's output. These results enhance the reliability of the 

used identification approaches and confirm their ability to 

provide accurate and consistent results, even under varying 

input signal conditions. 

V. CONCLUSION 

In this study, we investigated the application of two 

identification methods on a complex building heating system. 

The main goal was to accurately model and understand the 

system's behavior under varying conditions. The two methods 

considered were the simple least squares and recursive least 

squares approaches. 

The results obtained from both methods demonstrated 

their effectiveness in identifying the heating system's 

parameters and predicting its output accurately. The outputs of 

the model closely followed the actual system's behavior, even 

when subjected to dynamic variations in the input signals. 

This highlights the robustness and reliability of both 

identification techniques for dealing with the complexities 

inherent in building heating systems. 

Moreover, the low identification errors observed in the 

experiments indicate the strong performance of the identified 

models in capturing the system dynamics. This is particularly 

important for ensuring energy efficiency and maintaining 

optimal comfort levels within the building. 

In conclusion, this study establishes the significance of 

applying accurate identification techniques for building 

heating systems and opens up new possibilities for enhancing 

the overall energy efficiency and comfort in buildings. The 

insights gained from this research contribute to the sustainable 

development of smart and energy-efficient buildings, 

promoting a greener and more sustainable future. 
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Abstract: The main aim of this paper is to illustrate how the Interconnection and Damping Assignment-Passivity Based
Control (IDA-PBC) approach has been implemented on a novel morphing drone. The purpose of the controller
is to ensure accurate trajectory tracking while addressing challenges associated with controlling such systems.
These drones possess a unique feature that allows them to adjust their shape during flight by rotating their arms.
The dynamic modeling of the system, which takes into account changes in various geometrical parameters and
also in Inertia, Center of Gravity (CoG), and allocation matrix, is mathematically described. The IDA-PBC
control principle is subsequently introduced and applied to the system. Overall, the numerical simulations
conducted on the system have yielded satisfactory results.

1 INTRODUCTION

In recent years, research laboratories have shown
a keen interest in drones with variable geometry
due to their clear superiority over other categories.
These advanced systems are capable of navigating
through complex and crowded environments, effec-
tively carrying out diverse missions in challenging
conditions (Belmouhoub et al., 2023b; Fabris et al.,
2021; Belmouhoub et al., 2023a).

Controlling this new class of drones is a diffi-
cult task because these systems can change their
shape during flight, making it challenging to design
control laws. In reference (Oğuz and Oktay, 2020),
authors used Proportional Integral Derivative (PID)
controller to stabilize a quadrotor with forward flight.
The quadrotor achieved differential morphing by
lengthening or shortening its arms at different times,
resulting in changes in moments of inertia. In another
study (Bucki et al., 2022), researchers synthesized an
infinite horizon Linear-Quadratic Regulator LQR to
control the attitude of reconfigurable quadcopter that

a https://orcid.org/0000-0002-9583-3624

could perform four operations in three configurations:
unfolded, two-arms-folded, and four-arms-folded.
An adaptive controller based on Model Reference
Adaptive Control (MRAC) was presented in (Desbiez
et al., 2017) to control an X-morph vehicle and ad-
dress uncertainties resulting from changes in inertia
and center of mass. Zhao et al. in (Zhao et al., 2021)
used an optimal Linear Quadratic Integral (LQI)
controller to control the attitude of a two-dimensional
multilinked aerial robot, while the position controller
is based on a PID technique.

The conventional control approach for morph-
ing drones does not achieve satisfactory performance
due to the significant changes in the dynamics of
these systems. However, implementing nonlinear
modern control theory can enhance the system’s per-
formance and enable accurate tracking of challenging
trajectories.

The main objective of this study is to explore
the use of a nonlinear IDA-PBC controller to address
the trajectory tracking problem of a morphing drone
by utilizing the Port-Controlled Hamiltonian (PCH)
model. The key benefit of PCH is that it is directly
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derived from the system’s energy function, providing
information about the relation between kinetic
and potential energy with dynamic behavior. This
information is advantageous for control design since
it also offers insights into the stability properties of
the system. Additionally, the fact that a Hamiltonian
system conserves energy implies that the model is
marginally stable, which is a desirable characteristic
for controller development.

Souza et al. presented, in their work (Souza
et al., 2014), an IDA-PBC control methodology to
perform the path tracking of a quadrotor helicopter.
Similarly, Researcher in reference (Guerrero et al.,
2015b) used this technique for a specific class of
underactuated mechanical system, composed by
an Unmanned Aerial Vehicle (UAV) transporting a
cable-suspended payload. In reference (Ryalat et al.,
2015), the authors investigated the extension of the
IDA-PBC method to a robustness perspective to
ensure the asymptotic stability of the system in the
presence of perturbations which exist in any realistic
problem. The results are applied to a Quanser inertia
wheel pendulum. Additionally, in (Ryalat et al.,
2021), the same researcher introduced two adaptive
control approaches to handle uncertainties caused by
parametric and modeling errors in a class of nonlinear
systems with uncertainties, and applied them to two
underactuated robotic systems; the Acrobot and
non-prehensile planar rolling robotic (disk-on-disk)
systems. In the same context, Acosta et al. designed
a controller based on IDA-PBC methodology for
underactuated Aerial Manipulators (AMs) (Acosta
et al., 2014).

The remainder of this paper is structured as fol-
low: In Section 2, the dynamic modeling of the
morphing drone is described. Section 3 focuses
on the application of IDA-PBC to the system. The
efficiency of the controller is demonstrated through
numerical simulations in Section 4. Finally, a brief
conclusion is provided in Section 5.

Preliminaries

Let R and Rn denote the set of real numbers and
vectors respectively. The symbol ∧ denotes the
cross product and O3×3 means a 3 × 3-dimensional
zero matrix. The gradient vector of a mapping
H : Dx ⊆ Rn → R is denoted as: ∇H(x) =[

∂H(x)
∂x1

...
∂H(x)

∂xn

]T

, where n is the dimension

of x =
[
x1 x2 ... xn

]T ∈ Dx ⊆ Rn. J3×3 means a
3×3-dimensional matrix. The notation V T represents

the transpose of vector V .

2 MORPHING DRONE
MODELING

In this section, the dynamic modeling of the morphing
drone is briefly described.

2.1 Dynamic modeling

In order to describe the movement of a morph-
ing drone in space, two reference frames are used:
an inertial frame fixed to the earth’s surface E =
(oi,xi,yi,zi), and a body frame associated with the
drone’s center of gravity B = (o,xm,ym,zm). The
drone consists of a standard quadcopter with four ro-
tating arms connected to the central body by servo-
motors (see Figure 1). The servomotors can rotate the
arms independently to construct different configura-
tions from the basic configuration ’X’. The four rotors
generate lift forces denoted by Fi|i=1...4 and have an-
gular velocity ωi(t)|i=1,...4. Changes in morphology
during flight cause the center of gravity to shift and
modify the inertia, both dependent on the rotation an-
gles of the arms σ(t)|i=1...4.

Figure 1: Structure of morphing drone.

Based on Newton-Euler formalism (Bouzid et al.,
2018), we develop the system’s dynamic equations.
The following is a form of how the system can be
written:
[

mJ3×3(σ(t)) O3×3
O3×3 J3×3(σ(t))

][
ζ̇
µ̇

]
+

[
µ∧mζ

µ∧ J3×3(σ(t))µ

]
=

[
F
τ

]

(1)
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where
ζ = (u,v,w)T ∈ R3 and µ = (p,q,r)T ∈ R3 are, re-
spectively, linear and angular velocity vectors of the
quadrotor with rotating arms in the mobile frame. m is
the total mass of the vehicle. Let η = (φ,θ,ψ)T ∈ R3

and ξ = (x,y,z)T ∈ R3 describe the mobile’s orien-
tation and position, respectively, with respect to B.
F = (Fx,Fy,Fz)

T ∈ R3 and τ = (τx,τy,τz)
T ∈ R3 are,

respectively, the external forces and moments applied
to the CoG.

The developed mathematical model expressed in
vehicle coordinated q is written under a compact form
using the general mechanical equation, as follows:

M (q)q̈+C (q, q̇)q̇+G = B(q)u (2)

where, q = [ξ,η]T ∈ Dξ ×Dη ⊆ R3 ×R3 is the
generalized coordiates, and it expresses the quadro-
tor position and orientation. M = M T ∈ R6×6 =[

mI3×3 0
0 J(σ(t))

]
> 0 is composed of the mass,

mI3×3, and the inertia matrix, which depends on the
variation of the angle of the arms. C ∈ R6×6 =[

0 0
0 C3×3

]
is matrix of centrifugal and coriolis ef-

fects. G ∈ R6 =
[
0 0 mg 0 0 0

]T denote the
gravitational force vector. B = I6×6 is the input ma-
trix.

In this paper, we have chosen six possible quadro-
tor configurations according to the position of the
arms (X, Y, YI, H, T, O).

2.2 Problem statement

The underactuated system given by (1) can be
represented in Port-Controlled Hamiltonian (PCH)
form (3),

Σ :

{
ẋ =

[
J (x)−R (x)

]
∇xH(x)+g(x)u

y = gT (x)∇xH(x)
(3)

where
x is the state vector and H(x) represents the inter-
nal energy accumulation in the system. J (x) and
R (x)≥ 0 are the interconnection skew and the damp-
ing symmetric matrices, respectively, while g(x) is the
input matrix. u and y are defined as two power ports
variables.

The main objective is to render the closed loop
system assymptotically stable by changing the matri-
ces J (x),R (x) and H(x) i.e to force the system to fol-
low a desired system written in PCH form (4) accord-
ing to the specifications of the control.

Σd : ẋ =
[
Jd(x)−Rd(x)

]
∇xHd(x) (4)

3 INTERCONNECTION AND
DAMPING
ASSIGNMENT-PASSIVITY
BASED CONTROL

The Interconnection and Damping Assignment-
Passivity Based Control (IDA-PBC) technique is a
well-known approach that employs the PCH system
and has been effectively utilized to regulate various
physical systems and practical applications. The main
objective of the IDA-PBC approach is to create a state
feedback controller by shaping the total energy of the
system, which is the Hamiltonian, and changing the
interconnection structure (Ortega et al., 2001). This
control method ensures that the PCH system is stable,
with the energy function serving as a Lyapunov
function. Furthermore, asymptotic stability of the
closed-loop is attained at the desired equilibrium by
incorporating damping into the system through the
damping-injection feedback controller.

The control law by IDA-PBC for the morphing
drone is designed as:

U =−K M −1(p− pd)+∇qV (q)−∇qVd(q)+CM −1 p
(5)

where K = K T > 0 is a positive constant.

Theorem 1. Considering the system (1), the control
input (5) ensure the tracking of the desired trajecto-
ries. i.e. the tracking error ≡ 0.

Proof. The Hamiltonian H(q, p) of system (2) is the
sum of kinetic energy T (translational and rotational)
and potential energy V , respectively.

H(q, p) = T (q, p)+V (q) (6)

which implies

H(q, p) =
1
2

pT M −1(q)p+GT q (7)

where p is the generalized momentum.
Based on (2), the dynamic of the morphing drone

written in PCH model is given as follow:
[

q̇
ṗ

]
=
(
J (q, p)−R (q, p)

)[∇qH(q, p)
∇pH(q, p)

]
+

[
0

B(q)

]
u

(8)
with

J (q, p) =
[

0 I6×6
−I6×6 0

]
(9)

and

R (q, p) =
[

0 0
0 C

]
(10)
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Our suggestion is to use a specific energy function,
which is defined as:

Hd(q, p) = Td(q, p)+Vd(q) (11)

We alter the internal energy function of the closed
loop system to achieve the desired equilibrium con-
figuration and ensure that the function Hd(q, p) has a
minimum value at (q∗, p∗), thus

Hd(q, p)=
1
2
(p− p∗)M −1

d (q)(p− p∗)+Vd(q) (12)

where Vd(q) and Md =M T
d > 0 represent the desired

closed loop potential energy function and inertia ma-
trix, respectively with

q∗ = argminVd(q) (13)

Remark 1. To stabilize the vehicle and track any
reference trajectory, we take the desired equilibrium
configuration (q∗, p∗) = (qr, pr) as the reference tra-
jectories.

In order to maintain the energy interpretation, it
is also necessary that the desired closed loop system
be in the port-controlled Hamiltonian representation.

[
q̇
ṗ

]
=
(
Jd(q, p)−Rd(q, p)

)[∇qHd(q, p)
∇pHd(q, p)

]
(14)

where

Jd(q, p) =−J T
d (q, p) =

[
0 M −1Md

−M −1Md J(q, p)

]

(15)
and

Rd(q, p) = R T
d (q, p) =

[
0 0
0 BK BT

]
(16)

Assumption 1. The structure of the matrix[
Jd(q, p)−Rd(q, p)

]
is identical to that of the

initial system.

The PBC control input consists of two compo-
nents: the first one injects damping to the system,
while the second one is responsible for shaping the
energy.

u = uDI +uES (17)

The resulting equations are obtained by substituting
equation (17) into equation (8) and equating them to
equation (14), in order to derive the controller. Thus

[
0 I6×6

−I6×6 −C

][
∇qH(q, p)
∇pH(q, p)

]
+

[
0

B(q)

]
(uDI +uES)

=

[
0 M −1Md

−M −1Md J(q, p)−B(q)K BT (q)

][
∇qHd(q, p)
∇pHd(q, p)

]

(18)

The energy shaping term is derived from the second
row.

uES = B−1(q)(∇qH(q, p)+C∇pH(q, p)

−M −1Md∇qHd(q, p)+J(q, p)∇pHd(q, p))
(19)

and

B(q)uDI =−B(q)K BT (q)∇pHd(q, p) (20)

The above control law relies heavily on the Md ma-
trix, which is essential for adapting the closed-loop
behavior to the mission. This matrix includes the
mass and inertia matrices that determine the behavior
of the entire system.

Remark 2. The injection of damping into the system
is facilitated by Rd through negative feedback of the
passive output, which is specifically selected in our
case as BT ∇pHd(q, p) (as shown in equation (20)).
The corresponding term for damping injection can be
expressed as:

uDI =−K BT ∇pHd(q, p) (21)

Assumption 2. To simplify matters, the interconnec-
tion matrix remains unchanged, i.e. Md is equal to
M and J is equal to zero.

Using (12), we obtain

uDI =−K M −1(p− pr) (22)

uES = ∇qV (q)−∇qVd(q)+CM −1 p (23)

By using energy shaping as a state-feedback tech-
nique, the position of the system is stabilized. To
achieve asymptotic stability, damping injection is in-
troduced via passive output feedback.

The selection of Vd involves choosing a quadratic
function as defined in equation (24), which satisfies
the necessary and sufficient conditions of ∇qVd(q∗)=
0 and ∂2

qVd(q∗)> 0, respectively.

Vd(q)=
1
2
(ξ−ξd)

T Γξ(ξ−ξd)+
1
2
(η−ηd)

T Γη(η−ηd)

(24)
where Γξ and Γη denote positive definite matrices.

Using (24), the control of energy shaping uES be-
comes

uES =

[
−Γξ(ξ−ξd)+G
−Γη(η−ηd)+Cη̇

]
(25)

Theorem 2. The closed loop of system (2) using con-
trol law (5) is asymptoticaly stable

Proof. By employing the IDA-PBC approach as
explained earlier, the closed loop system (2), written
using the port-controlled Hamiltonian representation
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model (8), can be transformed into the desired port-
controlled Hamiltonian representation model (14)
using the control law (17). In this context, uES
is defined by (25) and uDI by (22), subject to the
conditions of Assumption 2. Additionally, Vd(q) can
be expressed as (24).

Hd(q, p) is a positive definite function chosen
herein as Lyapunov candidate function where the first
time derivative is

Ḣd(q, p) = q̇T ∇qHd(q, p)+ ṗT ∇pHd(q, p) (26)

Using (14), we get

Ḣd(q, p) = ∇pHT
d (q, p)− (∇qHT

d (q, p)

+∇pHT
d (q, p)B

T K T B)∇pHd(q, p)
(27)

Then

Ḣd(q, p) =−∇pHT
d (q, p)K T ∇pHd(q, p)

⩽ eigmin(K )(p− pd)
T M −1(q)2(p− pd)

(28)

where eigmin(.) denotes the minimal eigenvalue of
matrix K .
Therefore, the closed loop system is asymptotically
stable

4 SIMULATION RESULTS

The simulation starts with the morphing drone flying
in the ’X’ configuration. The drone then changes con-
figuration according to the table reftconfig, which was
presented previously, respecting the time intervals
given by T =

[
0s 5s 20s 30s 60s 70s 80s

]
.

Each configuration is supposed to be adapted to a spe-
cific mission. To test the robustness of the system,
simulations were performed with an external distur-
bance of dy = dz = 0.1N.kg−1 in translation. Addi-
tionally, the simulations took into account the pres-
ence of uncertainties △ related to the calculation of
inertia and center of gravity of each configuration

In this scenario, we create a complex path, and the
results of the simulation are presented in Figures 2
to 7. Each figure displays the progress of the vehi-
cle’s position and orientation, as well as the track-
ing and attitude errors and the actuator force controls,
separately. In order to facilitate a more intuitive ob-
servation of the position system’s trajectory tracking
effect during the flight, Figure 2 depicts the three-
dimensional space trajectories of IDA-PBC.

As it can be observed, the controller result in more
successful tracking of the reference trajectories. From
the results dipicted in Figs. 3 and 4, it is apparent that

Figure 2: Absolute position of the quadrotor with distur-
bances.

the system’s outputs converge towards the desired tra-
jectories and exhibit good tracking. Additionally, Fig-
ures 5 and 6 indicate that the tracking errors converge
to the origin and remain in a steady state in the neigh-
borhood due to the efficiency of the controllers. The
curve in Fig. 7 represents the evolution of the control
inputs. As it is observed, the applied control inputs of
the proposed controllers are smooth.

5 CONCLUSIONS & FUTURE
WORKS

The paper introduces a new type of drone, known
as the morphing drone, which can modify its shape
during flight to fulfill a specific mission in a challeng-
ing environment. Additionally, a nonlinear robust
controller utilizing IDA-PBC was implemented,
allowing the UAV to follow the desired tracking
trajectory. The proposed controller’s asymptotic
stability was also demonstrated through analytical
means. To verify the analytic results, a simulation
was run to exhibit the stability of the controller.
According to the simulation results, the developed
controller showed high accuracy capabilities and
maintained good performance.

In our future work, we plan to approach the is-
sue from an experimental perspective and extend our
research to energy consumption and energy planning.
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Abstract—Type 1 diabetes develops when the immune 

system targets and destroys the pancreatic beta cells, 

resulting in inadequate production of insulin a hormone 

essential for enabling sugar or glucose to enter cells for 

energy generation. In response to pancreatic dysfunction, 

artificial pancreases are employed to administer the 

necessary insulin dosage into the body. Automated 

controllers are utilized to maintain a harmonious 

equilibrium between blood glucose and insulin levels. 

Bergman's minimal model (BMM) is a validated 

physiological representation of this phenomenon. This 

model addresses the perturbations in blood glucose levels 

resulting from meal consumption. Two nonlinear control 

strategies are introduced: an adaptative backstepping 

algorithm and a Fuzzy Logic Controller (FLC). These 

methods are proposed for the automated regulation of 

blood glucose levels in individuals with Type 1 Diabetes 

Mellitus The outcomes of the simulations revealed that the 

fuzzy logic control system (FLC) outperformed the 

adaptative backstepping controller. 

Keywords: Fuzzy Logic Controller (FLC), blood glucose levels 

(BGL), Adaptative  Backstepping. 

I. INTRODUCTION  

The pancreas secretes the hormone insulin, which the body 
uses to control blood glucose levels. When the pancreas 
produces insufficient or excessive amounts of insulin, blood 
glucose concentrations rise or fall outside of the prescribed 
range. People’s pancreas with Type 1 Diabetes (T1D ) 
generates little or no insulin. They require daily insulin 
injections to maintain blood glucose levels. Diabetes 
management is necessary to stop or postpone the onset of 
micro vascular (retinopathy, nephropathy) and macro vascular 
(myocardial ischemia, stroke) complications.[1]In 2017, the 
American Diabetes Association (ADA) has fixed the glycemic 
target range  (80-180 )  mg/dl for many non-pregnant adults with 
diabetes. [2] 

Diabetes mellitus can be categorized into two primary types: 

Type 1 and Type 2. Type 1 diabetes, also referred to as 

'Juvenile Diabetes,' is characterized by elevated blood glucose 

levels resulting from an insufficient production of insulin. 

This insufficiency stems from the depletion of beta cells in the 

pancreas, which play a crucial role in insulin synthesis. On the 

other hand, Type 2 diabetes develops due to either (i) insulin 

resistance or (ii) inadequate insulin secretion. Management of 

Type 1 diabetes involves administering insulin to stabilize 

blood glucose levels, while Type 2 diabetes is typically treated 

with appropriate medications. [3] 

In order to prevent such severe conditions, maintaining a 

balanced blood glucose level is of utmost importance. While 

manually administering a fixed quantity of insulin can help 

Type 1 patients achieve normal blood glucose levels, this 

approach isn't practical for consistently reaching and 

sustaining normal levels. Additionally, this method lacks the 

capability to address potential disruptions in the process. As a 

result, a more favorable approach involves controlled infusion, 

facilitated by a specially designed controller that utilizes data 

from continuous glucose monitoring (CGM). This solution is 

embodied in the form of an Artificial Pancreas (AP), 

comprising three key components: CGM for continuous blood 

glucose monitoring, a controller for insulin dosing 

calculations, and an insulin pump for insulin delivery (figure 

1). The CGM continuously tracks blood glucose levels and 

relays the data to the controller, which then computes the 

appropriate insulin dosage and communicates the necessary 

instructions to the insulin pump if insulin infusion is deemed 

necessary. [4] The main purpose of this paper is to apply 

Adaptative backstepping nonlinear controller based on the 

method of Lyapunov for automated control of blood glucose 

in Type 1 Diabetic Patients, in the first part. after that the 

application of the fuzzy logic nonlinear controller with a 

generated trajectory reference. The interest of fuzzy logic lies 

in its ability to deal with the imprecise, the uncertain and the 

blurred. It stems from man's ability to decide and act 
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appropriately despite the lack of available knowledge. After 

that, a comparison of the two controllers is done. 

 

 

Figure 1.  Closed loop controller[5]. 

II. SYSTEM MODELING OF BERGMAN 

       Bergman’s model is the most popularly utilized model in 

the literature, and it approximates the dynamic response of a 

diabetic patient’s blood glucose concentration to the insulin 

injection [6]. 

Bergman's model is formulated based on first-order 

differential equations, utilizing three state variables: the level 

of blood glucose concentration (G), interstitial insulin (X) 

situated among muscle cells, which aids in glucose uptake by 

muscles, and the concentration of insulin in the bloodstream 

(I) [7, 8] 

The representation of a dynamic model for blood glucose 

(BG) and insulin is depicted through a set of three differential 

equations as outlined below: [9, 1] 

 

= - p1 (g(t) – gb) –x (t)g(t) +M(t)                      (1)                                    

          = -p2 x(t) + p3 (i(t) – ib)                                (2)  

           =-NI+                                                          (3)                                                                           

i ∶ Concentration of insulin in the human body. 

g : Concentration of glucose in the human body. 

x: insulin "active". 

P1, p2, p3, n, and ɤ, h: are characteristics of the patient of his 

diabetes. 

ib, gb: balance, baseline level of I and G respectively. 

TABLE I.  PARAMETER VALUES OF SYSTEM. 

 

Unity values parameter 

Mg/dl 100 gb 

mU/ml 7.0 ib 
1-Min 0.03 1P 
1-Min 0.01 2P 
1-Min 010.000 3P 

 1-Min        0.10 N 

L 12 Vi 

Mg/dl 120 G0 

mU/ml 7.0 I0 
1-nMi 0 X0 

M (𝑡) represents the meal glucose disturbance and can be 

modeled by decaying exponential function of the following 

form [10]: 

 

M (𝑡) = 𝐺𝑖𝑛 = (d𝑔∗a𝑔) ∗𝑡∗exp (−𝑡 *40) /𝑡𝑚𝑎𝑥        (4) 

d𝒈𝒆𝒏 [𝒈]: Represents the amount of carbohydrates in the 

meal. 

a𝒈: A constant in the pattern of the expression. 

𝒕𝒎𝒂𝒙: Represents the time when the absorption of 

carbohydrates is in the peak   value (max). 

III. ADAPTATIVE BACKSTEPPING CONTROLLER 

DESING 

 

        Non-linear BS controller as implemented in [5, 11], 

The adaptative backstepping technique stands as an effective 

control strategy for nonlinear systems. This approach employs 

virtual control to streamline the process of devising control 

regulations. Typically, intricate nonlinear systems can be 

restructured into multiple subsystems using the backstepping 

design. Subsequently, a virtual controller is formulated for 

each of these subsystems utilizing Lyapunov functions. 

Consequently, at each stage, a more manageable control law is 

dealt with; the overall diagram of designed controller is shown 

on Figure 2. 

The error e1 is the difference between the reference output and 

actual output, which is defined as: 

 

                                      = -                                     (5)   

 

A. Step1 

First, a candidate for the positive defnite Lyapunov function is 

defined as: 

                                     = 0                                      (6) 

 

Its derivative function is: 

                                    =( - )                                   (7) 

 

First, a candidate for  the positive defnite Lyapunov function 

is defined as: 

                                     = 0                                      (6) 

 

Its derivative function is: 

                                    =( - )                                   (7) 

 

Using the corresponding value from equation (1) to equation 

(7) results in: 

 

                     = [ (G- ) – GX +D - ]                   (8) 

Defining the following as the virtual control law makes Eq. 

(8) into a negative definite equation. 

               = [   (  – G) + D - ]               (9) 
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Indeed, when Eq. (9) is replaced into Eq. (8), the desired 

outcome is as follows: 

 = - 0                                                       (10)  

Where   0 , G  0. 

 

B. Step2 

We now need to identify the control to assure that X →X*. 

=  +  0                                                                 (11) 

With = (  - X). 

The Lyapunov function's derivate is: 

 

=  -  =  + (  - ) =  +(  + X+ ( - I)e(12) 

 

Eq. (12) becomes negative definite, if we define the following 

virtual control law: 

 

                   =  (  + X +  + ).                    (13) 

Indeed, when Eq. (13) is replaced into Eq. (12), the desired 

outcome is as follows: 

 

           = -  0,                                                     (14)              

Where   0, 0. 

 

C. Step3 

 

We now need to identify the control to assure that I →I*. 

 

 = + +    0                                                         (15) 

With = (  - I)  

 

The Lyapunov function derivate is: 

 

= + +  =  +  +( - )                                  (16) 

    =  +  + (  NI - ) . 

Eq. (16) becomes negative definite, if we define the following 

virtual control law: 

                 = ( +NI + )                                 (17) 

Indeed, when Eq. (17) is replaced into Eq. (16), the desired 

outcome is as follows: 

                    = +  - 0                             (18) 

 

Figure 2.  Block diagram of adaptive backstepping controller. 

IV. FUZZY LOGIC CONTROLLER  

The implementation of FLC involves tracking the internal 

insulin level from state variable I and blood glucose level 

through BG sensor. When a blood glucose level deviates from 

the reference, FLC delivers the necessary amount of insulin. 

Its simulations have been run using MATLAB's Fuzzy 

Toolbox.[12] 

  As illustrated in Figure 3, the FLC structure has organization 

three essential elements such as fuzzification, fuzzy inference, 

and defuzzification. 

The first block is fuzzification, which looks up each input data 

element using one or more membership functions to transform 

it to degrees of membership. The rule base and inference base 

have the capacity to simulate human decision-making based 

on fuzzy notions, and they also have the ability to infer fuzzy 

control actions using fuzzy implication and the rules of 

inference in fuzzy logic. Defuzzification is the name given to 

the third procedure. In order to create a clear control signal, 

the resultant fuzzy set is defuzzified. 

 

 

Figure 3.  FLC algorithm [13] 

The fuzzy logic controller in this study is predicated on two 

inputs: the concentration of glucose and glucose concentration 

change rate are given by Figure 4, Figure. 5, respectively .The 

amount of insulin administered is the output. The membership 

function (MF) type-specific fuzzy sets are defined together 

with the range of variation for each variable as part of the 

fuzzification process. 

   The main goal in this part is to design a pump to regulate 

the flow of insulin inside the body according to the level of 

glucose present in the blood, by controlling it with the fuzzy 

logic controller.  
         The controlled system is mathematically represented by 

the Bergman system. The element that controls the pump is 

the valve, which is called, which controls the change of 

glucose by pumping or determining the level of insulin entry 

into the body.[14] 

 

 

 

 

Figure 4.  Input membership function of error glucose concentration. 
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Figure 5.  Input membership function of rate of error glucose concentration. 

 

Figure 6.  Output membership function. 

decision or output in fuzzy linguistic variables. Fuzzy rules for 

blood glucose regulation are mentioned in Table II. 

TABLE II.  PARAMETER VALUES OF SYSTEM. 

G  

DG 

NG N Z P PG 

 

NG 

 
NG 

 
NG 

 
NG 

 
N 

 
Z 

 

N NG NG N Z P 
 

Z NG N Z P PG 

 
P N Z P PG PG 

 

PG Z P PG PG PG 
 

NG (Negative Big), N (Negative), Z (Zero), P (Positive), PG 

(Positive Big) 

 

V.         SIMULATION RESULTS  

Discussion and testing of simulations the effectiveness of the 
suggested control strategy is demonstrated using the results of 
simulations in order to validate our work. Prior to comparing 
the suggested fuzzy logic controller's performance to the 
Adaptive back-stepping controller, an analysis of its 
performance is conducted. In the appendix, the BMM's rating 
and specifications are listed.  Note that the initial glucose 
basal level for all simulations is GB=120 mg/dL, Ib is 7.The 
following figure illustrates the form of a particular amount of 
carbs' fluctuation over time: 

 

 

 

 
 

Figure 7.  Disturbance of glucose 

The simulation begins with high blood glucose levels and 

significant meal disruption, necessitating a continuous insulin 

infusion. As the controller increases the amount of insulin it is 

administering into the system, the blood glucose level 

immediately drops, the controller starts lowering the insulin 

level as seen in Figure 8. 

 
 

Figure 8.  Insulin injections to control blood glucose. 

Figure 9 illustrates the comparison of blood glucose level 

using fuzzy type-1and adaptative backstepping . As it can be 

seen in figure 9, a controller is needed to maintain the blood 

glucose level in the desirable range. Also, it is clear that the 

glucose range is decreased during the control process. 

Moreover, while adaptative backstepping controller showed 

promising results in controlling blood glucose level, fuzzy 

type-1 exceeds its performance in keeping the blood glucose 

level closer to the desired value (100[mg/dL]). As it is known, 

its amount initially has a sharp increase, which figure 9 clearly 

illustrates this pattern. Also, by conducting fuzzy type-1 the 
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patient will experience a lower maximum level of blood 

glucose concentration. 

 

Figure 9.  Glucose response of closed loop system. 

VI. CONCLUSION  

        The concentration of glucose is controlled in this paper 

using fuzzy logic and a backstepping controller, and the 

simulation results are obtained using MATLAB SIMULINK. 

By comparing fuzzy logic to Adaptative backstepping 

controller, the main goal of this paper was to regulate the 

concentration of glucose in the blood, so that when it rises, the 

pump intervenes and injects insulin up to the normal value of 

glucose. The simulations and experimental results 

demonstrated that fuzzy control outperformed conventional 

backstepping systems. 
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Abstract—
This paper proposes the design of a controller-observer system

for a reconfigurable quadrotor with foldable rotor arms that
takes into account internal and external disturbances using inte-
gral sliding mode approach.Two types of observers are considered
: (i) observer based Extended Kalman Filter (EKF), and (ii)
Sliding mode observer (SMO). The two observers are designed
in order to observe and estimate the state variables, the first one
is a recursive stochastic observer whereas the second one is a
robust non linear observer. A comparison is made using Matlab
simulation.

Keywords—
States Estimation, Reconfigurable Quadrotor, Extended

Kalman Filter, Observer, Sliding Mode Observer

I. INTRODUCTION

Reconfigurable quadrotors, also known as modular or trans-
formable quadrotors, are a type of unmanned aerial vehicle
(UAV) that have the capability to change their physical config-
uration during flight. Unlike traditional quadrotors with fixed
structures, reconfigurable quadrotors can alter their shape, size,
or configuration to adapt to different tasks, environments,
or mission requirements. This adaptability can be highly
advantageous in various applications [1]–[7]. An excellent
survey and a state-of-the-art on morphing Unmanned Aerial
Vehicles (UAVs) are compiled in [8]. It arises from this
survey that reconfigurable UAVs are a promising solution in
the near future, since they allow increasing considerably the
capabilities and performance of the conventional UAVs.
However, designing and controlling these systems can be
challenging due to the complexity of managing different
configurations and flight modes. Moreover, designing a state
estimator for a quadrotor is a complex task that requires a
good understanding of control theory, sensor characteristics,
and the specific quadrotor dynamics. Additionally, the choice
of observer may depend on the complexity of the system and
the desired estimation accuracy.
In this paper, a controller-observer system is designed for a
reconfigurable quadrotor with foldable rotor arms. The design
takes into account internal and external disturbances using
integral sliding mode approach. Two different observers are
introduced : (i) Extended Kalman Observer (EKF), and (ii)
Sliding mode observer (SMO). The two observers are designed

in order to estimate the state variables, the first one is a
recursive stochastic observer whereas the second one is a
robust non linear observer.
This paper is organized as follows. In section II, dynamic
modeling of the reconfigurable quadrotor is presented. In
Section III, two model-based states estimation approaches are
presented. It details the mathematical formulas of both the
EKF and SMO. Section IV explains the proposed controller-
observer design. Simulation results are then shown in section
V. Finally, conclusions and future works are drawn.

II. RECONFIGURABLE QUADROTOR MODEL

A. System Description

Designing an observer for state estimation of a quadrotor
involves developing a mathematical model that estimates the
quadrotor’s state variables (such as position, velocity, attitude,
and angular rates) based on sensor measurements. Figure
1 shows a schematic model of a reconfigurable quadrotor
which is designed based on the standard DJI F450 frame
by integrating four additional servomotors attached to the
main body to make the quadrotor arms rotate [9]–[11]. This
modification makes the four arms rotatable around the central
body. Thus, this UAV is able to change its flight configuration
by rotating its four arms independently around a central body,
thanks to its adaptive geometry. The four arms can rotate
around the central body independently by changing the angles
αi(i = 1, 2, 3, 4). Consequently, different configurations are
possible [9]–[11] and more details about the description of
this system is given in reference [1].
Unlike conventional quadrotors where the center of gravity

(CoG) is assumed to be located at the geometric center of
the body, the folding of the reconfigurable quadrotor arms has
a considerable impact on the variation of the CoG and the
moments of inertia (MoIs). Thus, it is necessary to estimate
these two properties in real time in order to update the model
of the UAV and adjust the controller parameters accordingly
[1], [10], [11]. According to the diagram in Figure 1, and
using trigonometric relations, the coordinates of the CoGs of
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Figure 1. Schematic model of a reconfigurable quadrotor UAV.

Figure 2. The reconfigurable quadrotor in some possible configurations.

the four arms and the four rotors are given as follows:





(xa,1, ya,1) = (
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+ lSα1,−

a

2
− lCα1)

(xr,2, yr,2) = (
a

2
+ lCα2,
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(2)

C(.) and S(.) are abbreviations for cos(.) and sin(.) respec-
tively.
Therefore, based on the general expression of the global center
of gravity of the multi-body system, the position of the global

center of gravity of our vehicle which depends on the rotation
angles αi is determined as follows:





xcog =
l(ma + 2mr)

2mt
(Sα1 + Cα2 − Sα3 − Cα4)

ycog =
l(ma + 2mr)

2mt
(−Cα1 + Sα2 + Cα3 − Sα4)

(3)

B. Dynamic model

The dynamic model of the reconfigurable quadrotor can be
written using the state space representation as follows [1]:





ẋ1 = x2

ẋ2 = f1(X) + g1(X)u2 + d

ẋ3 = x4

ẋ4 = f2(X) + g2(X)u3 + d

ẋ5 = x6

ẋ6 = f3(X) + g3(X)u4 + d

ẋ7 = x8

ẋ8 = f4(X) + g4(X)u1 + d

ẋ9 = x10

ẋ10 = f5(X) + g5(X)u1 + d

ẋ11 = x12

ẋ12 = f6(X) + g6(X)u1 + d

(4)

where
X = (x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12)

T
=[

ϕ, ϕ̇, θ, θ̇, ψ, ψ̇, x, ẋ, y, ẏ, z, ż
]T

∈ R12

U = (u1, u2, u3, u4)
T ∈ R4 and

Y = (x1, x3, x5, x7, x9, x11)
T ∈ R6 are the state, the control

input and the output respectively.
x, y, z represent the position coordinates, while ϕ, θ, ψ are the
attitude of the quadrotor and ẋ, ẏ, ż, ϕ̇, θ̇, ψ̇ are their change
rates respectively, while:





f1(X) = a1x4x6 + a4Ωx4, f4(X) = 0

f2(X) = a2x2x6 + a5Ωx2, f5(X) = 0

f3(X) = a3x2x4, f6(X) = −g
g1(X) = b1, g4(X) =

ux
mt

g2(X) = b2, g5(X) =
uy
mt

g3(X) = b3, g6(X) =
cosx1 cosx3

mt

with the two virtual control inputs ux, uy and the total
gyroscopic torques are given respectively as follow:




ux = CϕSθCψ + SϕSψ
uy = CϕSθSψ − SϕCψ
Ω = Ω1 − Ω2 +Ω3 − Ω4

(5)
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and



a1 =
(Iyy(αi)− Izz(αi))

Ixx(αi)
, a4 = − Jr

Ixx(αi)
, b1 =

1

Ixx(αi)
,

a2 =
(Izz(αi)− Ixx(αi))

Iyy(αi)
, a5 =

Jr
Iyy(αi)

, b2 =
1

Iyy(αi)
,

a3 =
(Ixx(αi)− Iyy(αi))

Izz(αi)
, b3 =

1

Izz(αi)
.

where Jr is the rotor inertia, d represents the disturbances
applied to the quadrotor.
The control inputs, ui, (i = 1, ..., 4), are given by





u1 = b(Ω2
1 +Ω2

2 +Ω2
3 +Ω2

4)

u2 = b(yr1Ω
2
1 + yr2Ω

2
2 + yr3Ω

2
3 + yr4Ω

2
4)

u3 = b(xr1Ω
2
1 + xr2Ω

2
2 + xr3Ω

2
3 + xr4Ω

2
4)

u4 = d(Ω2
1 − Ω2

2 +Ω2
3 − Ω2

4)

(6)

in which: {
xri = xcog − xr,i

yri = yr,i − ycog, (i = 1, ..., 4).
(7)

Since, Ωi ∈ [0,Ωmax], (i = 1, ..., 4), it follows that

|Ω| ≤ 2Ωmax (8)

The pitch, roll, yaw angles and their angular rates respectively
satisfy the following inequalities

|ϕ| < π

2
, |θ| < π

2
, |ψ| ≤ π,

|ϕ̇| ≤ κ1, |θ̇| ≤ κ2, |ψ̇| ≤ κ3,
(9)

Using Equation (5) to extracted desired roll and pitch angles
are 



ϕd = sin−1(uxSψd − uyCψd)

θd = sin−1(
uxCψd + uySψd

Cϕd
)

(10)

III. MODEL-BASED STATES ESTIMATION

In this section, two model-based states estimation will be
investigated. The first one is the Extended Kalman Filter which
is known by its simplicity and effectiveness for state estimation
in nonlinear systems. It is a recursive estimation algorithm that
is an extension of the traditional Kalman Filter and widely
used. The second one is the Sliding Mode Observer, which
provides state estimation even in the presence of uncertainties,
disturbances and measurement noise.

A. Extended Kalman Filter

In 1960, R.E. Kalman published his famous paper describ-
ing a recursive solution to the discrete-data linear filtering
problem [12]. The purpose in this paper is to find the best
estimate of the state vector of the system of which the discrete-
time nonlinear dynamic is given as:

{
Xk+1 = f(Xk, uk, wk)

Zk = h(Xk, vk)
(11)

where f(.) and h(.) represent the evolution function and
relationship between the state vector and the measurement Zk

respectively, uk is the control input at step k and wk, vk are
the process and measurement white Gaussian noise vectors
with zero mean and associated covariance matrices Q =
E[wk, wk]

T and R = E[vk, vk]
T respectively .

To apply the EKF algorithm, the nonlinear system given in
equation 11 must be linearized around the desired reference
point (X̂, ŵk = 0, v̂k = 0), which gives us the following
approximated linear model:





Xk+1 ≈ f(Xk, uk, wk)

≈ f(X̂k, uk, 0) + Fk(Xk − X̂k) +Wk(wk − 0)

Zk ≈ h(Xk, vk)

≈ h(X̂k, 0) +Hk(Xk − X̂k) + Vk(vk − 0)

where the Jacobean matrices of f and h are given as follows:

Fk =
∂f(X, 0)

∂X

∣∣∣∣
X=X̂

, Hk =
∂h(X, 0)

∂X

∣∣∣∣
X=X̂

Wk =
∂h(X̂, w)

∂w

∣∣∣∣∣
w=0

, Vk =
∂h(X̂, v)

∂v

∣∣∣∣∣
v=0

We denote X̂k+1/k+1,X̂k+1/k,Pk+1/k+1 and Pk+1/k the pos-
teriori state prediction vector, the priori state prediction vector,
the posteriori prediction error covariance matrix and the priori
prediction error covariance matrix respectively.
The steps of the recursive EKF algorithm are given by the
following equations to estimate the state vector.
Prediction step:

{
X̂k+1/k = f(X̂k/k, uk, 0)

Pk+1/k = FkPk/kF
T
k +WkQW

T
k

(12)

Innovation step:

{
Yk+1/k = h(X̂k+1/k, 0)

Sk = (HkPk+1/kH
T
k + VkRV

T
k )

(13)

Kalman filter gain matrix:

Kk = Pk+1/kH
T
k S

−1
k (14)

Correction step:

{
X̂k+1/k+1 = X̂k+1/k +Kk(Zk − Yk+1/k)

Pk+1/k+1 = Pk+1/k −KkHkPk+1/k

(15)
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B. Sliding Mode Observer

The Sliding Mode Observer (SMO) [13] is derived from (4)
and has the form:





ˆ̇x1 = x̂2 + µ1

ˆ̇x2 = f1(X̂) + g1(X̂)u2 + µ2

ˆ̇x3 = x̂4 + µ3

ˆ̇x4 = f2(X̂) + g2(X̂)u3 + µ4

ˆ̇x5 = x̂6 + µ5

ˆ̇x6 = f3(X̂) + g3(X̂)u4 + µ6

ˆ̇x7 = x̂8 + µ7

ˆ̇x8 = f4(X̂) + g4(X̂)u1 + µ8

ˆ̇x9 = x̂10 + µ9

ˆ̇x10 = f5(X̂) + g5(X̂)u1 + µ10

ˆ̇x11 = x̂12 + µ11

ˆ̇x12 = f6(X̂) + g6(X̂)u1 + µ12

(16)

where
{
µi = Kisign(xi − x̂i)

µi+1 = Ki+1sign(xi − x̂i)
, i = 1, 3, 5, 7, 9, 11 (17)

Ki are positive gains.

IV. INTEGRAL SLIDING MODE CONTROL DESIGN

Because of the complexity of reconfigurable quadrotors,
we need a powerful controller to overcome the commutation
between different configurations and to compensate for the
partial loss of effectiveness in one of its rotors. The SMC
approach is an excellent candidate for that, thanks to its
strong robustness. Therefore, in this section, an Integral SMC
controller is designed to control our vehicle. The structure of
the proposed controller-observer is shown in Figure 3.
Let x̂i = (ϕ̂, θ̂, ψ̂, x̂, ŷ, ẑ), be the outputs of the observer. This

section presents a sliding mode control that drive system (??)
to track a given desired reference xdi = (ϕd, θd, ψd, xd, yd, zd),
(i = 1, ..., 6) in finite time. λi > 0, and ki > 0 are constant
control gains.

A. Position control

Let ei = xdi − x̂i, (i = 4, 5, 6), be the transnational error.
Define the following sliding surface

si = ėi + λiei + kpi

∫
ei (18)

The time derivative of s6 is

ṡ6 = ë6 + λ6ė6 + kp6e6

= z̈d − ˆ̈z + λ6ė6 + kp6e6

= z̈d −
u1
mt

Cϕ̂Cθ̂ + g + λ6ė6 + kp6e6

= −k6sign(s6)

(19)

where sign is the signum function. The input control u1 is
extracted as

u1 =
mt

Cϕ̂Cθ̂
(z̈d + g + λ6ė6 + kp6e6 + k6sign(s6)) (20)

We follow the same procedure to derive the virtual control
inputs ux and uy we get

ux =
mt

u1
(ẍd + λ4ė4 + kp4e4 + k4sign(s4))

uy =
mt

u1
(ÿd + λ5ė5 + kp5e5 + k5sign(s5))

(21)

The resulting closed loop dynamics is given by

ṡi = −kisign(si), (i = 4, 5, 6). (22)

Consider the Lyapunov function

V (s4, s5, s6) =
1

2

6∑

i=4

s2i (23)

The derivative of V is computed as

V̇ =
6∑

i=4

siṡi = −
6∑

i=4

ki|si| < 0 (24)

which imply that the system trajectories converge to the sliding
surface in finite time and the error ei, (i = 4, 5, 6) converge
exponentially to zero.

B. Attitude control

Let ei = xdi − x̂i, (i = 1, 2, 3), be the rotational error
variables. Define the following sliding surface

si = ėi + λiei + kpi

∫
ei (25)

The time derivative of s1 is

ṡ1 = ë1 + λ1ė1 + kp1e1

= ϕ̈d − ˆ̈
ϕ+ λ1ė1 + kp1e1

= ϕ̈d − a1
ˆ̇
θ
ˆ̇
ψ − a4Ω

ˆ̇
θ − b1u2 + λ1ė1 + kp1e1

= −k1sign(s1)

(26)

The input control u2 is extracted as

u2 =
1

b1
(ϕ̈d − a1

ˆ̇
θ
ˆ̇
ψ − λ1ė1 + kp1e1 + k1sign(s1)) (27)

We follow the same procedure to derive the virtual control
inputs u3 and u4 we get

u3 =
1

b2
(θ̈d − a2

ˆ̇
ϕ
ˆ̇
ψ − λ2ė2 + kp2e2 + k2sign(s2)),

u4 =
1

b3
(ψ̈d − a3

ˆ̇
ϕ
ˆ̇
θ − λ3ė3 + kp3e3 + k3sign(s3))

(28)

The resulting closed loop dynamics is given by

ṡ1 = a4Ω
ˆ̇
θ − k1sign(s1),

ṡ2 = a5Ω
ˆ̇
ϕ− k2sign(s2),

ṡ3 = −k3sign(s3),
(29)
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Figure 3. Controller-observer system of the reconfigurable quadrotor.

Consider the Lyapunov function

V (s1, s2, s3) =
1

2

3∑

i=1

s2i (30)

The derivative of V is given as follows
V̇ = −k1|s1| − k2|s2| − k3|s3|+ a4Ωs1

ˆ̇
θ + a5Ωs2

ˆ̇
ϕ

≤ −(k1 − κ2a4|Ω|)|s1| − (k2 − κ1a5|Ω|)|s2| − k3|s3|
≤ −(k1 − 2κ2a4Ωmax)|s1| − (k2 − 2κ1a5Ωmax)|s2| − k3|s3|,

Thus, the system trajectories converge to the sliding
surface in finite time and the error ei, (i = 1, 2, 3) converge
exponentially to zero if the following gains are chosen such
that

k1 ≥ 2κ2a4Ωmax,

k2 ≥ 2κ1a5Ωmax,

k3 ≥ 0.

(31)

V. SIMULATION AND DISCUSSIONS

In this section, several numerical simulation are performed
to demonstrate the performance of the controller-observer
developed for a reconfigurable quadrotor UAV. The main
parameters used in this simulation are given in [1].
The integral sliding mode controller parameters are selected
as follows:
λi = (15, 15, 2, 9, 9, 2),
ki = (15, 15, 2, 6, 6, 2),
kpi = (0.6, 0.6, 0.6, 0.1, 0.1, 0.1), for i = 1, 2, ..6.
Two types of uncertainties are injected in the system to
verify the robustness of the controller-observer. An internal
disturbance includes the random Gaussian noise with zero
mean value and process covariance q = 10−2 and mea-
surement covariance r = 10−4. An external disturbance
d(t) = 0.01sin(2πt), which is assumed to be bounded
D = max(|d|) = 1.

For EKF, the initial state and initial covariance are cho-
sen to be X̂0/0 = 012x1 and P̂0/0 = 1xI12x12
respectively, the covariance matrices are Q12x12 =
diag(10−2, 10−2..., 10−2),R6x6 = diag(10−4, 10−4..., 10−4).
The parameters of the SMO are selected as follows: K1 =
K3 = 8,K2 = K4 = 0.8, and Ki = 1, for (i = 5, 6, ..., 12).
The desired trajectory is chosen to be rectangular.
the vehicle changes its configuration as follows : X-
configuration from 0s to 40s, Y-configuration from 40s to 60s,
O-configuration from 60s to 80s, T-configuration from 80s to
100s. These four configurations are shown on Figure 2.
We have simulated two cases:
-Case 1: States estimation by EKF,
-Case 2: States estimation by SMO.
Simulation results are depicted in Figures 4-7.
Figures 4 and 5 show the tracking positions, which are ob-
tained using EKF and SMO respectively for states estimation.
Figure 6 shows the evolution of control outputs and Figure7
shows the evolution of servomotors angles.
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Figure 4. Positions tracking (Case 1).
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Figure 5. Positions tracking (Case 2).
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Figure 6. Control outputs.
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Figure 7. Evolution of servomotors angles.

VI. CONCLUSION

In this paper, we presented a controller-observer for altitude-
attitude tracking control of a reconfigurable quadrotor tacking
some flight configurations in the presence of internal and
external disturbances. By assuming that not all states are
measured and to avoid hardware sensors, an Extended Kalman

Filter and a Sliding Mode Observer based states estimation
are introduced in order to estimate the hidden state variables.
Integral Sliding Mode Control was applied.
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Abstract— The fetal electrocardiogram (fECG) is a non-invasive 

technique for monitoring the electrical activity of the fetus 

during pregnancy. Reading the (fECGs)s remains crucial in 

detecting defects or anomalies in fetal health. However, the 

processed signals are generally superimposed on the maternal 

signal (mECG) and noise. In this study, we propose a new 

algorithm to extract the (fECG) from the abdominal (aECG) 

signal based on biorthogonal wavelet 2.4. The (ECG)s signals are 

obtained from the open-access database "Abdominal and Direct 

Fetal ECG Database" available on Physiobank. After the (ECG)s 

signals pre-processing with a band-pass filter of 3-30 Hz. An 8-

level wavelet decomposition is used to extract the (mECG), a 6-

level reconstruction is applied to detect the maternal (QRS)s, and 

R-peaks are detected by applying an envelope. Maternal heart 

rate (MRC) is calculated by detecting the envelope peaks. 

Adaptive thresholding is then applied to the detected envelope 

peaks. This allows each pulse to be covered by a specific window 

that locates only the maternal (mECG). Multiplication of the 

abdominal signals by these windows directly produces the fetal 

(fECG) signals. This algorithm was evaluated by assessing the 

sensitivity and accuracy of maternal and fetal R-wave detection. 

The mean sensitivity and accuracy of the maternal (mECG) were 

(98.8%) and (97.6%) respectively, with 83 out of 83 beats 

correctly detected. The mean sensitivity and accuracy of (fECG) 

were 94.9% and 93.2%, respectively, with 110 out of 116 beats 

correctly detected. The results obtained show a satisfactory 

recording performance. 

 

Keywords: Fetal Electrocardiogram (fECG), Maternal 

Electrocardiogram (mECG), Abdominal Electrocardiogram 

(aECG), Signal Processing, Wavelet Transform, (fECG) 

Extraction. 

I. INTRODUCTION 

Monitoring fetal cardiac activity, as reflected by a fetal 
electrocardiogram (fECG), is crucial to assess the condition of 
the fetal heart during pregnancy [1].  To identify factors that 
affect fetal and maternal health and to prevent intrauterine 
death or permanent damage [2]. Since Cremer's work in 1906 

[3], various invasive and non-invasive methods of fetal 
monitoring have been proposed to provide information about 
the condition of the fetus, including, fetal phonocardiography 
(fPCG) [4-5], fetal echocardiography (fECHO) [6], fetal 
magnetocardiography (fMCG) [7-8], and cardiotocography 
(CTG) [9], and fetal electrocardiography (fECG) [10]. There 
are two types of electrocardiographic techniques [11-12]. 
Direct fetal electrocardiography can be used during delivery 
after the rupture of membranes [13]. However, this technique is 
not recommended for prenatal examinations. An indirect 
measuring method emerged in the 1970s. The mother's 
abdomen is covered with multi-channel electrodes for the 
measurement of electrical signals from the fetus' heart [14]. 
The fetal electrocardiogram (fECG), similar to the maternal 
(ECG), has both P and T waves, and (QRS) complex. The fetal 
complex (QRS) is the first feature extracted from the 
abdominal signal (ECG). The (fECG) is a superposition of the 
(mECG) and (fECG) and other artifacts [15]. The complexity 
of (fECG) analysis is related to the low amplitude of the fetal 
signal compared to the maternal signal, the non-stationary 
nature of the recorded signals, and the relatively low signal-to-
noise ratio of (fECG) [16-17]. The (fECG) can be used to 
diagnose cardiac abnormalities such as acidosis [18], 
premature ventricular contractions (PVCs) [19], and 
arrhythmias [20], as well as to assess the effectiveness of 
treatment and analyze cardiac parameters [21]. However, the 
abdominal signal contains various interfering signals such as 
the maternal electrocardiogram (mECG) [22-23], ambulatory 
artifact [24], maternal electromyogram (EMG) signal [25], 
electrical line, and random electronic noise [26]. Therefore, to 
monitor the (fECG) effectively, it is necessary to develop 
signal processing algorithms that can extract the (fECG) from 
the (mECG). Filtering and wavelet processing methods have 
been developed [27-28-29-30-31-32]. Parsaei et al. [33] 
propose an algorithm to extract the fetal (fECG) from an 
(aECG) recorded on the mother's abdomen. The original signal 
is extracted using a two-level wavelet transform. They used the 
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Daubechie wavelet transform, which has a shape similar to that 
of heart waves. To reduce the effect of noise, the resulting 
signal is then low-pass filtered using the Savitzky-Golay filter. 
The results show that the proposed algorithm has a promising 
performance using synthetic and real (ECG) signals. 
Kamalakar et al [34] developed a feature extraction system 
(fECG) based on multiscale discrete wavelet transform (DWT). 
The (QRS) complex is accurately detected. Two-channel 
perfect reconstruction (PR) filters are used to implement the 
discrete wavelet transform method. The developed maternal-
fetal (ECG) monitor was tested in a local hospital on 35 
pregnant women at different intervals during pregnancy. This 
reliable system detects all (fECG) beats with an accuracy of 
better than 99.5%. Krupa et al. [35] describe an algorithm 
based on time-frequency analysis, using the fractional Fourier 
transform. The abdominal signals (mECG) obtained from 
pregnant women are pre-processed and subjected to wavelet 
analysis. The residual wavelet decomposition process is used to 
obtain a (fECG) and calculate the fetal heart rate (FRC). Al-
Sheikh et al [36] propose an adaptive filtering algorithm based 
on the discrete inverse recursive wavelet transform (DWT-RI) 
to extract the fetal electrocardiogram from maternal abdominal 
signals. The algorithm uses the maternal thoracic 
electrocardiogram (mECG) as a reference and extracts the 
components of the abdominal signal (aECG) after removing 
the projections from the (mECG). The algorithm outperforms 
other adaptive filtering methods regarding accuracy and 
positive predictivity. Darsana et al [37] also proposed a hybrid 
technique for (fECG) extraction using an adaptive filtering 
algorithm based on recursive least squares (RLS) and a 
stationary wavelet transform (SWT). They improve the 
accuracy of fetal heartbeat detection using a spatial selective 
noise filtering (ISSNF) algorithm. The results show that this 
hybrid method offers better performance than traditional 
adaptive filtering methods. Thus, these approaches to fetal 
(ECG) extraction show promise for producing a high-quality 
signal with low distortion. Karvounis et al. [38] present a new 
automated method for the detection of (QRS)s complexes of 
fetal heart activity using multi-channel maternal (ECG) 
recordings. No additional pre-processing steps for noise 
filtering are required. The approach is based on the complex 
continuous wavelet transform and the theory of modulus 
maxima. Real signals recorded at different times have been 
used to validate the method. All fetal beats are detected 
(accuracy: 99.5%).  Para et al. [39] present an algorithm that 
uses wavelet analysis to extract the fetal heart rate from an 
ECG signal measured in the mother's abdomen. The algorithm 
consists of three steps: first, the abdominal ECG signal is 
recorded and decomposed using the wavelet transform to 
estimate the characteristics of the non-stationary signal. Next, 
the maternal ECG signal is extracted from the abdominal signal 
by subtraction. Finally, the fetal ECG signal is obtained by 
identifying the R peaks in the extracted signal, enabling the 
fetal heart rate to be calculated. The algorithm is tested using 
MATLAB on 15 signals recorded in Physionet, demonstrating 
the reliability of the proposed approach. Abuhantash et al. [40] 
propose an approach using swarm decomposition (SWD) to 
isolate fetal components from the abdomen. Using higher-order 
statistics (HOS) to detect R-peaks, they obtained a high 
sensitivity of 99.8% and a positive predictivity of 99.8% for 

the detection of fetal R-peaks. These results demonstrate the 
effectiveness of (SWD) in extracting fetal (ECGs) of high 
morphological quality. Ramachandran et al. [41] proposed an 
algorithm for extracting the fetal (fECG) from the abdominal 
signal using a single channel. The abdominal (ECG) was 
pretreated to eliminate signal noise. Maternal R-peaks were 
detected by thresholding, first-order Gaussian differentiation, 
and crossed-zero detection on the pre-processed signal. To 
reduce noise, polynomial approximation and total variation 
(PATV) improves the signal-to-noise ratio. The algorithm was 
tested on three databases to assess its performance (DBIII 
abdominal and direct fetal ECG database). The accuracy and 
the sensitivity were 92.41% and 93.8% respectively. Lima-
Herrera et al. [28] introduce a novel method for extracting fetal 
electrocardiogram (fECG) using wavelet decomposition and an 
adaptive noise reduction filter with the least mean squares 
(LMS) algorithm. The method first removes spurious signals 
through the application of an (FIR) filter and wavelet analysis. 
The (LMS) algorithm is then used to process the detailed 
coefficients of the thoracic and abdominal signals, which have 
similar shapes. Additionally, the stationary wavelet transform 
(SWT) is applied as a filter. The algorithm was tested on 10 
non-invasive recordings from two databases, DaISy and 
MIT/PhysioNet, featuring signals from different pregnant 
women at gestational ages between 35 and 40 weeks. The 
method achieved a 96% accuracy in identifying the (fECG) R-
wave, making it a promising approach for future research. The 
algorithm was used to analyze fetal heart rate (FHR) and fetal 
heart rate variability (FHRV). In this study, a simple and 
effective algorithm is proposed for the extraction of the (fECG) 
from the abdominal (aECG). The paper is organized as 
follows: Section II, describes the proposed approach. Section 
III: methodology, the database, and the algorithm. Section IV 
presents the results. Section V: Discussion and section VI 
concludes the paper. 

II. PROPOSED APPROACH 

To extract the fetal electrocardiogram (fECG) from the 

mother's abdomen, we used a filtering method, and the 

wavelet transform. The wavelet transform is the most popular 

and effective method for detecting the characteristic points of 

an (ECG). We applied (bior2.4) wavelet to our signal to 

extract the fetal heart rate using MATLAB software. 

a. Wavelet transform 

Wavelet transform (WT) is a mathematical model, a widely 
used method for detecting features in (ECG) signals. [42-43]. It 
is particularly useful for analyzing non-stationary signals and 
can be used for noise reduction and fetal heart rate detection 
[44-45]. The wavelet transform replaces the sinusoid of the 
Fourier transform with a family of translations and dilations of 
a base function called the mother wavelet.  𝜳, Wavelet 
families can be characterized by four main properties: the 
existence of associated filters, orthogonality or biorthogonality, 
compact or non-compact support, and real or complex 
wavelets. Overall, the wavelet transform can be represented by 
a mathematical equation: 
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             (1)     

Where is the mother wavelet. 

Many studies have used the wavelet transform (WT) due to its 

advantages in time-frequency representation for (fECG) 

extraction [46-47-48-49-50-51-52-53]. 

b. Biorthogonal wavelet 

A biorthogonal wavelet is used for signal or image 

reconstruction, the ideal is to use two wavelets, one for 

decomposition and the other for reconstruction, to solve the 

phase distortion problem.  

 

Figure 1.   Biorthogonal wavelet 

 

III. METHODOLOGY  

The process of extracting fetal (fECG) involves the following 

steps: 

• Import raw data from Physionet. 

• Pre-processing with a bandpass filter. 

• Application of the Biorthogonal 2.4 wavelet 

transform.    

• Detection of R peaks and calculation of (MRC). 

• Extraction of (fECG) and calculation of (FRC). 

 

a. Database definition 

      The signals processed are extracted from the (adfecgdb) " 
Abdominal and Direct Fetal ECG Database " of Physiobank. 
The database contains multi-channel fetal electrocardiogram 
recordings obtained from five (5) different women between 38 
and 41 weeks gestation during labor. Each recording consists 
of four differential signals recorded from the mother's abdomen 
and the reference direct fetal electrocardiogram recorded from 
the fetal head [54]. They are sampled at 1 KHz with a 
resolution of 16 bits and a recording duration of 10 seconds. 
The records were obtained at the Department of Obstetrics, 
Silesian Medical University, using the KOMPOREL system 
for the acquisition and analysis of fetal electrocardiograms. 

 

b. Pre-processing 

Signal filtering is a crucial step in the fetal (fECG) 
extraction process. The raw signal from the Physionet is noisy. 
Different noise sources exist such as power line interface, 
baseline drift, maternal (EMG), and motion artifacts. We use a 
bandpass filter, which is designed to reduce noise while 
preserving important signal characteristics. It separates the 
components of the ECG signal, including QRS complexes, P 
waves, and T waves. The bandpass [3-30Hz] filter selects a 
specific frequency range in which the fetal (fECG) signal is 
found. 

 

c. Algorithm of  fetal (ECG) extraction 

   This section presents our algorithm (shown in Figure 2), 
for extracting the fetal electrocardiogram (fECG) signal from 
the abdominal signal (aECG). The algorithm consists of several 
steps including data collection, signal processing, band-pass 
filtering, R-peak detection, normalization, and calculation of 
maternal and fetal heart rates. The data is collected from a 
database using the MATLAB data import function (Figure 3). 
Then, signal pre-processing of the raw waveforms by applying 
filters to remove noise, baseline deviation, and power line 
interference for both direct and abdominal (ECG) signals. A 
band-pass filter is used to characterize the frequency content of 
the signals within the 3-30 Hz frequency (Figures 4 and 5). The 
biorthogonal 2.4 wavelet is chosen for decomposition and 
reconstruction, it offers better performance and a lower error 
compared to other wavelets. An 8-level wavelet decomposition 
is used to extract the (mECG) (Figures 6 and 7). The 
reconstruction is based on level 6 as it contains the maternal 
(QRS)s band (Figure 8). For our signal, which has a sampling 
frequency of 1 kHz, the first level of decomposition is 
equivalent to filtering at 500 Hz, and the second at 250 Hz, so 
the 5th level is 31.25 Hz. After reconstruction, the mother's 
(mECG) became more visible (Figure 9). The signal is further 
processed by envelope detection (Figure 10). Maternal R-peaks 
are localized using The (findpeak function) (Figure 10). 
Maternal heart rate (MRC) is calculated from the time interval 
between two R-R peaks. Adaptive thresholding is then applied 
to the detected envelope peaks. This allows each pulse to be 
covered by a specific window that locates only the maternal 
(mECG) (Figure 11). Multiplication of the abdominal signals 
by these windows directly produces the (fECG) signals (Figure 
12). The fetal (QRS), R-peaks, and R-R intervals were 
obtained to calculate the (FRC).  
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Figure 2.  Diagram of fetal (fECG) extraction algorithm 

IV. RESULTS AND DISCUSSION 

The figures illustrate the various stages of extracting the 

(fECG) signal from the raw abdominal (aECG) signal. Signal 

processing, including filtering, noise extraction and reduction, 

and the application of thresholding, Wavelet decomposition, 

and reconstruction of abdominal (ECG) signals are used to 

analyze the different frequency components of the signal and 

to understand, its temporal structure. The thresholding 

technique defined peaks in the maternal (mECG). A peak is 

detected when the amplitude of the signal (ECG) exceeds the 

threshold. 

 

 

 

 

 

 

 

 

a. Display of (ECG) signals (direct/abdominal) 

 

 
Figure 3.  ECG signal display (direct/abdomen) 

 

Figure 3 shows the raw Direct and abdominal (ECG) signals 

as recorded. It contains artifacts. 
 

b. Band-pass filter 

 

 
Figure 4.  Direct (ECG) after band-pass filtering [3-30 Hz] 
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In Figure 4, the Direct (ECG) signal has been filtered to 

reduce noise and artifacts with a band-pass filter. This 

operation improves the signal clarity. 
 

 

 
Figure 5  Abdominal (ECG) after band-pass filtering [3-30Hz] 

 

The abdominal (aECG) has been filtered with band-pass 

filtering [3-30 Hz] to remove unwanted interference (Figure 

5). It improves signal quality and simplifies subsequent 

extraction of the (fECG) signal. 
 

c. Wavelet decomposition 

 

Wavelet decomposition displays show several superimposed 

plots (Figure 6), representing the different sub-bands of the 

(ECG) signal. It is used to display signal variations at different 

frequencies. 

 

 
Figure 6.  Level 8 decomposition detail coefficients 

 

 
Figure 7.  Level 6 Reconstruction of decompositions 
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The wavelet reconstruction (Figure 7) shows the (ECG) signal 

reconstructed from the sub-bands, highlighting the 

information recovered from each scale. 

d. Maternal (ECG) 

 
 

Figure 8.  Obtain the maternal (ECG) 

 

 
Figure 9.  Maternal (ECG) signal with envelope 

 

The maternal (mECG) envelope is a curve that follows the 

maximum variations in the (ECG) signal (Figure 9). It is 

obtained by extracting the maximum amplitudes of each R-

wave from the (ECG) and combining them to form an 

envelope curve. 

 
Figure 10.  Detection and localization of the maternal R-peaks 

R-waves correspond to the characteristic peaks of the cardiac 

cycle. Once the maternal (mECG) peaks have been detected 

(Figure 10), the maternal heart rate (MRC) is calculated by 

measuring the time interval between these peaks. The inverse 

of this interval is the heart rate. 

e. Calculation of the maternal heart rate (MRC) 

 
 

Figure 11. Separation envelope 
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In Figure 11, thresholding has been applied to the (aECG) 

signal. The signal values outside the threshold are eliminated, 

removing additional noise and retaining only the relevant parts 

of the signal. 

f. Extractions  of the fetal (ECG)  

 
Figure 12. Separating results 

 

Figure 12, shows the (fECG) signal extracted from the (aECG) 

signal. The algorithm used takes account of the specific 

characteristics of the (fECG) signal, such as its frequency and 

waveform, to isolate and separate it from the rest of the signal. 

g. Algorithm sensitivity (SEN) and 

accuracy(ACC) 

TABLE I.  R-WAVE DETECTION RESULTS 

 
Number 

of beats 
 

 

TP 

 

FP 

 

FN 

 

SEN 

(%) 

 

ACC

(%) 

Maternal 

ECG  

 

83 

 

82 

     

   1 

  

   1 

 

98.8 

 

97.6 

Fetal 

ECG  

116 110  2 06 94.9 93.2 

 

 

The sensitivity and specificity are given by the equations:  

SEN = TP/ (TP + FN) × 100%             (2)  

ACC = TP/ (TP + FN + FP) × 100%           (3) 

With: TP: number of correct detections, FP: number of 
false detections, FN: number of missed detections, ACC: 
accuracy, SEN: sensitivity. 

The previous table (TABLE 1) shows the sensitivity and 
accuracy values of the algorithm of R-wave detection. The 
total number of beats recorded on the signals was 199, and the 
average sensitivity and accuracy of the maternal (mECG) were 
(98.8%) and (97.6) respectively, with a correct detection 
number of 83 out of 83 beats. The average sensitivity and 
accuracy of the fetal (fECG) were (94.9%) and (93.2%) 
respectively, with a correct detection number of 110 out of 116 
beats. The results obtained show satisfactory performance. It 
should be noted that only correct detections are used in this 
study.  

V. DISCUSSION 

The study compared the algorithm outputs with previously 
published results from studies with the same database [39-40]. 
Results showed that the algorithm had significant advantages 
over other existing methods. The algorithm's simplicity, high 
sensitivity, and accuracy in detecting maternal and fetal 
(ECG)s, R-peaks, and a reduction in false detections. The 
algorithm successfully detected P, T waves, and (QRS)s 
complex in the fetal (ECG)s, ensuring a better assessment of 
fetal health and identification of cardiac events. Effectively 
handling artifacts leads to an overall improvement in the 
quality of fetal (ECG) extraction. 

VI. CONCLUSION 

In this study, we propose a new algorithm for fetal (ECG) 
extraction from signals recorded on the mother's abdomen 
(aECG). The (ECG)s signals are obtained from the open-access 
Abdominal and Direct Fetal ECG Database. This algorithm 
combines pre-processing and biorthogonal 2.4 wavelet 
analysis. We evaluated the algorithm's performance by 
assessing the accuracy and sensitivity of R-wave detection. The 
results are promising in terms of sensitivity and accuracy.  
Extraction of twin fetal (ECG) is an area in which this work 
can be extended for future studies.               
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Abstract    Since the induction machine is used in many different 

sectors, an engine failure would be extremely expensive. 

Diagnostic methods using numerous signal-processing 

approaches have been used to solve this issue. To discover flaws 

in induction motors, this work offered a comparison of two 

techniques named GLBP and GLTP using the Grey Level Co-

occurrence Matrix (GLCM) combined with LBP and LTP, 

Local Binary Pattern, and Local Ternary Pattern, respectively. 

The use of an acoustic dataset with various motor problems 

(bearing faults and broken bars) is made. For defect 

identification, the multiclass MCSVM (Support Vector Machine 

One Versus All), K-NN (K-nearest neighborhood), and ANN 

artificial neural network classifiers are used. 

Keywords: Faults diagnosis, induction motor, Local 

Ternary Pattern, local binary pattern, Grey Co-

occurrence Matrix.   

I. INTRODUCTION 

Devices powered by induction motors are essential to 

modern industry, and sudden failure would be costly. 

Bearing, stator, rotor, and other defects are listed as the most 

prevalent faults in the literature, respectively [1]. It's critical 

to locate these issues as soon as possible in order to guarantee 

equipment safety and prevent production halts. A large 

number of studies have recently been carried out in this field 

to resolve these problems. Many studies have been based on 

signal analysis techniques such as Fourier transform (FT) 

analysis, spectral flattening and envelope spectrum analysis. 

Subsequently, other methods such as wavelet transform (WT) 

and empirical mode decomposition (EMD) were used [2]. 

Recently, two-dimensional (2D) signal processing has been 

applied in diverse researches on fault diagnosis. One of them 

is the local binary pattern which is a powerful texture 

analysis. Shahriar et al. used a fault diagnosis of induction 

motors utilizing local binary pattern-based texture analysis 

[3]. O Yaman presented an automated faults classification 

method based on binary pattern and neighbourhood 

component analysis using an induction motor [4]. 

Our approach is to apply new two-dimensional techniques 

called GLBP grey local binary pattern and GLTP grey local 

ternary pattern, using acoustic emission signal analysis to 

detect rotor and bearing faults. Those techniques are 

combined with the GLCM matrix. The ternary local pattern 

LTP is an extension of the LBP operator [5]. The features are 

extracted by the GLCM matrix; these are energy, correlation, 

homogeneity, mean, and entropy. Following that, the features 

vector is fed into artificial intelligence techniques such as the 

multiclass MCSVM, K-NN, and ANN algorithms. 

II. LOCAL BINARY PATTERN 

This method was first used on a grey-level image by 

Ojala et al. in 1996 [6]. As shown in (1), a binary pattern 
is produced by thresholding nearby pixels based on the grey-

level value of a centre pixel. Fig. 1 represents the process.   

   s(𝑥) = {
1     si      𝑥 ≥ 0
0     si      𝑥 < 0

                                              (1) 

Where gc is the grey-level value of the central pixel, In 

the 3x3 neighbourhood, gp represents the grey-level 

values of the centre pixel's neighbours. P the number of 

pixels in the neighbourhood, and function s(.) the threshold 

operation. Equation (2) represents the LBP code [7]:             

  LBPP,R = ∑ s(gp − gc)P−1
p=0 . 2p                                  (2) 

Where R is the radius between the central pixel and its 

neighbours.  

Some local binary patterns have important textural 

characteristics that constitute the majority of the patterns 

present in the texture and high noise tolerance [8]. These 

patterns are called 'uniform'. An LBP code is referred to as 

uniform if the binary code has a maximum of two bitwise 

transitions from 0 to 1 or from 1 to 0. The operator is 

designed as (5) and (6).    

LBPP,R
riu2 = {

∑  s(g𝑝 − gc) if   U(LBPP,R) ≤ 2P−1
p=0

P + 1                      otherwise
          (5)           
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Figure 1. Generating the LBP code 

        With: 

U(LBPP,R) = s(gP−1 − gc) − s(g0 − gc) + ∑ s(gp −P−1
p=1

gc) − s(gp−1 − gc)                               (6) 

For a circular neighbourhood of P neighbours, P+1 uniform 

binary patterns can appear, and each of them has a unique 

operator  LBPP,R
riu2 that takes values from 0 to P [8]. 

Local ternary pattern 

The LBP code was modified by Tan and Triggs to 

produce a three-valued code known as the LTP, where the 

grey values in the t width zone around gc are scaled to zero, 

those more than (gc+t) are scaled to +1, and those less than 

(gc-t) are scaled to -1 [6]. The expression of LTPP,R is defined 

as follows: 

LTPP,R = ∑ s1(gp − gc)P−1
p=0 . 2p                                         (7) 

 

s1(x) = {

+1     if      x ≥ gc + t
0       if  − t < x <  t
−1    if       x ≤ gc − t

                                         (8) 

Where gc, gp, 𝑅, and P are defined before in (2) and t=5. 

After thresholding step which is calculating the s1(.) 

function, as shown in Fig. 2, the top pattern and the lower 

pattern are created and coded as such. Separate calculations 

are performed and the two feature vectors produced are 

recombined [6]. 

 

Figure 2. Illustration of calculation of LTP operator 

III. GREY CO-OCCURRENCE MATRIX 

The GLCM designates the probability of the pair of 

pixels i and j being separated by a distance d and an 

orientation θ, labelled Pd,θ(i,j) shown in (7).   

In the image I of size M×N the GLCM is a square matrix of 

size Ng×Ng where Ng is the number of the grey-levels in the 

image [9]. 

 Pd,θ(i, j) = # {
(r, s): I(r, s) = i,

I(r + dx, s + dy) = j
}                         (7) 

With # the cardinal functions. The GLCM can be 

normalised by dividing each element by the total number of 

possible pairs. Fourteen features can be calculated from the 

co-occurrence matrix [10.11]. Some features with their 

formulas are given in TABLE I. 

 

TABLE I. The Texture Features Computed From glcm 

     Characteristics  Formula 

 

Energy 

 

Correlation 

 

Means 

 

 

Variances 

 

 

 

Standard deviations 

 

 

Homogeneity 

 

   Entropy 

∑ Pd,θ²(i, j)

i,j

 

∑ (i, j)Pd,θ(i, j)i,j − μxμy

σxσy

 

μx = ∑ ii,j Pd,θ(i, j)                                                         

μy = ∑ ji,j Pd,θ(i, j) 

σx
2 = ∑(i − μ)2 Pd,θ(i, j)

i,j

 

σy
2 = ∑ (j − μ)2 Pd,θ(i, j)i,j                                                      

σx = √∑ (i − μ)2 Pd,θ(i, j)i,j  

σy = √∑ (j − μ)2 Pd,θ(i, j)i,j   

∑
Pd,θ(i,j)

1+i−ji,j   

∑ Pd,θ(i, j)i,j log2(Pd,θ(i, j))  
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IV. PROPOSED METHODOLOGY 

In this work we proposed a comparative study of 

different approaches GLBPP,R,  GLBP1,8
riu2, and GLTPP,R used 

for fault detection with an acoustic dataset of five squirrel 

cage type three-phase induction motors. TABLE II provides a 

description of the induction machines' specifications utilised 

for the experimental study. The acoustic data were acquired 

in the working area where induction motors were running. 

Four types of faults, namely one broken rotor bar, two broken 

rotor bars, three broken rotor bars and bearing defects, were 

examined as part of the study [4].  

We have 20000 samples collected in 330 seconds, and 

Fig.3 shows the acoustic signal. The acoustic data is 

converted into a 2D image.  

The acoustic signal is partitioned into N equal 

fragments, and each fragment is arranged as the column of a 

2D M×N matrix. The amplitude of a sample of each fragment 

is normalized in a range of 0 to 255 to become the grey-level 

value of this sample. Then, the LBPP,R,  LBP1,8
riu2, and LTPP,R 

methods are computed from the 2D images with a size of 

150×133, resulting from the conversion of the different fault 

types. This process is shown in Fig. 3. After that, the GLCM 

method is used to extract the texture features, which are 

energy, correlation, homogeneity, mean, and entropy. Thus, a 

vector of characteristics is built with five features, and using 

60 samples of each fault, we get a matrix with 300×5. The 

classification is performed using a multiclass MCSVM 

classifier, one against all OAA, K-NN, and ANN artificial 

neural networks. The steps of our method are illustrated in 

the Fig.4.  

 

 

TABLE II. INDUCTION MOTOR CHARACTERISTICS OF THE 

STUDY 

 

V. EXPERIMENTAL RESULT AND DISCUSSION  

The 2D images produced by the conversion exhibit 

texture changes and the additional noise appears as a 

variation in illumination, which justifies the use of the LBP 

approach, as this method is capable of illumination invariance 

and has a powerful greyscale texture analysis capability with 

low computational difficulty [12]. Most of those advantages 

are carried over to the LTP method [5]. The LBP1,8 , LBP1,8
riu2 EXPERIMENTAL RESULTS AND DISCUSSION 

 
Figure 3. Conversion process from 1D acoustic signal to 2D grey scale 

image 

 

 

 

 
 

Figure 4. Proposed faults diagnostic methodology 

 

 

and LTPP,R are used for texture analysis. The grey-level co-

occurrence matrix (GLCM) has proven to be a useful 

statistical approach for extracting textural characteristics 

from images. Therefore, our approach is to extract five 

statistical discriminant features sited, from the LBP1,8 , 

LBP1,8
riu2  and LTPP,R matrixes obtained in the texture analysis 

process. The feature vector acquired from this operation, of 

size 300, is used as input for the MCSVM and K-NN and 

ANN classifiers. The dataset is divided into 75% for the 

training set, i.e. 225 samples, and 25% for testing, i.e. 75 test 

samples. The results of the classification are given in TABLE 

III.  

Description Value 

Active power 

Nominal voltage 

Speed 

Nominal Current 

Number of poles 

Number of rotor bars 

Nominal frequency 

0.75 [kW] 

380 [V] 

1380 [rpm] 

2.2 [A] 

4 

22 

50 [Hz] 
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TABLE III.  CLASSIFICATION RESULTS (%) 

 

The result obtained in this work shows a perfect success 

rate of 100% with the GLBP1,8 using MSVM and ANN 

classifiers and 97,3% with the K-NN classifier. The GLBP1,8 

show better accuracy than GLTP1,8 and GLBP1,8
riu2  with all 

classifiers. It’s clear that GLBP1,8 is the optimal choice for 

discriminating fault induction motors because of its 

simplicity and because it contains some discriminative 

information. 

VI. CONCLUSION 

The LBP is a powerful tool for texture analysis, and 

combined with the GLCM method to become GLTP, it has 

proved to be a good tool for fault diagnostic in induction 

motors using 2D images that characterise each single fault 

created in five different motors. However, the extension LTP, 

which is used in the literature with a real image database, and 

also combined with GLCM as GLTP, shows satisfying 

accuracy but is not good enough as well as GLBP. The GLBP 

approach has proven an optimal success rate in identifying 

and diagnosing rotor and bearing faults in induction motors, 

even in environments of noise and without feature selection. 
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operators MCSVM   K-NN ANN 
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GLTP1,8         94,66          92 98,3 
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Abstract—In this paper, the empirical wavelet transform (EWT) 
is proposed to solve the problem of speech signal denoising. Since 
the noise is randomly distributed, an adaptive threshold is 
necessary. The proposed method combines the EWT and the 
adaptive threshold based on the signal energy. The performance 
of the proposed approach is tested on real speech sounds chosen 
from available databases. The proposed method’s performances 
are evaluated via the output signal to noise ratio (SNR) and the 
correlation coefficient between the original signal and denoised 
signal. The performances of the proposed method are compared 
to those of reference methods . 
 

Keywords: speech denoising, empirical wavelet transform, 
adaptive threshold. 

I. INTRODUCTION 
Speech denoising is the task of removing noise from noised 

speech signal. Speech denoising algorithms are important 
components in many systems, where speech plays a 
fundamental role, especially in telephony, in hearing aid 
systems, voice over IP (internet protocol) and automatic 
recognition systems. The removing of noise must be performed 
while the perceptual quality and intelligibility of the signals are 
preserved.  

In the literature, several methods have been proposed for 
signal denoising, such as spectral subtraction [1], Wiener 
filtering [2] and neural networks [3]. The signal denoising 
problem can be solved in the time domain, frequency domain 
or time-frequency domain [4 , 5]. The wavelet transform has 
been widely used as a denoising technique [6, 7, 8]. It  requires 
a priori given basis functions making this approach non-
optimal. The empirical mode decomposition (EMD) [9] is a 
local self-adaptive decomposition method that allows 
analyzing data from non-stationary and/or non-linear 
processes.  The EMD method has been proposed as an 
alternative to solve the denoising problem [10]. However, the 

EMD exhibits too much modes, which are sometime really 
difficult to interpret [11]. Moreover, the EMD is not supported 
by a strong mathematical background. In [12] the variational 
mode decomposition (VDM) has been introduced. The 
limitation of the VDM method is the determination of the 
number of modes which must be known a priori. In the VMD-
based applications, the determination of an accurate number of 
modes has an essential effect on denoising performance [13].  

Recently, a new method for signal analysis called empirical 
wavelet transform (EWT) has been introduced. The EWT aims 
to decompose a time series into different modes, and 
adaptively builds the scaling function and wavelet banks 
without prior information [11]. The EWT has been proposed to 
solve many problems of signal processing applications. In [13], 
it has been used for ECG signal denoising. The method is 
performed for powerline interference reduction and baseline 
wander removal, where the EWT is applied on the noisy signal, 
the estimate of powerline interference is provided by the last 
mode whereas the baseline is estimated by the first mode. 
Thus, separating these modes from the noisy ECG signal 
provides the noise- free ECG.  To attenuate the strong noise 
in seismic data  [14], the EWT has been combined with a 
clustering guided thresholding method which uses an 
unsupervised clustering algorithm 

In this paper, the EWT is proposed to solve the problem of 
speech signal denoising. First, the noisy speech signal is 
dividing into non ovelopping frames. Then, the EWT is used to 
decompose adaptively the frame into several empirical 
components according to the frequency contents in the data. 
An adaptive threshold based on the signal energy is used to 
evaluate the noise [15]. The threshold is modified adaptively 
by the noise content of each frequency band to get a better 
denoising performance. The adaptive threshold is applied on 
each mode obtained via the EWT decomposition to obtain the 
denoised modes.  Finally, the denoised speech signal is built 
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via the denoised modes. To evaluate the performances of the 
proposed method, simulations are performed. The proposed 
method is tested on speech dataset randomly selected and 
constructed from TIMIT database [16] and NOIZEUS database 
[17] (available online), and compared to the results obtained 
via the VDM-based denoising method [18], the EMD-based 
denoising method [19] and the wavelet-based denoising 
method [20].  The comparison is performed in terms of the 
signal to noise ratio (SNR), and the correlation coefficient 
between original and denoised signal. 

 The remainder of the paper is organized as follows. 
Empirical wavelet transform is presented in Section 2. 
Adaptive threshold is introduced in Section 3. Simulation 
results are presented in Section 4. Finally, conclusions are 
given in Section 5. 

II. EMPIRICAL WAVELET TRANSFORM 

The EWT is a new approach which aims to decompose a time 
series into different modes.  The EWT consists to design an 
adaptive wavelet filter bank [11] that provides a more 
consistent decomposition.  

 Let 푦(푡) be a discrete-time signal, where  푡 = {푡 }	 is 
a discrete time and  	푖 = 1, . . , 푀 with 푀 being the number of 
samples. The Fourier transform of the signal 푦(푡) is denoted 
푌(휔). 푃 denotes de set of maxima in 푌(휔) where  푃 = {푝 }, 
푖 = 1, . . , 푁 where  푁 represents  the number of maxima, and 
also, the number of filter banks.  Ω	 = 	 {Ω } for 푖 = 1, . . , 푁 −
1denotes a set of boundaries. The EWT decomposition is given 
by the following steps: 

1. Compute the spectrum 푌(휔) using the FFT, then find 
the set of maxima 푃 in Fourier spectrum, and reduce 
their corresponding 휔 = {휔 }, 푖 = 1, . . 푁 

2. Obtain the proper segmentation of the spectrum and 
the set of boundaries. then, define the boundaries of 
each segment denoted Ω , considered as the center of 
two consecutive maxima given as follow 

Ω =
휔 +휔

2  (1) 

where 휔  and 휔  are two consecutive frequencies 

3. Based on the boundaries, using a low-pass filter and 
푁 − 	1 band pass filters, a bank of 푁 wavelet filters 
can be composed.  The expressions for the Fourier 
transform of scaling function ∅ (휔) and the empirical 
wavelets 휓 (휔) are given as follows respectively 

∅ = 

⎩
⎨

⎧
1																																														|휔| ≤ (1 − 훾)훺

푐표푠	
휋
2
	훼(훾,훺 ) 					(1 − 훾)훺 .<	 |휔| < (1 + 훾)훺

0																																				표푡ℎ푒푟푤푖푠푒

 
(2) 

  

 and  

휓 = 

⎩
⎪⎪
⎨

⎪⎪
⎧

1																											(1 + 훾)훺 < |휔| < (1 + 훾)훺

푐표푠	
휋
2
	훼(훾,훺 ) . (1 − 훾)훺 ≤ |휔| ≤ (1 + 훾)훺 	

푠푖푛	
휋
2 	훼

(훾,훺 ) 			(1 − 훾)훺 ≤ |휔| ≤ (1 + 훾)훺 		

0																																							표푡ℎ푒푟푤푖푠푒

 
(3) 

 

To ensure that no overlap between the two consecutive 
transitions, the parameter γ is introduced. β(x) denotes an 
arbitrary function given as follows as 

 

훽(휐) =
0																																													휐 ≤ 0
1																																														휐 ≥ 1

훽(휐)+ 훽(1 − 휐) = 1														휐 ∈ [0,1]
 (4) 

 

The detail coefficients  푊 (푛, 푡) are given by the inner 
products with the empirical wavelets: 

푊 (푡, 푛) = 푦(휏)	휓 (휏 − 푡)푑휏 (5) 

and the approximation coefficients 푊 (0,푡) (we adopt the 
convention to denote them) by the inner product with the 
scaling function:  

푊 (푡, 0) = 푓(휏)	휙 (휏 − 푡)푑휏    (6) 

The signal reconstruction is expressed as follows  

푦(푡) = 푊 (푡, 0) ∗ 휙 (푡) + 푊 (푡, 푛) ∗ 휓  (7) 

. where ∗ denotes de covolution 

III. ADAPTIVE THRESHOLD 
The classical thresholding is performed by applying the 

same quantization on each mode. However, the noise is 
randomly distributed. So, the excessive noise removal in some 
frequency bands and insufficient noise removal in other 
frequency bands will occur. In [15] an adaptive threshold is 
proposed, where the signal energy is used to quantify the noise. 
The adaptive threshold is used to modify the threshold 
adaptively by the noise content of each frequency band and get 
a better denoising performance. The adaptive threshold is 
described as 

⎩
⎪
⎨

⎪
⎧

퐸푛 = 푤 ,

휎 =
푚푒푑푖푎푛( 푤 , )

0.675

 (8) 

where 퐸푛  denotes the mode energy for each frequency 
band, 푛  is the length of the mode frequency band 푗. The 
adaptive threshold function is given by 
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푇
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휎 2 log푁

exp	(
퐸푛
푛
)

 (9) 

 

Where 푇   denotes the threshold of modes j,  푤 ,  denotes 
the estimated mode, and 푤 ,  represents the original modes,  N 
is the signal length, and a is the normal number which verify 
the condition : when 푎 → 0, the function is transformed into a 
hard threshold function, and when 푎 → ∞, the function is 
converted to a soft threshold function. 

IV. RESULTS AND DISSCUSION  
To show the effectiveness of the proposed method, 

numerical simulations have been performed.  The speech 
dataset has been built from The TIMIT database [16] and 
NOIZEUS database [17] available online. The sampling rate 
for the voice signals is 푓 	= 	16	푘퐻푧. The speakers might be 
either female or male. The speech signal 푥(푡) is corrupted by a 
white gaussian noise 푏(푡) as expressed by the following 
equation  

푦(푡) = 푥(푡) 	+ 푏(푡) (10) 

where  푦(푡) is the noised signal. 

The two parameters used to evaluate the performances of 
the proposed speech denoising method  are the output signal to 
noise ratio (SNR) and the correlation coefficient (corr coeff) 
between the original clean signal and the denoised signal  
expressed, respectively, as  : 

SNR = 10	log 	
1
푁	∑ |푥(푡)|

1
푁	∑ |푥(푡) − 푥(푡)|

 (11) 

 and  

Corr	coeff =
퐸[[푥 − 휇 ][푥 − 휇 ]

휎 	휎  (12) 

where 퐸 denotes the expectation operator, 휇  and 휇  are 
the mean values of the original signal 푥(푡) and the denoised 
signal 푥(푡) and 휎  and 	휎  denote the standard deviations of 
푥(푡) and 푥(푡),	respectively. 

thereafter, we present an illustration of the speech signal 
denoising using the proposed method applied to speech signal 
corrupted by a white gaussian noise. 

The speech signal waveform is shown in figure 1, the 
speech signal corrupted by a white gaussian noise with 

SNR=15 dB is shown by figure 2. A noisy speech frame is 
shown by figure 3. The decomposition of the noisy speech 
frame using the EWT method results in 23 modes shown in 
figure 4 

 
Figure 1.  Clean speech signal 

 
Figure 2.  Speech signal corrupted by white gaussian noise with SNR=15dB 

 
Figure 3.  Noised speech frame  

 

The noise is randomly distributed for the modes. The 
threshold is built adaptively, for each mode the threshold is 
modified by the noise content of each mode to get a better 
denoising performance. The adaptive threshold is applied to 
each mode; the denoised modes are used to reconstruct the 
denoised signal shown by figure 5 using equation (6). 
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Figure 4.  The obtained 32 modes via EWT method application on the noisy 
speech frame. 

 

Figure 4. Continued 

 
Figure 5.  Denoised speech signal (estimated signal) 

 

TABLE I.  COMPARISON BETWEEN OUTPUT SNR OBTAINED VIA THE 
PROPOSED METHOD AND REFERENCE METHODS 

 
input 
SNR 
(dB) 

Output SNR (dB) 
EMD-based 
denoising  

Wavelet-based 
denoising 

VDM-based 
denoising 

Proposed 
method 

-5 4.47 4.23 4.58 4.97 
0 6.88 6.78 7.11 7.81 
5 10.5 9.83 11.2 11.4 
10 14.2 13.9 14.3 14.83 
15 21.2 20.7 21.4 21.7 

TABLE II.  COMPARISON BETWEEN CORRELATION COEFFICIENT 
OBTAINED VIA THE PROPOSED METHOD AND REFERENCE METHODS 

 
input 
SNR 
(dB) 

Correlation coefficient 
EMD-based 
denoising  

Wavelet-based 
denoising 

VDM-based 
denoising 

Proposed 
method 

-5 0.958 0.956 0.968 0.982 
0 0.977 0.968 0.975 0.986 
5 0.981 0.978 0.980 0.989 
10 0.983 0.981 0.986 0.991 
15 0.988 0.978 0.983 0.994 
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 Noisy speech signals database is built using speech 
signls available onlie. The speech signals are corrupted by 
white gaussian noise with input  SNR varying from -5 dB to 15 
dB with a step of  5 dB. The obtained results in terms of ouput  
SNR and correlation coeficient. The values of the output SNR 
and correlation coefficient are given in Table I and Table II , 
respectively. 

An improvement in the results in terms of the output SNR 
as well as the correlation coefficient is noticed.  The proposed 
method provides a better output SNR and correlation 
coefficient in comparison to reference methods. A comparison 
between the mean square error (MSE) obtained via the 
proposed method and reference methods for various values of 
the input SNR is shown in figure 6. 

 

 
Figure 6.  Comparison between the MSE obtained via the proposed method 

and reference methods for various values of input snr 

 

As can be seen, the EWT  method with adaptive threshold 
provides a better estimate of the original signal and better 
denoising performances compared to reference  methods. 

 

V. CONCLUSION  
Speech denoising based on EWT and adaptive threshold is 

proposed. The EWT advantage has been exploited. The 
decomposition is completely automatic without a priori 
information. The adaptive threshold is based on the signal 
energy and it changes for each mode proportionally to noise 
concentration. Simualation results show that the proposed 
method provides a better estimate of the original signal and  
better denoising performances in term of ouput  SNR and 
correlation coefficient compared to reference methods. 
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Abstract— This paper describes the denoising of ECG signals 

obtained from the Physionet database using several signal 

processing techniques. Baseline wandering noise is removed using 

Empirical Mode Decomposition (EMD) and Ensemble Empirical 

Mode Decomposition (EEMD) to decompose the noisy ECG signal 

into different Intrinsic Mode Functions (IMFs). These IMFs are 

then filtered using low pass filtering to extract the low frequency 

baseline component. The reconstructed signal still contains high 

frequency noises, which are reduced based on the discrete wavelet 

transform using the ‘db4’ wavelet function. Finally, a threshold 

method is used to identify and eliminate noise from the wavelet 

coefficients. The obtained results show that this method effectively 

removes noise from ECG signals. 

Keywords: ECG signals, EMD, EEMD, Wavelet Transform. 

 

I. INTRODUCTION  

An Electrocardiogram (ECG) represents a visual 
representation that depicts the electrical activity of the human 
heart. This is obtained by placing electrodes on different parts of 
the body such as the chest, arms, and legs. Because it provides 
crucial medical data, the ECG serves as a diagnostic tool for 
identifying various heart conditions [1]. The ECG signals 
obtained are susceptible to interference from external sources 
such as muscle movements or low-quality sensor performance, 
leading to signal corruption [2]. Among the various types of 
noise that can disrupt ECG signal analysis, the baseline wander 
(BW) is of primary concern. 

The baseline wander (BW) typically occurs at frequencies 
lower than 1 Hz, which is comparable to the frequency range of 
ST segments in the ECG signal. The wandering of low-
frequency ST segments can significantly influence the accuracy 
of diagnosis, resulting in false positives or false negatives. 
Therefore, to ensure reliable analysis of ECG features such as 
the timing and duration of ST segments, it is imperative to 

eliminate BW artifacts. Failure to do so can seriously hinder the 
usefulness of recorded ECGs in clinical evaluations, 
highlighting the need for proper removal of BW [3]. 

The ECG signal is characterized as a non-stationary signal 
with overlapping noise and signal spectra, making it challenging 
to analyze. To overcome this difficulty, a nonlinear approach 
such as the Empirical Mode Decomposition (EMD) algorithm 
can be used. This algorithm is well suited for analyzing non-
stationary signals like ECG by decomposing the signal into 
intrinsic mode functions (IMF) that capture the underlying 
signal characteristics [4]. 

The current paper presents a new ECG denoising technique 
using the empirical mode decomposition method (EMD) to 
eliminate baseline drift from the corrupted ECG signal. After 
applying the low pass filter to all the resulting IMF, the 
reconstruction of the signal by the inverse transform is done. 
Therefore, the baseline wandering that may have disrupted the 
signal is effectively removed, resulting in a more accurate 
representation of the ECG signal. We have also utilized Wavelet 
Transform-based techniques like DWT in our approach. This 
method involves decomposing the ECG signal into multiple 
frequency bands of approximation and detail coefficients [5]. 
Subsequently, we apply a filtering approach using the threshold 
method to remove unwanted noise and artifacts from the signal. 

The paper consists of several sections that delve into 
different aspects of the proposed approach. Section II and III 
provide an in-depth explanation of EMD and EEMD techniques, 
respectively, while Section IV focuses on the use of the DWT 
method. Section V outlines the methodology employed to 
extract the baseline component and remove high-frequency 
noise, using low-pass filtering and soft threshold functions. The 
obtained results and discussions are shown in Section VI, and 
the conclusions are summarized in Section VII. 
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II. EMPIRICAL MODE DECOMPOSITION (EMD) 

Empirical Mode Decomposition (EMD) is a signal 

processing technique that focuses on decomposing a complex 

signal into a series of initial Intrinsic Mode Functions (IMFs) 

[6]. The basic concept of EMD involves obtaining the extrema 

points of the signal and creating an envelope of minima and 

maxima through interpolation. The mean of the envelope is then 

obtained, and the difference with the mean is one of the IMFs. 

The EMD algorithm's basic functions are directly derived from 

the signal being tested. A function is considered to be an IMF 

if it satisfies two conditions: first, in the whole data set, the 

number of local extrema and that of zero crossings [7]. 

The essential steps of the EMD algorithm are as follow: 

 

• Identify all peaks (local maxima and local minima) in 

the actual signal. 

 

• Use any feasible interpolation method to calculate 

upper and lower envelopes from the identified 

maxima and minima. 

 

• Calculate the mean value of the calculated envelopes. 

 

• Generate the first proto-IMF by calculating the 

difference between the calculated mean and the actual 

signal. 

 

• Repeat steps 1-4 on the proto-IMF until a function 

satisfying the IMF conditions is obtained. 

 

• Terminate the sifting process using a stopping 

criterion, such as sum of difference (SD). 

 

• Determine the residue function by subtracting the 

obtained IMF from the actual signal. 

 

• Use the obtained residue as the next data signal and 

repeat the process until the residue function becomes 

constant or contains only one extremum. 

 

The EMD of the actual signal is thus written as [8]: 

 

Y(t) = ∑ mn

N

n=1
(t) + rn(t) (1) 

With 𝑚𝑛(𝑡) being the 𝑛th order 𝐼𝑀𝐹 while 𝑟𝑛(𝑡) being the final 

residue. 

 

III. ENSEMBLE EMPIRICAL MODE DECOMPOSITION 

(EEMD) 

Empirical mode decomposition (EMD) is a multiresolution 
technique used to decompose non-linear and non-stationary 
signals into meaningful components. However, the EMD 
method [9, 10] has a limitation known as "mode mixing," where 
two different Intrinsic Mode Functions (IMFs) can represent the 

oscillations from a certain time scale, leading to a loss of 
information. To overcome this problem, one can employ 
Ensemble mode decomposition, which involves repeating the 
decomposition process on the original signal multiple times and 
then averaging the resulting IMFs to obtain more accurate and 
reliable IMFs that do not suffer from mode mixing [11]. 

Ensemble mode decomposition can be implemented by 
repeating the EMD process several times, each time adding 
white noise to the original signal, and then averaging the 
resulting IMFs over all the realizations. This approach helps to 
eliminate the problem of mode mixing, and it has been shown to 
improve the accuracy and stability of the decomposition results 
[11, 12]. 

cj =
1

N
∑ cij

N

i=1
(t) (2) 

Where 𝒄𝒊𝒋 is the extracted IMFs obtained during each iteration. 

 

IV. DISCREET WAVELET TRANSFORM  

Wavelet analysis is a mathematical technique that can be used 
to break down a signal into a collection of orthogonal 
waveforms that are both time and frequency localized. This 
method is comparable to Fourier series analysis, which employs 
sinusoids as the basis function, but wavelets are more effective 
for studying transient signals such as ECG signals. The wavelet 

transform is the product of the subject signal 𝑥(𝑡) and the 

family of wavelet functions,𝜓𝑚,𝑛(𝑡), represented as a 

convolution operation in mathematical terms[13]. 

𝑻𝒎,𝒏 = ∫ 𝑥(𝑡)
+∞

−∞

𝜓𝑚𝑛
∗ (𝒕)𝒅𝒕 (3) 

Where 𝜓𝑚,𝑛(𝑡) = (1/√𝑚 ) 𝜓(𝑡 − 𝑛/𝑚) m and n are scale and 

location factors, respectively. The approximation coefficient of 
the signal x(t) is represented as: 

 

Am,n = ∫ x(t)
+∞

−∞

ϕm,n(t)dt (4) 

The DWT (Discrete Wavelet Transform) consists of two 
filters, a low-pass filter (LPF) and a high-pass filter (HPF), 
applied on the scaling function 𝜙(𝑡). These filters modify the 
resolution of the signal and down sampling or up sampling 
changes its scale. Using the DWT, a signal is analyzed at various 
frequency bands with different resolutions by dividing it into 
approximation and detail information. The approximation 
coefficients are the output coefficients of the LPF, while the 
detail coefficients are the output coefficients of the HPF [14]. 

 

V.   NEW DENOISING METHOD 

  The ECG signal is decomposed into Intrinsic Mode 

Functions (IMFs) using EMD and EEMD methods. Each IMF 

includes both the noise and essential components of the signal. 

To extract the low-frequency noise components, a bank of low 
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pass filters is applied to the higher-order IMFs starting from the 

last IMF. The essential part of the signal is retained in the 

higher-order modes, making their elimination undesirable. 

Finally, the baseline wander is extracted from the filtered 

signals [12]. For removing high-frequency noise, the 

reconstructed ECG signal is denoised using Discrete Wavelet 

Transform (DWT).  

 

 

 

Figure 1. Diagram of the denoising method 

 

 

 

 The wavelets from Daubechies family have   a shape closer 

to that of QRS complexes of ECG signal. Furthermore, their 

energy is concentrated around the low frequencies [15]. 

The choice of db4 wavelet is done by testing our algorithm with 

use of several types of Daubechies wavelet functions (db4, db6, 

db10 …). The better results of Denoising are observed with the 

use of db4. So, this wavelet is selected as it provides a good 

balance of smoothness, vanishing moments, and support length 

needed for ECG denoising. A 5 level of DWT decomposition is 

chosen to balance noise reduction with computational 

complexity.  

 The threshold for wavelet coefficient shrinkage is 

calculated using a signal-dependent approach rather than a 

fixed universal threshold [16]. Specifically, the threshold T is 

calculated as: 

T =  σ ∗  √(2 ∗ log(N)) (5) 

Where 𝜎 is the noise level estimated from the median absolute 

deviation of the wavelet coefficients, and N is the signal length. 

The noise level σ is estimated as: 

σ =  
median(|c𝑗[n]|) 

0.6745
 (6) 

 

 

 

Where: 

• Median(|c𝑗[n]|) is the median absolute deviation of the 

wavelet coefficients at level j. 

• 0.6745 is a constant scale factor 

 

 This adaptive threshold varies for different levels of detail, 

with lower thresholds for higher frequency subbands and higher 

thresholds for lower frequencies. This prevents over-smoothing 

of signal components at different scales. The noise estimation 

from median absolute deviation of wavelet coefficients makes 

the threshold signal-dependent. 

 

VI. RESULTS AND DISCUSSIONS 

In Figure. 2, the original ECG signal ‘222.mat’ is presented, 

which was collected from the MIT-BIH arrhythmia database at 

a sampling frequency of 360 Hz [17]. This signal is noisy and 

contains baseline drift, which is eliminated through qualitative 

analysis in [18]. To extract the baseline component, the signal 

is decomposed into intrinsic mode functions (IMFs) using EMD 

and EEMD methods, as shown in Figures 3 and 4. Low pass 

filtering is then applied to each IMF, and the reconstructed 

signal is obtained by removing the baseline from the corrupted 

ECG, as shown in Figure 5 and 6. This reconstructed signal 

contains high frequency noise which is reduced using wavelet 

coefficients calculated with ‘db4’ wavelet function for five 

levels of decomposition. Afterwards, we have used a 

thresholding method to identify and remove the noise from the 

wavelet coefficients. One of the most common thresholding 

methods is the soft thresholding method, which sets all wavelet 

coefficients below a certain threshold to zero. To determine the 

threshold, we can used the variable threshold that depends on 

the level of detail. After, we have reconstructed the signal using 

the free-noise wavelet coefficients (Figure 5 and 6). 

ECG signal 

 

Low pass filter 

 

EMD/EEMD 

 

Reconstructed signal 

 

Wavelet Coefficients 

 

Thresholding 
 

Reconstructed signal 
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Figure 2. Original ECG signal: record 222 from MIT-BIH 

database 

 

 

Figure 3. Decomposition of the ECG signal by the EMD 

method 

 

Figure 4. Decomposition of the ECG signal by the EEMD 

method 

 

Figure 5. Baseline corrected and denoised signals using      

EMD-DWT technique 

 

Figure 6. Baseline corrected and denoised signals using      
EEMD-DWT technique 

 

 

In TABLE I, we have selected a set of ECG signals with a 
very turbulent baseline. Then, we have calculated some 
statistical parameters, such as: Crest factor, Kurtosis, Skewness 
and RMS value. 

 

TABLE I. Comparison of statistical parameters of reconstructed 
signal obtained using EMD-DWT and EEMD-DWT 

ECG Method 
Crest 

factor 
Kurtosis Skewness 

RMS 

value 

222 
EMD-DWT 8.1057 28.5365 3.9692 0.0792 

EEMD-DWT 8.9053 34.4211 4.3383 0.0625 

101 
EMD-DWT 8.9945 30.9755 4.0238 0.1426 

EEMD-DWT 9.1173 32.5359 4.1104 0.1051 

103 
EMD-DWT 11.5512 40.0181 4.7993 0.2423 

EEMD-DWT 10.6443 45.0362 5.0404 0.15325 

115 
EMD-DWT 7.5308 24.6681 2.0466 0.24225 

EEMD-DWT 7.6621 27.0204 2.0648 0.16329 
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The comparaison of the calculated parameters in our denoising 
technique with another one [12], show the effectiveness of our 
method (TABLE II). 

 

TABLE II. Comparison of statistical parameters of our method 
and another one 

Method 
Crest 

factor 
Kurtosis Skewness 

RMS 

value 

K.TEJA 

et al [12] 

EMD 6.2344 17.1023 3.2414 0.1500 

EEMD 6.9824 18.9856 3.3594 0.1700 

Proposed 

method 

EMD-DWT 9.04555 31.0495 3.7097 0.1765 

EEMD-

DWT 
9.08225 34.7534 3.8884 0.1221 

 
 

 

 

VII. CONCLUSION 

In this paper, we have presented a new ECG denoising 
technique based on the conjoint use of the empirical mode 
decomposition method (EMD) and the discrete wavelet 
transform (DWT). We have obtained a significant enhancement 
of the original signal quality by eliminating the baseline wander 
and the high frequency noise. So, this technique can be 
employed as a powerful pretreatment tool in modern system of 
segmentation and classification systems. 
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Abstract— Feature extraction from rotating machine condition 

monitoring signals is a difficult task and is important to 

maintenance planning and preventing equipment breakdown. In 

some applications, such as wind turbines, a gear fault can 

potentially result in a life-threatening situation. The vibration 

signals emanating from gear contain not only multiple constituents 

but also a great deal of background noise. In this paper, the 

envelope-derivative operator (EDO) is proposed for matching 

amplitude and frequency in the signal energy. The EDO evaluates 

the signal’s energy content in time and frequency domains, which 

has been shown to be effective in detecting the impulse-like 

behaviour associated with gear faults. The procedure brings up 

accurate results from complicated signals by separating the fault-

associated signal components. The results indicate that the 

proposed operator performs efficiently on gear fault diagnosis in 

various experimental conditions, requires minimal data fitting and 

has low computational cost. 

I. INTRODUCTION  

Gears are crucial components in many industrial systems 
[1]. These components are subject to various stresses, which 
can lead to malfunctions. Early detection of these faults is 
essential to ensuring service continuity and gear life extension 
[2]. Several methods exist for detecting gear faults, including 
frequency-domain signal processing. In [3], the authors 
proposed how to use empirical modal decomposition (EMD) to 
improve the demodulation of acoustic signals by using the 
Hilbert transform to detect gear faults in the envelope 
spectrum. However, EMD suffers from a major problem 
related to the mixing of modes, so it is difficult to reconstruct 
the original signal.  

Another method is proposed in [4], which uses a 
convolutional neural network (CNN) to fuse vibration signals 
to detect gear faults. However, this method can produce 
complex models that are difficult to interpret, and it requires a 
lot of training data to work effectively. This makes the 
evaluation of this model very expensive in terms of computing 
resources and time. As stated in [5], the high-frequency 
resonance technique (HFRT) is also commonly used in 
industry since it makes it  

 

possible to extract information about faults in operating 
machinery. This method enables the extraction of data on the 
components indicating the flaws and the assessment of their 
severity. It is sensitive to noise and random variations in 
rotational frequencies. However, choosing the proper centre 
frequency and bandwidth is principal implementation 
challenge of this technique. [6] The suggested method is used 
to analyse simulated vibration data generated by a dynamic 
model of a bevel gearbox. The instantaneous energy of the 
signal is evaluated using the Teager-Kaiser Energy Operator 
(TKEO). Then, using shock detector (SD), the shock contents 
of the TKEO signal, which represent the impact of the defect, 
are examined and quantified, and in [7], a gearbox with a 
chipped tooth is monitored utilising experimental data and the 
Hilbert transform (HT). The modulated signal associated with 
the gear fault is highlighted after applying HT to each product 
function (PF) to obtain the envelope for each decomposed 
component. However, in the presence of considerable noise 
and vibration interferences, conventional techniques such as 
HT and TKEO are unable to determine the fault characteristic 
frequency.  

This paper deals with and reviews the performance of the 
Envelope Derived Operator (ODE) for diagnosing gear teeth 
defects on a system driven by an electrical motor, which is then 
experimentally tested on a real gearbox with no data fitting 
necessary and a minimal computational footprint. 

II. THEORETICAL BASIS 

A modulated signal x(t), is typically employed as the 
analytical signal, which is determined by [8]:  

jφ (t)
X (t) = x (t) + jH [x (t)] = A (t)e                           (1)  

where H[x(t)] is the Hilbert transform of x(t), A(t) and φ(t) 
are respectively the instantaneous amplitude (envelope, 
magnitude) and instantaneous phase.  
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1 2 2 2 2
Γ [x (n )] = x (n + 1 ) + x (n - 1 ) + h (n + 1 ) + h (n - 1 ) +

4

1
x (n + 1 ) + x (n - 1 ) + h (n + 1 ) + h (n - 1 )

2

 
  

In the event that the Fourier transform of x (t)  is X (ω )   

Utilising the harmony feature that x(t) = jωX (ω )& , the 

derivative function is selected as the weighting filter.  

The definition of the Envelope Derivative Operator (EDO) 
is [9]: 

2 2 2
Γ (t) = x (t) + jH [x (t)] = x (t) + H [x (t)]& & & &  (2) 

The EDO is written as follows for the discrete signal x(n) 
[10]: 

 

 

 

(3) 

            

where h(n) is the discrete Hilbert transform and defined as: 

   h n  = x n 
                                                                   

(4) 

III.  APPLICATION TO EXPERIMENTAL SIGNALS 

A. Experimental study 

 Fig. 1 describes the experimental test carried out by the 

University of New Wales, Kensington, Australia, and LASPI, 

Senlis [11] to investigate the impact of gear profile errors on 

gearbox error. The proposed method is applied to gearbox 

vibration signals obtained from an experimental test 

previously conducted by Sawalhi. The rig features a single 

stage gearbox with a spur gear set containing 32 teeth on each 

gear, and a 1:1 

gear ratio. The focus is on the first set of tests, with a defective 

tooth on the driven wheel. Various sensors were 

employed to record data signals on the gear reducer; 

consisting of 7 accelerometers and 1 tachymeter. 

 

 

Figure 1. Experimental test of Sawalhi [11] 

 

B. Results and discussion 

 
In this study, a MATLAB simulation was performed to 

study the behaviour of healthy and defective states of a wheel 
tooth based on vibration signals obtained from experimental 
tests performed by Sawalhi. The signals obtained were 
demodulated using the envelope and ODE transformations to 
analyse the frequency-amplitude characteristics and identify 
the defect.  

The study's goal is to apply the EDO approach to detecting 
problems in gearboxes used in wind turbines with background 
noise by comparing them with the envelope transform. This 
comparative analysis aims to discern the most suitable 
approach for reliably identifying defects, even when dealing 
with noisy environments. Thus, the faulty spectra are compared 
to the healthy ones, and the recorded vibration signal of the 
gearbox in both healthy and faulty situations is addressed in the 
frequency domain. The values given for the driven wheel 
rotation frequency and the drive wheel rotation frequency are 
the rotation frequencies of the wheels in the gearbox. These 
numbers can be used to determine the condition of the gearbox 
and potentially detect any defects. The meshing frequency is 
around 960 Hz. The sampling frequency is 97656 hertz. 

 

Figure 2. The healthy measured signal 
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Figure 3. The envelope of the healthy signal 

 

Figure 4. Spectrum of EDO results of the healthy signal 

Signal analysis results are presented in Figs. 2, 3 and 4 for 
the healthy signal and in Figs. 5, 6 and 7 for the faulty signal, 
using the envelope and ODE transformations. 

 

Figure 5. The faulty measured signal 

 
Figs. 2 and 5 depict the temporal vibration signal, while 

Figs. 3 and 6 depict envelope of healthy and faulty signals. 

Figs. 4 and 7, respectively, show the modified spectra for 

the two signals, one healthy and the other faulty. The location 

of the degraded tooth is made possible by the obvious 

determination of  
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Figure 5. The envelope of the faulty signal 

 

 

Figure 6. Spectrum of EDO results of the faulty signal  

 

many harmonics of the typical defect frequency (30, 60, 90, 

120, and 150, 180, 210, 240 and 270 Hz), Whenever the 

detoriorated tooth grows, there will be a repetitive shock. This 

repetitive shock will therefore manifest itself in the harmonics 

of the affected pinion's rotational frequency."unlike Fig. 6, 

which shows few harmonics. In contrast, Fig. 4 demonstrates 

that no appreciable peak is found for healthy gear. It is obvious 

that the EDO can successfully improve the accuracy of fault 

identification.  

The envelope method cannot match the fault frequency 
because due to the domination of the interference frequencies. 
It is important to note that the ODE transformation clarifies the 
harmonics of the characteristic fault frequency in the signal, as 
can be seen by comparing Figs. 4 and 7 with Figs. 3 and 6, 
respectively. This shows that the ODE method is effective in 
suppressing background noise and improving the accuracy of 
fault detection at the same time. 

IV. CONCLUSION 

In this paper, a new approach is proposed to gear fault 
detection and identification. The application of the envelope 
derivative operator (ODE) in the analysis of gear monitoring 
signals has shown an effective ability to suppress background 
noise and improve fault detection accuracy without using pre-
filtering. In summary, ODE is a powerful and valuable tool for 
ensuring reliable operation and avoiding costly failures. Future 
prospects could include applying this method to real industrial 
application data to evaluate its performance, as well as 
optimising the method for more effective use with other 
specific fault types.  
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Abstract— This paper presents a comparative study of object 

detection models, including YOLOv5, and YOLOv8. It covers the 

architecture and training process of these models, highlighting 

their strengths and limitations throughout a comparative analysis 

of the results. Our primary focus is on retraining YOLOv5 and 

YOLOv8 on our custom datasets, we aim to determine whether 

employing algorithms with a high number of parameters is truly 

necessary for our specific datasets, or if it would be more 

advantageous to propose a new model architecture. This 

comparison holds significant importance when considering 

implementation in embedded systems. 

Keywords: Object Detection, CNN, YOLOV5, YOLOV8.  

I. INTRODUCTION  

Object detection is a crucial but difficult vision task. It is 

an essential component of many applications, including object 

tracking, scene understanding, image auto-annotation, and 

image search (1).        In general, there are two types of object 

detection algorithms: single stage and two stage (2).         

Object detection in images and videos is performed using 

single-stage object detection algorithms, also referred to as 

one-stage detectors. In a single forward pass, these algorithms 

use a single neural network to forecast the bounding boxes and 

class probabilities for every object in the input image (3). 
You Only Look Once (YOLO) and SSD (Single Shot 

Detector) represent two prominent single-stage object detection 
methods (4). While these algorithms offer the advantage of 
speed, enabling real-time performance on low-power devices, 
they may sacrifice some degree of accuracy. Numerous 
applications, including robotics, surveillance, and automated 
driving, where real-time performance is essential, make 
extensive use of single-stage object detection algorithms. 

In contrast, two-stage object detection algorithms adopt a 
different approach, breaking the detection process into two 

distinct stages. Initially, a region proposal network (RPN) 
generates potential object locations as region proposals, each 
assigned a likelihood score (5). Subsequently, in the second 
stage, these region proposals undergo refinement and 
classification into distinct object categories. This second stage 
employs a separate network that takes each region proposal as 
input and delivers the final bounding box coordinates and class 
probabilities for each detected object. 

The choice between single-stage and two-stage detectors 
depends on the specific requirements of the application, 
weighing the need for real-time performance against the 
precision of object detection. Fast R-CNN (Region-based 
Convolutional Neural Network) and Faster R-CNN (Faster 
Region-based Convolutional Neural Network) are the most 
widely used two-stage object detection algorithms (6) (7). 
Two-stage detectors are typically characterized by higher 
accuracy compared to their single-stage counterparts, albeit at 
the expense of speed and increased computational demands. 
They find their niche in high-precision applications such as 
medical image analysis, satellite image processing, and object 
recognition within complex natural environments. 

In this work, we will shift our focus towards the 

implementation of the highly regarded algorithm known as 

YOLO. Specifically, we will explore the latest versions, 

namely YOLOv5 and YOLOv8, which was launched on 

January 10th, 2023. 
The rest of this paper is structured as outlined below: 

Section 2 provides an analysis of the distinctions between 
YOLOv5 and YOLOv8. Section 3 details the data employed in 
our experiments. Our experimental findings are presented in 
Section 4, while Section 5 displays the results of our 
experiments. Finally, Section 6 delves into the discussion, and 
Section 7 discusses future avenues of research. 
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II. THE DIFFERENCE BETWEEN YOLOV5 AND 

YOLOV8 

 When it comes to object detection, there are numerous 

models to choose from. Among them, YOLOv8 and YOLOv5 

stand out as two highly popular and state-of-the-art models 

developed by Ultralytics. In our paper, we will concentrate on 

the nano variants of these two versions, which can be 

effectively deployed on embedded systems. YOLOv8, the 

latest addition to the YOLO family, builds upon the success of 

previous versions and introduces new features and 

enhancements to improve performance and flexibility. On the 

other hand, YOLOv5 is celebrated for its speed, simplicity, 

and accuracy. 

        When selecting the optimal object detection model, 

several factors come into play. These factors encompass 

speed, accuracy and ease of use. In terms of speed, both 

YOLOv8 and YOLOv5 exhibit fast processing capabilities, 

with YOLOv8 being notably faster (as shown in Table 1), 

making it suitable for real-time object detection applications. 

In terms of accuracy, YOLOv8 outperforms YOLOv5 due to 

architectural enhancements. As for ease of use, both models 

are easy to use, but YOLOv5, built on the PyTorch 

framework, offers the easiest integration and deployment for 

developers (8). 

TABLE I.  TOTAL PARAMETERS OF YOLOV5N AND YOLOV8N 

MODELS. 

Models Params 

(Million) 

Accuracy 

(mAP) 

CPU 

Time(ms) 

GPU 

Time(ms) 

YOLOv5n 1.9 45.7 45 6.3 

YOLOv8n 3.2 37.3 8.4 0.99 

III. TRAINING DATA  

We have chosen datasets from six different categories, 
including malaria, drone, lung cancer, aircraft, breast cancer, 
and brain tumor. These diverse categories offer us a wide range 
of options for our experiments. 

The dataset does not have bounding boxes around the 
objects, we need to add them ourselves. This is often one of the 
hardest and most costly parts of a Deep Learning project. It is a 
good idea to spend time looking for the right tools. 

 

Figure 1.  Dataset. 

Regarding the Brain Tumor dataset, we employed the 
LabelImg tool to annotate the images. Nevertheless, this tool 
produced annotations in XML format, requiring the 
incorporation of a code snippet to facilitate their conversion 
into CSV format. 

Both the Malaria and Aircraft Datasets were acquired from 
Roboflow. In the case of the Malaria images, they contained 
black frames, prompting us to proactively address this concern 
by cropping out these unwanted black frames from the images. 
Following dataset collection, the subsequent step involved 
annotation, where we meticulously labeled the objects of 
interest within each image by delineating bounding boxes 
around them. To ensure efficiency and precision in this 
annotation process, we made the deliberate choice to leverage 
Roboflow as our annotation tool. 

The third dataset, "Drone," was sourced from Roboflow, 
along with its accompanying CSV file. This dataset was used 
in its original, unaltered state, without any modifications. 

The Lung Cancer dataset was sourced from Kaggle, and 
subsequently, Roboflow was employed for the annotation 
process, it is important to note that the dataset is not extensive, 
comprising only 100 images. In table II below we represent all 
the data used in this thesis, it shows the number of samples in 
each dataset that were used for both training and testing 

TABLE II.  TABLE TYPE STYLES 

Dataset Number of images  Total 

Train Test 

Lung Cancer  80 20 100 

Breast Cancer  100 66 166 

Brain tumor 120 92 212 

Malaria  150 62 213 

Aircraft  200 80 280 

Drone 400 100 500 

 

After the labeling process as shown in Figure2, we got the 

information about the object desired which is typically 

represented by four values: the coordinates of the top-left 

corner  and the coordinates of the bottom-right 

corner . These details were then stored within a 

CSV (comma-separated values) file, Figure 3 displays a 

segment from the CSV 

file.

 

Figure 2.  Annotated datasets. 

599



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 
. 

 

Figure 3.  A snippet from the CSV file. 

IV. EXPERIMENTAL RESULTS 

A. YOLOv5 results 

In our project we use Google Colab as software tool as it 

offers the ability of using free GPU. 

We utilized TensorBoard to generate graphical representations 

of training loss, Recall, precision, and MAP metrics. 

TensorBoard is a web-based visualization tool offered by 

TensorFlow, a widely adopted Deep Learning framework. It 

serves as a valuable resource for visualizing and analyzing 

diverse aspects of the performance of Machine Learning 

models.  

Figure 4 illustrates the application of YOLOv5 for malaria 

detection. 

 

Figure 4.  Malaria detection using YOLOv5. 

Figure 5 represents the plots of the loss and MAP metrics 

during training of YOLOv5 on Malaria Dataset. 

 

 

Figure 5.  MAP and loss plots after training the YOLOv5 Nano on the 

Malaria detection Dataset. 

Figure 6 below shows the precision and Recall graphs during 

the training of Malaria Dataset using YOLOv5. 

 

 

Figure 6.  Precision and Recall plots after training the YOLOv5 Nano on the 

Malaria detection Dataset. 

Figure 7 illustrates the application of YOLOv5 for the Drone 

dataset. 

 

Figure 7.  Drone detection using YOLOv5. 

Figure 8 displays the training results of YOLOv5 on the Drone 

Dataset, specifically depicting the loss and MAP metrics. 

Similarly, Figure 9 provides insights into the Recall and 

precision metrics for the same training. 

 

 

Figure 8.  MAP and loss plots after training the YOLOv5 Nano on the Drone 

detection Dataset. 

 

Figure 9.  Precision and l Recall plots after training the YOLOv5 Nano on 

the Drone detection Dataset. 

Figure 10 illustrates the application of YOLOv5 for Lung 

Cancer detection. 
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Figure 10.  Lung Cancer detection using YOLOv5n. 

Figure 11 shows the training outcomes of YOLOv5 

concerning the Lung Cancer Dataset, with a particular focus 

on the loss and MAP metrics. Similarly, Figure 12 provides an 

overview of the Recall and precision metrics for the identical 

training scenario. 

 

 

Figure 11.  MAP and loss plots after training the YOLOv5 Nano on the Lung 

Cancer detection Dataset. 

 

Figure 12.  Precision and l Recall plots after training the YOLOv5 Nano on 

the Lung Cancer detection Dataset. 

B. YOLOv8 results 

Now we move to the results of the YOLOv8 implementation 

on our customized Datasets. 

Figure 13 illustrates the application of YOLOv8 for malaria 

detection. 

 

Figure 13.  Malaria detection using YOLOv8. 

The following figures illustrate the outcomes of the YOLOv8 

implementation on Malaria Dataset 

 

 

Figure 14.  Precision and Recall plots after training the YOLOv8 Nano on the 

Malaria detection Dataset. 

 

Figure 15.  MAP and loss plots after training the YOLOv8 Nano on the 

Malaria detection Dataset. 

Figure 16 illustrates the application of YOLOv8 for the Drone 

dataset. 

 

Figure 16.  Drone detection using YOLOv8. 

Figure 17 displays the training results of YOLOv8 on the 

Drone Dataset, specifically depicting the loss and MAP 

metrics. Similarly, Figure 18 provides insights into the Recall 

and precision metrics for the same training. 

 

 

Figure 17.  MAP and loss plots after training the YOLOv8 Nano on the Drone 

detection Dataset. 
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Figure 18.  Precision and l Recall plots after training the YOLOv8 Nano on 

the Drone detection Dataset. 

Figure 19 illustrates the application of YOLOv8 for Lung 

Cancer detection. 

 

Figure 19.  Lung Cancer detection using YOLOv8n. 

The performance metrics for loss, Mean Average Precision 

(MAP), recall, and precision of YOLOv8 training on the Lung 

Cancer Dataset are depicted in figures 20 and 21. 

 

Figure 20.  MAP and loss plots after training the YOLOv8 Nano on the Lung 

Cancer detection Dataset. 

 

Figure 21.  Precision and Recall plots after training the YOLOv8 Nano on the 

Lung Cancer detection Dataset. 

V. YOLOV5 AND YOLOV8 RESULTS INTERPRETATION 

 

With only 1.9 million and 3.2 million parameters, the 

YOLOv5n and YOLOv8n models proved to be effective.  

They showed low loss values, high MAP scores, and accurate 

object detection performance with impressive recall and 

Precision values.   

      Our comparison involved utilizing identical datasets, 

hyper-parameters, and training settings for both YOLOv5n 

and YOLOv8n. We trained these models for 100 epochs with 

images resized to a dimension of 300 x 300, as they were 

previously rescaled. 

       The loss metric serves as a measure of the model's ability 

to effectively reduce the disparity between the predicted 

bounding boxes and the ground truth annotations throughout 

the training process. As we monitored the model's progress, in 

both YOLOv5n and YOLOv8n we observed a gradual decline 

in the loss values. This decline indicates that the model 

became increasingly adept at accurately predicting the 

bounding boxes, aligning more closely with the ground truth 

annotations over time. The diminishing loss values signify the 

model's improved capability to minimize the deviation 

between predicted and actual object locations, ultimately 

leading to enhanced object detection performance. 

         MAP (Mean Average Precision) serves as a widely 

adopted metric in object detection, providing an assessment of 

the precision and recall trade-off across various object 

categories. Throughout the training of YOLOv5n and 

YOLOv8n, we closely monitored the progress and noticed a 

consistent increase in MAP scores. This upward trend in MAP 

values signifies notable improvements in detection 

performance across the complete. 

Spectrum of object classes. Higher MAP scores indicate that 

the models achieved a more balanced combination of 

precision and recall, resulting in enhanced accuracy and 

reliability in identifying objects of diverse categories. This 

overall advancement in MAP highlights the effectiveness of 

YOLOv5n and YOLOv8n in capturing a wide range of objects 

with increased precision and recall compared to earlier stages 

of training. 

 

VI. CONCLUSION AND PERSPECTIVE 

In conclusion, our paper centered on evaluating the 

performance of two prominent object detection algorithms, 

namely YOLOv5n and YOLOv8n, through a comprehensive 

comparative analysis. The primary objective was to identify 

the optimal object detection model that balances speed and 

accuracy. 

 

Our findings indicate that YOLOv8n emerged as the 

most suitable choice for object detection tasks, offering a 

remarkable blend of precision and efficiency.  In summary, 

our research underscores the significance of selecting the right 

object detection model, with YOLOv8n standing out as a 

highly efficient and accurate option for real-world 

applications. These insights can significantly contribute to 

enhancing the performance and efficacy of object detection 

systems across various domains. 

 Using the latest Yolo version in our current work has 

inspired us to apply this algorithm in our forthcoming work, 

602



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 
particularly in the field of medical imaging, encompassing 

conditions like lung cancer and breast cancer. Our aim is to 

assist healthcare professionals in the early detection of 

abnormalities, potentially leading to life-saving interventions.     

It's important to highlight that we encountered specific 
hardware challenges, despite utilizing Google Colab for 
efficiently managing large datasets. Additionally, we had 
limited images available, especially for the lung cancer 
dataset. However, we successfully implemented both 
algorithms and achieved excellent results when calculating 
different object detection metrics. 
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Abstract— This paper presents a novel approach for energy 

preservation in edge computing environments through dynamic 

transmission power changing techniques based on the proximity 

to the closest access point. The proposed technique incorporates 

four distinct transmission power levels, enabling efficient energy 

management. We conducted simulations in an edge-enabled 

environment to evaluate the energy consumption and compared 

our scheme against a baseline scheme. Analytical results 

demonstrate that our approach achieved substantial energy 

savings for mobile devices by leveraging transmission power 

adjustments. By dynamically adapting the transmission power 

based on access point proximity, our method demonstrates its 

effectiveness in optimizing energy consumption in edge 

computing scenarios, thus contributing to the overall 

sustainability and efficiency of decentralized networks. 

Keywords: Dynamic Transmission Power Changing, Energy 

Efficiency, Mobile Devices, Task Offloading. 

I. INTRODUCTION 

Within the realm of distributed computing, cloud 
computing (EC) has emerged as a significant and revolutionary 
concept, distinguishing itself from conventional service-
oriented and grid computing paradigms. This novel approach 
opens doors to synergistic collaborations, presenting a 
multitude of possibilities. However, despite its vast potential, 
cloud computing faces various challenges that require 
thoughtful consideration [1]. 

Within the computing domain, edge computing (EC), as 
shown in its architecture illustrated in Fig. 1, emerges as a 
groundbreaking technology, providing compelling solutions to 
overcome the limitations encountered by smart devices. 
Through the offloading of computationally intensive tasks to 
cloud servers, EC significantly reduces overall energy 
consumption [2] while extending the battery life of these 
devices, ensuring seamless operation, even in energy-
constrained scenarios. Additionally, the integration of Mobile 
Edge Computing (MEC) [3] servers in close proximity to end 

devices minimizes transmission latency, leading to heightened 
realtime responsiveness [4].  

 

Figure 1.  The general satellite edge computing architecture. 

EC unlocks a multitude of applications across various 
domains, such as the Internet of Things (IoT), industrial 
systems, surveillance, autonomous vehicles [5], XR 
technologies (Virtual Reality and Augmented Reality), 
unmanned aerial vehicles (UAVs), smart cities [6], and more. 
These diverse utilization cases highlight the versatility and 
potential of edge computing. Moreover, edge computing brings 
about the convergence of energy-efficient computation and 
wireless power transfer, paving the way for seamless 
integration of smart devices into autonomous environments. 
Despite a number of challenges [7] and the impact of resources 
geo-location emplacement [8], this convergence holds 
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immense promise for the future, propelling the advancement of 
smart devices and their efficient integration into various 
autonomous systems [4]. 

In the context of dynamic environments featuring wireless 
fading channels, effective decision-making between local and 
remote computation becomes a paramount task. Adapting to 
the challenges presented by dense networks and time-varying 
wireless channel conditions [9], the need for optimal offloading 
actions arises. To determine the most suitable offloading 
strategy, techniques like reinforcement methods are employed. 
Addressing this challenge has spurred the research community 
to explore various solutions by harnessing the capabilities of 
Artificial Intelligence (AI) and its branch, Machine Learning 
(ML) [10] (including advanced systems like federated learning 
[11]). These advanced AI and ML techniques play a pivotal 
role in tackling the intricacies associated with decision-making 
in wireless environments. 

This paper, we present the following two contributions: 

• Proposal of a dynamic transmission power adjustment 
technique with four transmission power levels to 
reduce energy consumption by mobile devices in edge 
computing. 

• Analytical evaluation of the proposed technique, 
demonstrating its effectiveness in optimizing energy 
consumption within the edge-enabled environment. 

These contributions lay the groundwork for improved 
energy efficiency, extended device lifespan, and optimized task 
offloading within edge computing environments. 

The paper’s organization is as follows: Section 2 provides 
an overview of related works in the domain of edge computing, 
highlighting the scientific community’s advancements and 
research contributions. In Section 3, our system model is 
presented, detailing the key components and their interactions 
within the edge computing environment. Section 4 explores the 
transmission power technique used in this study, explaining its 
underlying principles and how it effectively addresses the 
challenge of rapid battery drain in mobile devices. Moving on 
to Section 5, the simulations conducted to rigorously evaluate 
our proposed approach (analytically) are presented. Detailed 
analysis of the results and comprehensive discussions 
demonstrate the significant benefits and efficacy achieved 
through transmission power adjustment. Finally, Section 6 
concludes this work by succinctly summarizing key findings, 
emphasizing the utmost significance of our contributions, and 
outlining promising future research directions in edge 
computing and energy-efficient mobile devices. 

II. RELATED WORK 

The realm of edge computing has witnessed remarkable 
progress, particularly in the realms of task offloading decision 
making and resource optimization. Pioneering research 
endeavors have been devoted to exploring novel approaches 
and techniques, culminating in heightened efficiency and 
efficacy of edge computing systems. These advancements 
have yielded seamless resource allocation and well-informed 
task offloading decisions, establishing a strong foundation for 

improved performance, reduced latency, and enhanced 
resource utilization in edge computing environments. Such 
strides empower organizations to fully harness the potential of 
edge computing, unlocking unprecedented levels of efficiency 
and responsiveness. This collective accomplishment continues 
to drive the evolution of edge computing, shaping the future 
landscape of computing paradigms [12]. 

Cisco’s introduction of edge computing in 2012 marked a 
transformative extension of cloud computing, bringing it closer 
to the network edge. This paradigm emphasizes distributed 
processing, real-time analytics, seamless cloud integration, and 
efficient network management. By leveraging these features, 
edge computing enables organizations to harness computing 
resources at the network edge, resulting in faster data 
processing, improved responsiveness, and seamless 
collaboration with cloud services [13]. The recognition of edge 
computing alongside cloud computing expands the 
technological landscape, offering a wider range of options to 
meet diverse computing requirements and adapt to dynamic 
network infrastructures. 

The relationship between edge computing and 5G is highly 
symbiotic, with each reinforcing the other. The convergence of 
edge computing and 5G is pivotal, as edge computing plays a 
crucial role in unlocking the full potential of 5G networks. By 
leveraging edge computing capabilities, 5G networks can 
leverage low-latency and high-bandwidth features, enabling 
innovative applications and services across sectors like 
healthcare [14]. The powerful combination of edge computing 
and 5G has the potential to revolutionize industries, enhance 
user experiences, and drive connectivity and digital 
transformation. 

Pioneering studies in the 1990s, such as [15] and [16], 
focused on enhancing mobile application performance while 
conserving energy. Collaborative computing with nearby 
remote servers within reach of the devices [17] was explored in 
these studies. Their efforts led to the development of Odyssey, 
a prototype demonstrating the feasibility of adaptive execution 
for mobile applications. This application-aware adaptation 
allowed for dynamic adjustments in application behavior based 
on available resources such as CPU cycles, bandwidth, and 
battery power. These innovative works laid the foundation for 
optimizing mobile application performance and energy 
efficiency through intelligent resource management and 
adaptive execution techniques. 

Dynamic task offloading for IoT devices addresses 
limitations faced by IoT devices by integrating energy 
harvesting technology and promoting a hybrid energy supply 
model. In [18], the authors introduced DTOME, a dynamic 
task offloading algorithm aimed at minimizing system cost. 
DTOME optimizes local computing, offloading duration, and 
edge computing decisions by considering both system cost and 
queue stability. The algorithm achieves lower system cost 
compared to conventional strategies, emphasizing the 
importance of energy efficiency and cost optimization in 
driving the progress of IoT applications.  
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These notable research contributions significantly advance 

the field of edge computing, fostering improved performance, 
energy efficiency, and scalability. 

III. SYSTEM MODEL 

Within this section, we introduce a comprehensive system 
model, meticulously crafted to serve as the fundamental 
framework for our research study. This model encompasses 
essential elements and factors crucial to our investigation, as 
visually depicted in Fig. 2. The construction of this robust 
system model enables us to gain a comprehensive 
understanding of the key entities that hold significant roles 
within the edgeenabled environment. The entities within the 
edge computing framework are precisely defined as follows:  

• Mobile edge devices: As illustrated in Fig. 2, mobile 
edge devices refer to wireless devices equipped with 
computational capabilities situated at the network 
edge. These devices, including smartphones, sensors, 
and laptops, serve as endpoints for executing 
computational tasks and offloading them to edge 
servers. This arrangement enables efficient processing, 
reduces latency, and optimizes overall system 
performance. 

• Access points: Access points are wireless networking 
devices that act as gateways, establishing connections 
between mobile devices and edge servers. Their role is 
to facilitate communication and connectivity between 
mobile devices and the edge servers in the network. 

• Routers: Routers play a crucial role in networking by 
forwarding data packets between different networks. 
These integral devices are responsible for directing 
traffic and establishing efficient communication paths 
within the mobile edge computing architecture. Their 
primary function is to ensure seamless and optimized 
data transmission within the network infrastructure. 

• Edge servers: Edge servers are computing nodes 
strategically positioned at the network edge to provide 
computational resources and services to mobile 
devices. These nodes play a crucial role in enabling 
accelerated data processing, reducing latency, and 
improving response times. By bringing computing 
resources closer to mobile devices, edge nodes 
contribute to the overall efficiency and performance of 
the system. 

• Brokers: Brokers function as central entities within the 
edge computing infrastructure, playing a vital role in 
managing and coordinating resource allocation, task 
distribution, and service provisioning. This key 
component efficiently organizes and optimizes 
resource utilization, ensuring smooth task execution 
and effective service delivery within the edge 
computing environment. 

• Cloud datacenter: The cloud datacenter is a centralized 
facility specifically designed to accommodate multiple 
servers and abundant computing resources. It serves as 
a hub for storing data, providing substantial processing 

power, and offering a wide array of services required 
to handle data-intensive tasks. Cloud datacenters play a 
pivotal role in supporting the scalability, storage, and 
computational needs of various applications and 
services, acting as a backbone for cloud computing 
infrastructure. 

• Radio Medium: The radio medium represents the 
communication medium through which wireless 
communication takes place. It encompasses the 
transmission and reception of radio signals between   
wireless nodes in a network, along with other physical 
characteristics of the wireless medium. 

 

Figure 2.  The architecture of our system model. 

IV. METHODOLOGY 

Our approach focuses on reducing energy consumption and 
extending mobile device battery lifespan in edge-enabled 
environments. We employ dynamic transmission power 
adjustment, optimizing energy usage based on distance to 
access points. Validation is performed through extensive 
simulations and analytical analysis to quantify energy savings 
and confirm the efficacy of our technique. This methodology 
provides a comprehensive assessment of improved energy 
efficiency in mobile devices within the edge computing 
framework. Table I shows the transmission powers and their 
corresponding ranges and trigger ranges respectively. 

TABLE I 
THE ESTIMATED TRANSMISSION POWER AND ITS 

CORRESPONDING RANGE 

t.power  

(mW) 0.9 1.8 2.7 3.6 

range  

(m) 170 230 285 330 

trigger range  

(m) [0, 150] ]150, 210] ]210, 265] ]265, +∞] 

c.percentage  

(%) 25 50 75 100 
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In our study, we have simplified the transmission power 

range, recognizing that the actual range can vary due to 
wireless technology and regulatory constraints. For example, 
Wi-Fi networks typically have a transmission power range 
between 1 mW and 100 mW. However, it is important to 
acknowledge that regulatory limitations may affect the actual 
range to optimize signal propagation, mitigate interference, and 
comply with standards. 

In our research, we assume continuous task offloading by 
mobile devices, resulting in gradual energy depletion over 
time. This energy loss is influenced by various device 
operations during usage. By considering the ongoing task 
offloading process and accounting for the impact of mobile 
device operations, we aim to capture realistic energy dynamics 
and gain insights into energy consumption patterns within our 
experimental setup. 

V. SIMULATION 

In this section, we performed a simulation in a dense edge-
enabled environment, incorporating 100 mobile devices within 
a 400 x 400 (m) map region and for a duration of 300s, as 
depicted in Fig. 3. The simulation entailed the manipulation of 
various parameters and settings to establish a comprehensive 
evaluation framework, encompassing the following elements: 

• Task Offloading Frequency: Tasks were offloaded at a 

frequency of one packet per second. 

• Transmission Power Levels: We considered four dynamic 

levels of transmission power: 0.9 mW, 1.8 mW, 2.7 mW, and 

the default value of 3.6 mW. 

• Mobility Model: To simulate realistic movement patterns, 

we utilized the Linear Mobility model, where the mobile 

devices had a speed of 1 meter per second and a randomly 

assigned angle of movement. 

 

Figure 3.  simulation snapshot of the conducted simulation and the existing 

components. 

Lastly, we assume we use the protocol of MQTT (Message 
Queuing Telemetry Transport) which is a lightweight and 
efficient messaging protocol commonly used in various 
Internet of Things (IoT) and machine-to-machine (M2M) 
applications for communication between devices and servers. It 
is specifically designed for scenarios where low bandwidth, 
high latency, and unreliable network connections are common. 

The equation for consumed energy for an MQTT packet in 
a wireless communication scenario can be given as: 

C.Energy(E) = T.P ower(P ) × Time(t) + D.Size(D) × 

E.per.bit 

Where: 

T.Power (P) is the power used to transmit the packet 

wirelessly. Time (t) is the time taken to transmit the packet. 

D.Size (D) is the data size of the MQTT packet in bits. 

E.per.bit is the energy consumed per transmitted bit, 

representing the energy efficiency of the wireless 

transmission. 
For the sake of simplicity, as in Table I, we assume as well 

that 3.6mW, 2.7mW, 1.8mW and 0.9mW are equivalent to 
100%, 75%, 50% and 25% of consumed energy percentage 
respectively. 

To facilitate our research and experimentation, we harness 
a combination of simulation tools, namely xFogSim [19] and 
OMNeTPP [20]. These tools offer robust platforms that 
effectively model and analyze fog computing environments, 
enabling us to accomplish our research objectives. 

xFogSim is a specialized simulation framework designed 
for fog computing, providing comprehensive capabilities to 
model and analyze various aspects of fog-based systems, 
including resource allocation, task scheduling, energy 
consumption, and system performance. Leveraging xFogSim 
allows us to simulate and evaluate the behavior and 
performance of our proposed methodologies in realistic fog 
computing scenarios. 

Additionally, we employ the versatility of OMNeTPP, an 
open-source and modular simulation framework renowned for 
its ability to simulate network protocols, communication 
systems, and distributed systems. With its discrete-event 
simulation environment, OMNeTPP empowers us to accurately 
model and analyze complex systems. Through OMNeTPP, we 
gain valuable insights into the behavior and performance of our 
proposed methodologies in a controlled and reproducible 
manner. 

Furthermore, we extend the functionality of the xFogSim 
framework by incorporating our custom “Recorder” module as 
in Fig. 3. This module enables us to monitor and record the 
global energy consumption of the system, as well as the 
operational status of individual mobile devices. Integrating this 
Recorder module into the xFogSim framework provides us 
with valuable insights into the energy utilization patterns and 
performance of mobile devices in our simulations. 

The simulation results reveal the count of transmitted 
packets for each category, as illustrated in Fig. 4. 
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To estimate the consumed energy in both the base-line 

scheme and our proposed scheme, we conduct an analytical 
evaluation based on the simulation results presented in Fig. 4. 
The obtained results are depicted in Fig. 5. 

The analysis of the results reveals that our proposed scheme 
achieved a significantly lower percentage of analytical energy 
consumption compared to the base-line scheme. This outcome 
is evident as the majority of packet transmissions by mobile 
devices were conducted using the lowest transmission power 
level, particularly in the context of a dense edge-enabled 
scenario. 

 

 

Figure 4.  The offloaded packets number and the corresponding transmission 

power (TX) values in the proposed scheme. 

 

Figure 5.  The analytical results of the consumed energy for the base-line 

scheme and the proposed scheme. 

VI. CONCLUSION 

In this conference paper, we addressed the critical 
challenge of energy optimization in edge computing 
environments through dynamic transmission power adjustment. 
Our proposed technique aimed to reduce rapid energy 
consumption and extend the battery lifespan of mobile devices 
in fogenabled scenarios. By leveraging four dynamic 
transmission power levels, we sought to optimize energy usage 

based on the distance between mobile devices and access 
points. 

Through extensive simulations using xFogSim and 
OMNeTPP, we evaluated the performance of our proposed 
scheme. The results demonstrated that our approach achieved 
significantly lower analytical energy consumption compared to 
the base-line scheme. This substantial reduction in energy 
usage can be attributed to the prevalent use of the lowest 
transmission power level by mobile devices in the dense edge-
enabled environment. 

Our contributions pave the way for enhanced energy 
efficiency, prolonged device lifespan, and optimized task 
offloading in fog computing environments. By validating our 
scheme analytically, we ensured the credibility and 
effectiveness of our approach. The combination of simulation-
based evaluations and analytical analysis provided 
comprehensive insights into the benefits and efficacy of our 
proposed technique. 

Overall, our research highlights the significance of dynamic 
transmission power adjustment in mitigating energy draining 
issues and improving the performance of mobile devices within 
the edge computing framework. The findings presented herein 
contribute to the continuous evolution of edge computing, 
shaping the future of computing paradigms and advancing the 
field of energy-efficient mobile devices in fog-enabled 
environments. 

In conclusion, our work demonstrates the potential of 
transmission power optimization as a promising strategy for 
energy efficiency in edge computing, opening avenues for 
further research and innovation in this domain. As edge 
computing continues to play a crucial role in diverse 
applications, our contributions contribute to the sustainable 
development of energy-aware solutions and pave the way for a 
more resourceefficient and eco-friendly technological 
landscape. 
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Abstract— In modern wireless communication systems, the 

MIMO (multiple-input multiple-output) technology is increasigly 

used since it offers significant improvements in data throughput, 

spectral efficiency and link diversity (reduced fading by using 

multiple transmit and receive antennas). To improve the energy 

efficiency and spectral efficiency of MIMO systems, a new 

transmission concept has been associated. It is spatial modulation 

(SM) which has induced new, more compact and reconfigurable 

antenna structures while retaining only a single radio 

transmission chain (RF) to ensure low complexity. This paper 

provides a brief insight into the performance analysis of spatially 

modulated (SM) MIMO systems employing various modulation 

schemes over Rayleigh fading channels. 

Keywords: Spatial Modulation, MIMO Systems, PSK, QAM, 

I. INTRODUCTION  

Improvements in spatial modulation technologies, once 
confined to research laboratories, are currently making waves 
in the wireless communications industry with undeniable 
power [1]. This revolutionary technological leap transcends the 
limitations of wireless network speed and capacity by 
exploiting a spatial three-dimensional encoding. Among the 
pioneers of this revolution are Nobel laureates Eric A. Cornell, 
Wolfgang Ketterle, and Carl E. Wieman, whose work on Bose-
Einstein condensation laid the foundation for the use of spatial 
modulation in the field of communications. Their innovative 
experiments paved the way for faster and more efficient 
wireless transmission systems [2]. 

Imagine a world where constraints on wireless connection 
speed are a thing of the past, where virtual reality achieves an 
unmatched level of clarity, and where autonomous vehicles 
exchange real-time data for safer driving. All of this becomes a 
reality thanks to spatial modulation, an innovative technology 
that revolutionizes our approach to wireless data transmission. 
At the heart of this revolution lies MIMO (Multiple Input 
Multiple Output), a technique that intelligently exploits 

multiple antennas to enhance transmission capacity. The 
pioneering work of Gerard J. Foschini and Michael J. Gans in 
the 1990s laid the groundwork for MIMO, thereby paving the 
way for more powerful wireless communication systems [3]. 

However, the revolution does not stop there. Researchers 
like T. L. Marzetta have also made significant contributions by 
exploring the boundaries of wireless communications with 
multiple antennas, opening up exciting new possibilities [4]. 
The implications of these advancements extend far beyond the 
academic realm, transforming the way we live and work in an 
increasingly connected world. 

In this communication, we introduce the captivating area of 
spatial modulation and MIMO, exploring how these 
technologies are revolutionizing wireless connectivity. We will 
discover how they have evolved from fundamental research 
into indispensable technologies in our daily lives, ushering in 
an era where communication is faster, more reliable, and more 
versatile than ever before. Throughout this article, we will also 
shed light on the technological and societal implications of this 
revolution, while examining how it redefines the standards of 
modern connectivity, along with a proposal for combining 
spatial modulation and MIMO for optimal performance. 

II. SYSTEM MODEL  

Conventional MIMO technologies use continuously all 

available antennas at the transmitter, limiting energy 

efficiency optimization. Recently, a promising alternative has 

emerged in the field of wireless networks, inducing significant 

research interest: Spatial Modulation (SM). This technique, 

belonging to the MIMO family, aims to reduce the number of 

costly Radio Frequency (RF) chains while improving MIMO 

system performance, energy efficiency and spectral efficiency. 

Research in spatial modulation has reached a sufficient level 

of maturity to justify its application in emerging wireless 

communication systems. 

611



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 
A classical MIMO system model with Mt transmit 

antennas and Nr receive antennas is depicted in figure 1.  

 

Figure 1.  General MIMO system model with (Mt x Mr) antennas[8]. 

This system can be represented by the following discrete time 

model. 
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The simplified form is given by:  

nx.Hy t +=                                    (2) 

where: 

• xt is the Mt -length transmitted vector, created from the 

source data bit using a MIMO encoder with a modulation 

technique such as QAM, PSK or others. 

• n is an Mr -length additive white Gaussian noise (AWGN) 

at the receiver input, with zero mean and a covariance 

matrix of 
rN

2

nI , where BN0

2

n = (N0 is the noise power 

spectral density and B is the channel bandwidth); 

• H is an Mr×Mt MIMO channel matrix of path gains 

tnrnh between transmit antenna nt and receive antenna nr,  

• and y is the Nr -length vector received signal. 

It is assumed that the total transmit power from any number of 

transmit antennas is the same and unitary. The average SNR at 

each receive antenna, under unity channel gain assumptions, is 

given by 2

n/1SNR = .  

 
Figure 2.  SM-MIMO system model with single RF-chain and (Mt x Mr) 

transmit and receive antennas [8]. 

The above figure illustrates an SM-MIMO system model with 

a single RF emitting chain. The information symbols are 

modulated onto two information carrying units: i) one 

PSK/QAM symbol; ii) a single active TA (tranmit antenna) 

via an information-driven antenna-switching mechanism. For 

the transmission of a set of data bits q at a specific time, it is 

possible to transmit simultaneously log2(Mt)+log2(M) data 

bits. The data bits, converted into parallel data bits using a 

shift register, are grouped into two distinct categories: 

• The first group of log2(Mt) bits, is used to activate one of 

the Mt antennas using the RF switch; 

• The second group of log2(M) bits, is used to modulate a 

symbol from an M-QAM/PSK constellation diagram. 

The SM-MIMO encoding mechanism and the SM 

constellation diagram are illustrated for Mr =Mt =4 in figure 3. 

The encoder processes the information bits in blocks 

of log2(Mt) + log2(M)= 4 bits. The block of bits considered to 

be encoded is ‘‘1110’’, the first log2(Mt)=2 bits, “11” 

determine the single active TA (TX3), while the second 

log2(M)=2 bits, “10” determine the transmitted PSK/QAM 

symbol.  

 
Figure 3.  Illustration of the 3-D encoding of SM-MIMO model [1]. 

At the receiver, a Minimum Mean Square Error (MMSE) 

detector is used to decode the transmitted messages. The 

MMSE approach tries to find a matrix W which minimizes 

the mean square error between the estimated symbols to the 

transmitted symbols. This criterion leads a equalizing matrix: 

*H.)IHH(W 1

rN

2

n

*

MMSE

−+=  

This matrix is known as the pseudo inverse for the 

Mr×Mt matrix H (WMMSE H = I). 

III. PERFORMANCE EVALUATION  

We evaluate the performance of SM-MIMO through three 

fundamental parameters: Bit Error Rate (BER), capacity, and 

spectral efficiency (SE). We investigate these parameters 

using two common modulation schemes, namely Quadrature 

Amplitude Modulation (QAM) and Phase Shift Keying (PSK). 

 

Our analysis unfolds in two distinct stages. Firstly, in the 

initial stage, we vary the modulation order (M) while keeping 

the number of transmitting and receiving antennas constant. In 

the second stage, we fix the modulation order and alter the 

number of transmitting (Mt) and receiving antennas (Mr). For 

our study, we have selected a range of modulation orders 𝜃, 

including 2-PSK, 4-PSK, 8-PSK, 16-PSK, 32-PSK, 4-QAM, 

16-QAM, 64-QAM, 128-QAM, and 256-QAM. 

 

For our reception operations, we employed a Minimum Mean 

Square Error (MMSE) detector. The results of these 

simulations are presented in a detailed and illustrative manner 

in the subsequent sections of this document. We adopted this 

comprehensive approach to assess the performance of SM-
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MIMO under various conditions, and we will share the results 

clearly and explicitly in the following sections. 

 

The design of wireless communication systems requires prior 

technical planning and practical performance evaluation. This 

sectionr is dedicated to evaluating the performance of the 

previously presented SM-MIMO systems, with a focus on 

computer simulations. 

 

The choice of the programming environment plays a crucial 

role in the development of any project. For our study, we 

opted for the MATLAB software due to its powerful 

compilation capabilities and advanced features. 

 

The evaluation of SM-MIMO system performance relies on 

three essential metrics: Bit Error Rate (BER), capacity, and 

spectral efficiency. These three metrics serve as critical 

quantification criteria for digital transmissions, particularly in 

selecting the signal modulation type and configuring antennas 

both at the transmitter and receiver ends. 

A. The Channel MIMO Capacity: 

C=B⋅log2(1+SNR)                                 (3) 

• B is the bandwidth of the channel in hertz. 

• SNR is the Signal-to-Noise Ratio in decibels. 

B. The Signal-to-Noise Ratio: 

𝑆/𝐵=𝑃𝑆/𝑃𝐵                                                  (3) 

• 𝑃𝑆 represents the signal power. 

• 𝑃𝐵 represents the noise power in watts. 

C. The spectral efficiency: 

SE = C/ B                         (4) 

• Where C is channel capacity 

• B is the bandwidth. 

IV. SIMULATION  

The design of advanced wireless communication systems 
requires preliminary technical study followed by a 
comprehensive practical performance evaluation. This section 
is entirely dedicated to this evaluation, utilizing computer 
simulations to explore the previously introduced SM-MIMO 
systems. These simulations enable us to quantify crucial 
parameters such as Bit Error Rate (BER), capacity, and spectral 
efficiency, while examining the impact of various factors, 
including the number of antennas and the signal-to-noise ratio. 
Thus, this section illustrates how the combination of theoretical 
knowledge and practical analysis, supported by simulations, 
contributes to the improvement of SM-MIMO systems in the 
field of wireless communications. 

In the context of our evaluation, we employed the Rayleigh 
channel, which is commonly used to model propagation 
channels in wireless communication systems. This channel 
takes into account factors such as scattering and reflection 
effects, making it particularly suitable for our simulations, 
which are described by the following equation: 

f(r) = r/α²  e -r²/2α²                                  (7) 

• f(r) is the power spectral density of the signal envelope. 

• r is the complex amplitude of the signal envelope. 

• α is the standard deviation of the signal envelope. 

Our evaluation is based on a total of 5000 simulations. We 
conducted a total of 500 Monte Carlo simulations for each 
modulation type within 𝜃. Each of these simulations was 
performed on a dataset consisting of 𝐿 = 1024 spatial symbols. 
The simulations also covered a range of signal-to-noise ratio 
(SNR) values from -15 dB to 25 dB, with a 5 dB interval. 

A. Modulation PSK Mt=Mr=8. 

 

Figure 4.  Comparison of BER achieved with different PSK modulation 

Orders 

 

Figure 5.  Comparison of capacities achieved with different PSK modulation 

orders 
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Figure 6.  Comparison of Spectral Efficiencies Achieved with Different PSK 

Modulation Orders 

In the signal-to-noise ratio (SNR) range of -15 to 20, it is 

observed that increasing the size of the constellation, 

represented by the modulation order (M), leads to an increase 

in the bit error rate (BER), which degrades performance. This 

is explained by the reduction in the distance between adjacent 

symbols on the constellation as M increases, naturally 

compromising the quality of transmission. However, it is 

possible to increase the size of the constellation to achieve 

maximum throughput while keeping the research problem, 

objectives, and work plan unchanged. Analyzing the results, it 

is evident that the system's capacity decreases as the number of 

states increases, as an increase in the modulation order allows 

for occupying a progressively narrower bandwidth, thereby 

weakening the system's capacity. Regarding spectral efficiency 

(SE), there is a gradual increase as M increases, reaching 3.9 

bit/s/Hz at an SNR of 5 dB for M = 2, and 4.9 bit/s/Hz for M = 

4. When M = 8, SE reaches 5.9 bit/s/Hz at an SNR of 10 dB, 

and it significantly improves for M = 16. Finally, for M = 32, 

spectral efficiency reaches 7.9 bit/s/Hz. In summary, spectral 

efficiency increases with the number of states, allowing for the 

occupation of a narrower bandwidth, although this is 

accompanied by a decrease in noise resilience in proportion. 

B. Modulation QAM Mt=Mr=8. 

 

Figure 7.  Comparison of Capacities Achieved with Different QAM 

Modulation Orders 

 

Figure 8.  Comparison of Spectral Efficiencies with Different QAM 

Modulation Orders. 

A series of graphs depict various QAM modulation orders with 

adjustments made to the system's capacity (C) based on the 

signal-to-noise ratio (SNR). Similar observations to those seen 

in PSK modulation are applicable, indicating a reduction in 

capacity as the number of states increases, thereby emphasizing 

the substantial influence of the constellation size on the 

system's capacity. 

Furthermore, the results highlight that by increasing the 

number of points in the constellation, there is a noticeable 

improvement in spectral efficiency. This implies that elevating 

the modulation order leads to a corresponding increase in data 

throughput, actively contributing to the overall enhancement of 

spectral efficiency. 

C. Modulation PSK Mt=Mr=8. 

 

Figure 9.  Comparison of BER as a Function of the Number of 

Transmit/Receive Antennas 
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Figure 10.  Comparison of Capacity as a Function of the Number of 

Transmit/Receive Antennas 

 

Figure 11.  Comparison of Spectral Efficiency as a Function of the Number of 

Transmit/Receive Antennas. 

We observe curves of bit error rate (BER) as a function of 

signal-to-noise ratio (SNR). Analyzing these data reveals a 

significant decrease in BER when the number of transmit and 

receive antennas is increased to 16 compared to only 2, 

underscoring the clear significance of spatial diversity in 

enhancing transmission quality and robustness. 

As for the capacity curves (in bits per second) in relation to 

SNR, they illustrate a linear relationship between the number 

of antennas and capacity, with a proportional increase. 

Conversely, a reduction in the number of antennas, as seen 

when Mt=2 Mr=2, results in a performance deterioration. 

Finally, we display spectral efficiency (SE) curves against 

SNR, showcasing a linear progression of spectral efficiency as 

the number of antennas increases. 

D. Modulation PSK Mt=Mr=8. 

 

Figure 12.  Comparison of Capacities as a Function of the Number of 

Transmit/Receive Antennas. 

 

 

Figure 13.  Comparison of Spectral Efficiency as a Function of the Number of 

Transmit/Receive Antennas. 

These curves clearly demonstrate that capacity (C) 

proportionally grows at high signal-to-noise ratio (SNR) values 

and significantly improves with an increase in the number of 

transmitting and receiving antennas. 

Likewise, these curves clearly highlight that spectral efficiency 

proportionally increases with the number of transmitting and 

receiving antennas, reaching high values. 

In conclusion PSK's more performance QAM as depicted by 

three crucial aspects. Firstly, in terms of Bit Error Rate BER, 

PSK proves to be more robust because it encodes information 

solely in the signal phase, mitigating the impact of phase 

errors, especially in noisy environments. Secondly, concerning 

the communication channel's capacity, PSK offers distinct 

advantages. Its resilience to phase errors enables it to operate 

effectively even in the presence of high noise, fully exploiting 
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the channel's capacity. Each PSK symbol transmits a single 

binary information, optimizing bandwidth use. In contrast, 

QAM requires greater constellation point separation to 

minimize BER, potentially resulting in less efficient bandwidth 

utilization. Finally, in terms of spectral efficiency, PSK excels 

because each symbol conveys a single bit of information, 

making it more efficient compared to QAM. In summary, PSK 

is favored due to its phase error robustness, enhanced channel 

capacity utilization, and increased spectral efficiency. 

However, the choice between PSK and QAM depends on 

specific application requirements and communication channel 

characteristics, as indicated by the simulation results. 

CONCLUSION 

In this comprehensive letter, we have undertaken an in-
depth analysis and rigorous evaluation of the performance of a 
Spatial Modulation Multiple-Input Multiple-Output (MIMO) 
system, employing an MMSE-type equalizer at the receiver. 
We have also examined the influence of several key parameters 
on the system's performance, including modulation order and 
the number of antennas at both the transmission and reception 
ends. 

The results obtained have shed crucial light on how we 
assess the effectiveness of a transmission system. Indeed, a 
system's ability to maintain a low Bit Error Rate (BER) while 
maximizing the transmission of useful information, optimizing 
both its capacity and spectral efficiency, forms the foundation 
upon which its overall performance rests. 

A significant finding lies in the undeniable advantages of 
PSK modulation over QAM in terms of BER, capacity, and 
spectral efficiency. This observation underscores the 
importance of carefully selecting the modulation type based on 
the specific requirements of a given application. 

Simultaneously, we conducted an in-depth study on the 
impact of the number of antennas both at the transmission and 

reception ends on system performance. It is worth noting that 
spatial diversity plays a crucial role in maintaining high-quality 
transmission, enhancing the system's resilience in the face of 
disturbances. 

In summary, this letter reveals that the combination of an 
MMSE equalizer, judicious choices in modulation, and 
effective management of the number of antennas is essential 
for designing high-performance and resilient wireless 
transmission systems, capable of ensuring reliable and efficient 
communication, even in demanding conditions. 
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Abstract— One of the defining characteristics of 5G networks is 

the flexibility they offer for supporting different services and 

communication scenarios. However, employing multiple 

numerologies in a 5G network introduces non-orthogonality into 

the system, causing interference between users belonging to 

different numerologies. This interference, also called inter-

numerology interference (INI), has garnered increasingly more 

attention in recent times. In this paper, we present an INI model 

that describes INI as a function of the frequency response of the 

system. We then perform a mathematical analysis of INI, 

specifically how the distance between numerologies and the 

subcarriers can affect the amount of interference. We also list the 

mitigation techniques already applied by researchers so far and 

suggest future research areas. Our study is imperative as it would 

enable the development of efficient interference cancellation 

techniques for multi-numerology systems in 5G and beyond. 

Keywords: 5G, Mixed Numerologies, OFDM, SCS, INI.  

I. INTRODUCTION  

The advent of 5G networks has brought about significant 
advancements in wireless communication systems, enabling the 
support of diverse services and user requirements [1]. One of the 
defining characteristics of 5G is the flexibility it offers in 
supporting different numerologies, which refers to the subcarrier 
spacing and symbol duration of the orthogonal frequency-
division multiplexing (OFDM) waveform [2]. This flexibility 
allows for the efficient allocation of resources and the 
coexistence of multiple services within the same network [3]. 
However, the introduction of multiple numerologies also 
introduces a novel challenge known as Inter-Numerology 
Interference (INI) [4]. 

In this paper, we present an in-depth analysis of INI in multi-
numerology OFDM systems and propose mitigation techniques 
to address this interference. We begin by introducing the 
concept of multi-numerology and its significance in 5G 
networks. We then provide a mathematical modeling of INI, 
defining its characteristics and impact on system performance. 

Next, we describe the spectrum of a multi-numerology OFDM 
system and analyze the presence of INI within this spectrum.  

Furthermore, we discuss various INI mitigation techniques 
that have been proposed in the literature. These techniques aim 
to minimize the impact of INI and improve the overall system 
performance. They include interference cancellation algorithms, 
adaptive guards, precoding techniques, and windowing methods 
[5]. 

Finally, we highlight the importance of further research in 
this area and suggest future research directions. As 5G networks 
continue to evolve and new technologies such as 6G emerge, it 
is crucial to develop advanced INI mitigation techniques that can 
adapt to the changing network requirements and support the 
diverse set of use cases envisioned for these networks [6]. By 
addressing the challenges posed by INI, we can unlock the full 
potential of 5G networks and enable the seamless delivery of 
emerging services.  

II. CONCEPT OF MULTI-NUMEROLOGY 

The concept of multi-numerology in a 5G network refers to 
the ability to support different subcarrier spacings and symbol 
durations within the same network. This flexibility allows for 
the efficient allocation of resources and the coexistence of 
multiple services with varying requirements [1]. In a multi-
numerology system, different numerologies, which define the 
subcarrier spacing and symbol duration of the orthogonal 
frequency-division multiplexing (OFDM) waveform, can 
overlap in the frequency domain [2] 

The Subcarrier spacing (SCS) refers to the distance between 
adjacent subcarriers in a given frequency band [7]. In contrast to 
LTE, which has a single subcarrier spacing of 15 kHz, 5G NR 
supports multiple numerologies with different SCS values [8]. 
Depending on the Frequency Range (FR), the most commonly 
used SCS values in 5G NR are 15, 30, 60, and 120 kHz [8]. 
However, as of Release 17, there is ongoing research on the 
possibility of increasing the SCS up to 960 kHz [8]. 
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TABLE I.  Numerologies in a 5G network 

FR µ SCS 
(kHz) 

TCP 

(µs) 
Ts (µs) Slot 

duration 
(ms) 

 

FR-1 

0 15 4.76 71 1 

1 30 2.38 35 0.5 

2 60 1.19| 
4.17 

17 0.25 

 

FR-2 

2 60 1.19| 
4.17 

8.8 0.125 

3 120 0.60 4.4 0.0625 

 

As depicted in TABLE I., a wider SCS enables the reduction 
of the Cyclic Prefix and symbol duration (TCP and TS), thereby 
leading to a decrease in latency (Figure 1). It is worth 
mentioning that when using an SCS of 60 kHz, it is advisable to 
employ an extended cyclic prefix to mitigate the potential 
occurrence of Inter-Symbol Interference (ISI) and Inter-Carrier 
Interference (ICI). This extended cyclic prefix necessitates a 
reduction in the number of symbols per slot from 14 to 12, 

In summary, multi-numerology is a key feature of 5G 
networks that provides greater flexibility in meeting the diverse 
requirements of different services and users. However, the use 
of multiple numerologies also introduces new challenges, such 
as inter-numerology interference, which is caused by the loss of 
orthogonality between subcarriers of different numerologies. To 
address this issue, different techniques can be used, and new 
research opportunities are emerging to enhance the overall 
reliability of multi-numerology systems. 

III. INI MODELIZATION AND SIMULATION  

 

A Multi-Numerology OFDM system can be represented as 

in figure 1. 
Let us consider a Multi-Numerology OFDM stystem with a 

given SCS Δf (𝑖) and symbol duration 𝑇(𝑖)for numerology 𝑖, 
where 𝑖 = {1,2}, As per 3GPP, the two numerologies are related 
to each other via a scaling factor 𝑣, i.e.,  

Δf(1)

Δf(2) =
𝑇(2)

𝑇(1) = 𝑣 (1) 

For Simpler calculus, we study the case where 𝑣 = 2, 
assuming Δf (1) = 2Δf (2)  and thus 𝑇(2) = 2 𝑇(1). Figure 2. 
Illustrates that the symbol k associated with numerology 2 
overlaps with twos symbols from numerology 1 (let us index 
them 2k and 2k +1). 

 

 

Figure 1.  MN-OFDM system 

  A complex group of symbols s(i) is modulated via a Single 
Numerology-OFDM (SN-OFDM) system for numerology 𝑖. 
The complex symbol transmitted in instant k on the subcarrier 

m associated with numerology 𝑖 is 𝑠𝑘,𝑚
(𝑖)

. The transmitted signal 

for numerology i can be expressed as follows: 

𝑥(𝑖)(𝑡) = ∑ 𝑥𝑘
(𝑖)(𝑡)∞

𝑘=−∞  () 

Where: 

𝑥𝑘
(𝑖)(𝑡) =  ∑ ∑ 𝑠𝑘,𝑚

(𝑖)
 𝛷𝑚

(𝑖)
(𝑡 − 𝑘𝑇(𝑖))𝑁(𝑖)−1

𝑚=0
∞
𝑘=−∞  () 

Is the corresponding transmitted signal at the instance k. 

𝑁(𝑖) =  
𝐵

Δf(𝑖) is the number of subcarriers associated with 

numerology 𝑖 with B representing the system bandwidth. 

 𝛷𝑚
(𝑖)

 is a normalized, frequency-shifted rectangular pulse 
defined as:  

𝛷𝑚
(𝑖) = {

1

√𝑇(𝑖)
exp (𝑗2𝜋

𝑚

𝑇(𝑖) 𝑡)       0 ≤ 𝑡 ≤ 𝑇(𝑖)

0                                           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (4) 

 

The transmitted signal x(t) is obtained by multiplexing the 
single-numerology signals associated with both the 
numerologies.  Depending on the perspective, x(t) can take 

different forms, on the time duration [𝑘𝑇(1), (𝑘 + 1)𝑇(1)], it can 
be expressed as: 

𝑥𝑘(𝑡) =  𝑥𝑘
(1)(𝑡) +  𝑥

⌊
𝑘

𝑣
⌋

(2)
(𝑡) (5) 

 

Where ⌊. ⌋ represents the floor function. On the time 

duration [𝑘𝑇(2), (𝑘 + 1)𝑇(2)], x(t) can be written as:  

𝑥𝑘(𝑡) =  ∑ 𝑥𝑣𝑘+𝑞
(1) (𝑡) +𝑣−1

𝑞=0 𝑥𝑘
(2)(𝑡) (6) 
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Figure 2.  Symbol time overlapping in MN OFDM system 

 

Eq (5) and (6) mathematically describe what Figure 2. 
illustrates, i.e, how signals on different symbol duration 
multiplex in the time domain. In particular the 𝑘-th symbol 
associated with numerology 1 overlaps with a truncated portion 

of the⌊
𝑘

𝑣
⌋ -th symbol associated with numerology 2, and the kth 

symbol of numerology 2, coincides with a block of 𝑣 
consecutive symbols starting from the (𝑣𝑘)-th symbol 
associated with numerology 1. 

Now that we know that symbols from different numerologies 
interfere with each other, let us prove that two subcarriers with 
different SCS are not orthogonal. 

A. Time Domain 

 

Let 𝛷𝑚
(1)

(𝑡) and  𝛷𝑛
(2)

(𝑡)be the subcarrier m associated with 
numerology 1 and subcarrier n associated with numerology 2, 
respectively. If they were orthogonal to each other (as it is the 
case for subcarriers from the same numerology) their inner 
product would be equal to zero, otherwise, they would be 
correlated, and interfere with each other. So, the interference 
between two MN subcarriers can be characterized by their inner 
product, the latter’s magnitude being an indicator of the level of 
correlation. 

The inner product between the two subcarriers can be 
obtained as:  

𝑝𝑚,𝑛
(1←2)

= 〈𝛷𝑚
(1)(𝑡), 𝛷𝑛

(2)(𝑡)〉 = ∫ 𝛷𝑛
(1)(𝑡) ∗ 𝛷𝑛

(2)(𝑡)
∞

−∞
𝑑𝑡 (7)

   

𝑝𝑚,𝑛
(1←2)

  =  
1

√𝑇(1)𝑇(2)
∫ exp (−𝑗2𝜋 (

𝑚

𝑇(1) −
𝑛

𝑇(2)) 𝑡) 𝑑𝑡
𝑇(1)

0
 (8) 

With a simple variable change, it is possible to bring the 

limits of the integral from [0 𝑇(1)] to [
−𝑇(1)

2
  

𝑇(1)

2
] 

 

 

Equation (8) becomes:  

𝑝𝑚,𝑛
(1←2)

  =  
1

√𝑇(1)𝑇(2)
∫ exp (−𝑗2𝜋 (

𝑚

𝑇(1) −
𝑛

𝑇(2)) 𝑡) 𝑑𝑡
𝑇(1)

2

−𝑇(1)

2

  (9) 

From (1), we can replace  

𝑇(1) =
𝑇(2)

𝑣
 (10) 

The result of the inner product is as follows:  

𝑝𝑚,𝑛
(1←2)

=
1

√𝑣
𝑠𝑖𝑛𝑐(𝑑) (11) 

 

Where, 𝑠𝑖𝑛𝑐(𝑥) =
sin (𝜋𝑥)

𝜋𝑥
 and 𝑑 refers to the relative 

distance between subcarrier m and subcarrier n expressed as  

𝑑 = (
𝑚

𝑇(1) −
𝑛

𝑇2) 𝑇(1) =
𝑚Δf(1)−𝑛Δf(2)

Δf(1) = 𝑚 −
𝑛

𝑣
        (12) 

 

Which is the actual distance between two subcarrier center-

normalized by Δf (1). Swapping the order of two subcarriers 
turns the corresponding inner product into the complex 
conjugate of eq (11)  

𝑝𝑚,𝑛
(1←2)

= 𝑝𝑚,𝑛
(2←1)∗

 (13) 

 

 

Figure 3.  Correlation between subcarriers with different numerologies 

 

And their common magnitude is written as 

|𝑝𝑚,𝑛
(1←2)

| = |𝑝𝑚,𝑛
(2←1)

| =
1

√𝑣
|𝑠𝑖𝑛𝑐(𝑑)| (14) 
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Where |. | is the absolute operator. This suggests that the 

interference between any two subcarriers associated with 
different numerologies is mutual and equal in magnitude. 

In accordance with the preceding mathematical 
formulations, it is evident that the magnitude of the inner 
product is contingent upon the relative distance 𝑑, a parameter 
determined by the subcarrier indices 𝑚 and 𝑛 as well as the 
scaling factor denoted as 𝑣 within the numerology (Figure 3.). It 
is reasonable to anticipate that as the relative distance increases, 
the magnitude of the inner product will diminish. Moreover, a 
larger scaling factor results in a diminished magnitude. As 
illustrated in Figure 3, the depicted graph portrays the magnitude 
of the inner product of subcarriers linked to distinct 
numerologies, each associated with the scaling factor 𝑣 taking 
values from the set {2, 4, 8}. The figure clearly demonstrates an 
inverse relationship between the magnitude and 𝑣 suggesting 
that greater scaling factors correspond to less correlated 
subcarriers. Consequently, numerologies linked to larger 
Subcarrier Spacing (SCS) exhibit greater resilience to Inter-
Numerology Interference (INI). Furthermore, the figure also 
illustrates a decline in magnitude as the relative distance 
increases, indicating that interference originating from nearby 
subcarriers surpasses that stemming from comparatively distant 
ones. 

B. Frequency Domain 

 

An Orthogonal Frequency Division Multiplexing (OFDM) 

symbol can be represented as a sum of closely spaced 

orthogonal subcarriers with overlapping spectra that are 

transmitted in parallel. Each subcarrier is modulated with a 

conventional modulation scheme, such as quadrature amplitude 

modulation or phase-shift keying, at a low symbol rate. The 

total symbol duration is:  

𝑇𝑡 = 𝑇𝑔 + 𝑇𝑠 (15) 

where Tg is the guard interval and Ts is the useful symbol 

duration. The complex signals ss(t) can be represented as: 

𝑠𝑠(𝑡) = ∑ 𝑠𝑘(𝑡)𝑒𝑗2𝜋𝑓𝑘𝑡+∞
𝑘=0  (16) 

Where 𝑠𝑘(𝑡) is the complex envelope of the k-th subcarrier, 

and 𝑓𝑘 is its subcarrier. 

In OFDM, the subcarriers are closely spaced and overlap in 

frequency domain. The frequency response of each subcarrier 

is a sinc function, which is the Fourier transform of a 

rectangular pulse. The sinc function is used to represent the 

frequency response of each subcarrier because it has a null at 

the center frequency of each subcarrier, which helps to 

minimize inter-carrier interference. 

In a Single Numerology (SN-OFDM) system, these 

subcarriers are orthogonal to each other, meaning that they do 

not interfere with each other [11]. However, when different 

numerologies are used, the orthogonality between the 

subcarriers is compromised, leading to inter-numerology 

interference (INI) [4] 

The orthogonality of OFDM symbols within the same 

numerology is achieved through the use of a cyclic prefix (CP). 

The CP is a guard interval inserted at the beginning of each 

OFDM symbol, which is a copy of the last part of the symbol. 

This guard interval allows for the elimination of inter-symbol 

interference (ISI) caused by multipath propagation. It also 

ensures that the subcarriers within the same OFDM symbol 

remain orthogonal to each other [12]. 

s

 

Figure 4.  SN-OFDM symbols spectrum 

 

 

As shown in Figure 4. The spectrum of an OFDM symbol 

is a sinc function, with a peak at the desired frequency (this is 

when the desired signal is transmitted), and infinite sidelobes. 

When the OFDM symbols are aligned and have the same SCS, 

when the power of a subcarrier is at its peak, all the other 

symbols are equal to zero, thus, are not causing any 

interference. 

However, when different numerologies are used, the 

subcarriers from different numerologies do not have the same 

subcarrier spacing and cyclic prefix length. As a result, the 

orthogonality between the subcarriers is compromised, leading 

to INI. This interference can degrade the performance of the 

system and affect the quality of service for different users or 

services [13]. Therefore, it is important to carefully manage the 

allocation of numerologies and guard bands to minimize INI 

and ensure efficient and interference-free communication in 5G 

networks [14]. (figure 5.) 

 

Figure 5.  MN-OFDM Symbols spectrum 
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IV. INI MITIGATION TECHNIQUES AND  FUTURE RESEARCH 

A. INI mitigation techniques 

INI has shown to impact the system in several ways, mainly 
affecting the spectral efficiency (SE) and Bit Error Rate (BER) 
of the system, and the problem is starting to raise more and more 
awareness within researchers, here are some of the latest works 
published on the topic: 

• [5] and [8] tried to tackle the SE issue, the first 
mentioned Developed a cross-layer approach for INI 
management while the latter Developed a deep 
reinforcement learning algorithm for spectrum 
allocation. While both methods showed promising 
results, the one applied in [5] Depends on many 
implementation-dependent factors, such as the 
application type, operational frequency, bandwidth of 
the signal and the complexity of the device, whereas 
the one in [8] was evaluated only through simulations, 
and it is unclear how well it would perform in real-
world scenarios. Additionally, the paper did not 
address other sources of interference in OFDM 
systems, such as inter-symbol interference (ISI) and 
co-channel interference (CCI). 

• In order to improve the BER performance of the 
system, [13] and [15] used of a frequency-domain 
equalizer to estimate the interference and subtract it 
from the received signal, [14] Proposed a method for 
INI analysis and cancellation in massive MIMO-
OFDM downlink systems while [16] Proposed a 
framework for mixed-numerology signals transmission 
and interference cancellation in Radio Access Network 
(RAN) slicing and Developed a joint optimization 
algorithm for subcarrier allocation and power 
allocation. [17] Proposed a method for INI analysis and 
cancellation in massive MIMO-OFDM UL systems.  

While all these methods have shown promising results, they 
were evaluated only through simulations, and it is unclear how 
well they would perform in real-world scenarios. Additionally, 
the papers did not address other sources of interference in 
OFDM systems, such as inter-symbol interference (ISI) and co-
channel interference (CCI). 

In summary, research on the INI topic is just starting and it 
is a very promising area of interest, further research is necessary 
in order to fully understand it.  

B. Future researh 

Future research for 5G INI mitigation can focus on several 

areas. Firstly, there is a need for further investigation into 

advanced interference cancellation techniques specifically 

designed for inter-numerology interference (INI) [15]. 

Techniques such as adaptive filtering, advanced signal 

processing algorithms, and machine learning-based approaches 

can be explored to effectively mitigate INI. 

Secondly, the development of efficient resource allocation 

algorithms and scheduling schemes can help optimize the 

allocation of numerologies and guard bands to minimize INI 

[15]. These algorithms should consider factors such as user 

requirements, traffic patterns, and channel conditions to 

dynamically allocate resources and mitigate interference. 

Thirdly, the design and optimization of waveform and 

frame structures can play a crucial role in reducing INI [19]. 

Research can focus on developing new waveform designs that 

are inherently resistant to INI, such as alternative modulation 

schemes or novel precoding techniques. 

Furthermore, the investigation of cross-layer approaches 

that integrate physical layer techniques with higher-layer 

protocols and network management can provide 

comprehensive solutions for INI mitigation [15]. This can 

involve joint optimization of numerology selection, power 

control, and interference management strategies across 

different layers of the network. 

Additionally, the impact of INI on specific applications and 

services, such as IoT, vehicular networks, and tactile internet, 

can be studied to understand the specific requirements and 

challenges in mitigating INI in these scenarios [20] [21] [22] 

Moreover, the development of standardized frameworks 

and protocols for INI mitigation can facilitate interoperability 

and seamless integration of different 5G systems and 

technologies [23] [24]. Standardization efforts should focus on 

defining common interfaces, protocols, and mechanisms for 

INI management. 

Lastly, the evaluation and benchmarking of INI mitigation 

techniques through extensive simulations and field trials can 

provide valuable insights into their performance and 

effectiveness in real-world scenarios [15] [19]. Comparative 

studies can be conducted to assess the trade-offs between 

different techniques and identify the most suitable approaches 

for different deployment scenarios. 

In conclusion, future research for 5G INI mitigation should 

focus on advanced interference cancellation techniques, 

resource allocation algorithms, waveform and frame structure 

optimization, cross-layer approaches, application-specific 

studies, standardization efforts, and performance evaluation 

through simulations and field trials. 

 

V. CONCLUSION 

In conclusion, the introduction of multiple numerologies in 
5G networks has brought about the challenge of Inter-
Numerology Interference (INI). This interference occurs when 
different numerologies overlap in the frequency domain, leading 
to degradation in system performance. In this paper, we have 
provided a comprehensive analysis of INI in multi-numerology 
OFDM systems and proposed mitigation techniques to address 
it. 

Through mathematical modeling and simulations, we have 
demonstrated the cause of INI mentioned various INI mitigation 
techniques. These techniques, such as interference cancellation 
algorithms, adaptive guards, precoding techniques, and 
windowing methods, have shown promising results in reducing 
the impact of INI and improving system performance. 
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However, there is still a need for further research in this area. 

As 5G networks continue to evolve and new technologies such 
as 6G emerge, it is crucial to develop advanced INI mitigation 
techniques that can adapt to the changing network requirements 
and support the diverse set of use cases envisioned for these 
networks. Future research should focus on developing more 
efficient and robust INI mitigation techniques, considering 
factors such as dynamic network conditions, varying traffic 
patterns, and the coexistence of different services. 

By addressing the challenges posed by INI, we can ensure 
the reliable and efficient operation of 5G networks, enabling the 
seamless delivery of emerging services and supporting the 
diverse needs of users. The findings and insights presented in 
this paper contribute to the body of knowledge in the field of INI 
analysis and mitigation, providing a foundation for further 
research and development in this area. 
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Abstract— Rate Splitting Multiple Access (RSMA) has emerged 

as a powerful framework for optimizing 5G communication 

systems and beyond. In the context of 5G, RSMA addresses the 

challenges posed by diverse quality of service requirements and 

the need for massive connectivity. It ensures a smooth transition 

between interference management strategies by balancing the 

treatment of interference as noise and decoding interference 

completely. This is achieved by partially decoding the interference 

and treating the remaining as noise. The transmission framework 

employed by RSMA is more general and flexible than the one used 

by NOMA and SDMA. 

 RSMA not only reduces the complexity in transceiver design but 

also enhances system robustness in the presence of varying 

Channel State Information at the Transmitter (CSIT) quality, 

consequently improving overall system performance. 

In this paper, we aim to demonstrate the ability of the RSMA to 

meet the massive demands on 5G communication systems with 

varying parameters (Quality of CSIT, SNR) in different 

deployment scenarios, and its superiority over both NOMA and 

SDMA. By providing a comprehensive exploration of the 

transmission frameworks, alongside a detailed analysis of the 

results obtained, this study underscores the remarkable potential 

of RSMA to fit into expectations from 5G networks and beyond. 

 

Keywords: RSMA, NOMA, SDMA, CSIT, SNR, rate region. 

 

I. INTRODUCTION  

        Multiple access refers to the ability for multiple users to 
access the same communication channel simultaneously. 
Multiple access is a key component of cellular 
communication systems [1]. 

        The early cellular networks implemented orthogonal 
multiple access techniques (OMA) such as Time Division 
Multiple Access (TDMA), Frequency Division Multiple 
Access (FDMA), or Code Division Multiple Access (CDMA) 
[2].  

         In TDMA, information’s for each user are sent in 
interference-free time slots, making precise 
synchronization necessary, which can be challenging, 
especially in the uplink. In FDMA implementations, such 
as OFDMA, information for each user is allocated to a 
subset of orthogonal subcarriers. However, with the 

advancement of cellular network technologies, these 
orthogonal techniques can no longer meet the high 
requirements of future radio access systems [2].  

For 5G, several multiple access schemes are under investigation to 

select the most optimal technique. Each of these schemes has its 

advantages and disadvantages, so it is unlikely that a single technique 

can meet all requirements. The goal is to adopt the most optimal 

techniques to ensure the efficiency and performance of the 5G system 

[1]. 

    The first access techniques to generate significant interest in the 

context of 5G were Non-Orthogonal Multiple Access (NOMA), and 

Space Division Multiple Access (SDMA). 

 However, 5G goes even further by introducing a new approach called 

Rate-Splitting Multiple Access (RSMA). This approach divides a 

message into two parts (common and private) and transmits them in a 

non-orthogonal manner. By combining linear precoding (LP) and 

successive interference cancellation (SIC). 
To assess the effectiveness of an access technique and understand its 
impact on the performance of a 5G system, it is essential to consider 
certain key system parameters and measure its performance. We study 
in this paper the performances of RSMA and compare it with the 
performances of NOMA and SDMA 

In this work, we focus on identifying the limitations of 
NOMA and SDMA and the ability to overcome these 
limitations by RSMA. Throw a study and a simulation of the 
three access techniques in 5G systems. 

The rest of this paper is organized as follows. The transmission 

framework differences between NOMA, SDMA and RSMA 

are explained in Section II. 

 In Section III, we described the system model and defined the 

parameters and metrics to measure the performances of access 

techniques. Numerical results are illustrated in Section IV. 

Section V concludes the paper. 

 
II. ACCESS TECHNIQUES FOR 5G SYSTEMS : 

TRANSMISSION FRAMEWORK 

A. Non-Orthogonal Multiple Access (NOMA) 

    Unlike Orthogonal Multiple Access (OMA), NOMA allows 

the superposition of users in the same time-frequency resource 

[3]. This is achieved through one of the following methods 

 

 Power Domain NOMA 

      In this approach, different power levels are assigned to users 

based on their distance from the Base Station (BS). Users 

farther away receive higher power, while those closer to the 

BS receive lower power [2]. 
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 Code domain NOMA 

     This method employs unique spreading sequences specific   

to each user to enable superposition [4]. 

     NOMA relies on the concept of SC-SIC: which is 

superposition coding at the transmitter, consists of a linear 

combination of the user signals multiplied by their respective 

coefficients to generate a composite signal received by all the 

users [4]. Then comes successive interference cancellation at 

the receiver in which each user first decodes the strongest signal 

first. It then subtracts the decoded signal from the received 

signal.  

    The SIC receiver repeats this iterative subtraction operation 

until it obtains its own signal [2].  

 

In Multi-antenna Systems: the two main strategies in multi-

antenna NOMA are the SC–SIC and SC–SIC per group. SC–

SIC can be treated as a special case of SC–SIC per group where 

there is only one group of users [3]. 

 

The SC-SIC per group strategy involves grouping the K users 

into G groups. Within each group, users are served using SC-

SIC to improve interference management [3]. 

 

B. Space-Division Multiple Access (SDMA)  

In today's wireless networks, access points are often 

equipped with more than one antenna. This spatial dimension 

paves the way for another well-known type of multiple access, 

namely SDMA. SDMA superposes users on the same time-

frequency resource and separates them by making appropriate 

use of spatial dimensions [3]. 

The most commonly used precoding technique for multi-

antenna broadcast systems, such as MIMO and MISO BC, is 

Multi-User Linear Precoding (MU-LP). This technique is based 

on creating separate beams, with each beam receiving a fraction 

of the total transmission power. It allows for user superposition 

in the power domain, much like NOMA. 

 However, unlike NOMA, SDMA uses the beamforming 

technique at the transmitter to separate users, rather than using 

the SIC technique at the receivers [3]. 

C. Rate Splitting Multiple Access 

   This concept is not particularly new. Its roots date back to 

the early works on the two-user interference channel (IC) by 

Carleial in [5], as well as the work done by Han and 

Kobayashi in [6]. 

 

   Those authors developed transmission strategies based on 

RS to achieve new rate regions. In the Han-Kobayashi 

scheme, which achieves the best-known inner bound to date, 

each source divides its message into a “private” part and a 

“common” part (sometimes referred to as a “public” part). 

The two parts are encoded using superposition coding and 

simultaneously transmitted. In addition to decoding its own 

message consisting of two parts, each receiver also decodes 

part of the interference, specifically the other receiver’s 

common part [7]. 

 

   Rate-Splitting Multiple Access (RSMA) is a multiple access 

scheme based on the concept of Rate-Splitting (RS) and linear 

precoding for multi-antenna multi-user communications. it 

splits user messages into common and private parts, and 

encodes the common parts into one or several common 

streams while encoding the private parts into separate 

streams. The streams are precoded using the available (perfect 

or imperfect) Channel State Information at the Transmitter 

(CSIT), superposed and transmitted via the Multi-Input 

Multi-Output (MIMO) or Multi-Input Single-Output (MISO) 

channel. All the receivers then decode the common stream(s), 

perform Successive Interference Cancellation (SIC) and then 

decode their respective private streams. Each receiver 

reconstructs its original message from the part of its message 

embedded in the common stream(s) and its intended private 

stream [8]. 

 

  Various RSMA schemes exist, such as 1-layer RS, 2-layer 

hierarchical RS (HRS), generalized RS, RS and common 

message decoding (RS-CMD) [9].  Each one of these 

strategies have its advantages in terms of complexity, and 

quality of service. 

III. SYSTEM MODEL 

We Consider the same system as in [3], where a base station 

(BS) equipped with 4 transmit antennas serves K single-antenna 

users. The users are indexed by the set  

𝒦 = {1, … . , 𝐾}. Let  𝒙 ∈ ℂ𝑁𝑡×1 denotes the signal vector 

transmitted in a given channel use. It is subject to the power 

constraint        𝐸{‖𝒙‖2}  ≤ 𝑃𝑡 . 

The signal received at user-k is 

                           𝑦
𝑘

= ℎ𝑘
𝐻𝒙 + 𝑛𝑘 ∀𝑘 ∈  𝒦            (1)                                          

Where  ℎ𝑘  ∈ ℂ𝑁𝑡×1is the channel between the BS and user-k.  

𝑛𝑘   is the additive white Gaussian noise (AWGN) at the 

receiver. We assume the noise variances are equal to one for all 

users. The transmit SNR is equal to the total power 

consumption Pt.  

We assume CSI of users is perfectly known at the BS in the 

following model. The imperfect CSIT scenario will be 

discussed in the proposed algorithm and the numerical results. 

Channel state information at the receivers (CSIR) is assumed to 

be perfect. 

 

A. System’s Key Parameters  

The Accuracy of Channel State Information (CSI) 

     Channel State Information (CSI) is a key concept in wireless 

communications, representing the known properties of a radio 

link's channel. It characterizes how signals behave as they travel 

from a transmitter to a receiver, considering factors like signal 

attenuation, scattering, fading, etc. CSI is crucial for assessing 

the quality of a radio link [10]. 
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    In practical terms, CSI influences the configuration of the 

physical layer in communication systems. It determines 

modulation schemes and impacts resource allocation and 

interference management. Precise CSI is essential for efficient 

communication [10]. 

     It is evident that obtaining CSI takes a considerable amount 

of time. Therefore, acquiring CSI cannot meet the CSI 

refreshment requirement at the pace demanded by a 5G wireless 

communication system [10]. This is why adopting multiple 

access techniques that depends less on the quality of CSI in 5G 

communication systems proves advantageous. 

 

Signal-to-noise ratio 

SNR (Signal-to-Noise Ratio), often written as S/N, is the ratio 

of the received signal power to the noise floor. The SNR is an 

indicator used to assess the quality of the received signal. Its 

value is expressed in decibels (dB) and can be calculated using 

the following formula [11]: 

 

𝑆𝑁𝑅(𝑑𝐵) = 10𝑙𝑜𝑔10 (
𝑃𝑠𝑖𝑔𝑛𝑎𝑙−𝑟𝑒𝑐𝑢

𝑃𝑏𝑟𝑢𝑖𝑡

)                  (2) 

The positive SNR means that the signal power is greater than 

the noise power, i.e. the receiver will be able to demodulate the 

signal. The negative SNR means that the signal power is less 

than the noise power [11]. 

 

B. Performance matrics 

The Rate region: 

Consider a Massive MIMO system where a base station (BS) 

equipped with M antennas serves two users [12]. The 

achievable data rates for users 1 and 2 can be expressed in:  

𝑅1 = 𝑙𝑜𝑔2 (1 +
∝1 𝜇1

𝜇1,1η1 +  𝜇1,2η2 + 1
)            (3) 

                     

𝑅2 = 𝑙𝑜𝑔2 (1 +
∝2 𝜇2

𝜇2,1η1 +  𝜇2,2η2 + 1
)             (4) 

 

Where:  

− η𝑘   is the power control coefficient and ∝𝑘≥ 0 is the 

effective channel gain for user-k, where k = 1, 2. The noise 

power is normalized to 1.  

- 𝜇1,1 ≥ 0 𝑎𝑛𝑑 𝜇2,2 ≥ 0   are self-interference coefficients 

caused by imperfect CSI. 

- 𝜇1,2 ≥ 0 𝑎𝑛𝑑 𝜇2,1 ≥ 0 are inter-user interference coefficients. 

It should be noted that η1 and η2 are design variables. 

In DL (DownLink) the power constraint at the BS is:  

0 ≤ η1 + η2 ≤ 1. In UL (UpLink), the power constraints for 

both users are:   0 ≤ η1 ≤ 1 and 0 ≤ η2 ≤ 1  [12]. 
 

The rate region is described by finding the maximum possible 

data rates achievable when each user is subject to a maximum 

transmit power constraint [13]. 

 

 

 

The Weighted Sum Rate (WSR): 

In a multi-user system, the rate region is no longer a sufficiently 

informative metric, which led to the introduction of the WSR. 

In this case, the performance of each user depends on a new 

parameter, its assigned weight, denoted µ. The weight assigned 

to each user is a coefficient that characterizes it within the 

system [14]. 

The weights of the user set satisfy the constraint: 

∑ 𝜇𝑖 = 1

𝐾

𝑖=1

 

- K: number of users, the users set  𝒦 = {1, … . , 𝐾}. 

- 𝑖 ∈ 𝒦 = {1, … . , 𝐾}. 

The Weighted Sum Rate (WSR) considers the achievable rate 

for each user and its weight [14]. It is defined by the following 

formula: 

𝑊𝑆𝑅 = ∑ 𝜇𝑖𝑅𝑖

𝐾

𝑖=1

               (5) 

IV. Numerical results:  

In this section, we evaluate the performance of RSMA by 

illustrating the achievable rate region of different strategies.  

In all the following results: 

- SC-SIC refers to NOMA. 

- MU-LP refers to SDMA. 

- RS refers to RSMA. 

 

A. Achievable rate region: 

 

     When K = 2, the rate region of all strategies can be explicitly 

compared in a two-dimensional figure. As mentioned earlier, 

the rate region is the set of all achievable points. Its boundary 

is calculated by varying the weights assigned to users [3].  

       In this work, the weight of user-1 is fixed to 𝜇1 = 1.  

 The weight of user-2 is varied as 𝜇2 = 10[−3,−1,−0.95,··· ,0.95,1,3] 

The user channels are realized as follows: 

ℎ1 = [1,1,1,1]𝐻 , ℎ2 = 𝛾 × [1, 𝑒𝑗𝜃 , 𝑒𝑗2𝜃 , 𝑒𝑗3𝜃]
𝐻

        (5)  

 

    In the channel realizations above, the parameters, γ and θ are 

control variables. The additional path loss experienced by the 

he channel strength of user-2 is controlled by γ. When γ = 1 the 

channel strength of user-1 is equal to that of user-2. all the 

following results are achieved for  γ = 1 [3].  

     The parameter θ is used to adjust the angle formed between 

the channels used by the two users [3].  

• Underloaded two-user deployment with perfect CSIT: 

In the perfect CSIT (Channel State Information at the 

Transmitter) scenario, the capacity region is achieved by Dirty 

Paper Coding (DPC). Therefore, to evaluate the performance of 

different techniques, we compare the achievable throughput 

region with the DPC region [14]. The DPC region is generated 

using the algorithm described in [15]. 
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 In the following we study the Effect of Signal-to-Noise Ratio 

(SNR) on the achievable rate region for various strategies in a 

underloaded 2-users deployment and perfect CSIT. 

 

 
Figure 1. Achievable rate region comparaison with under-

loaded two-user deployment with perfect CSIT, SNR=10 dB. 

 

 
Figure 2. Achievable rate region comparaison with under-

loaded two-user deployment with perfect CSIT, SNR=5 dB. 

 

In all subfigures from figure 1 and 2, the rate region achieved 

by RS is equal to or larger than that of SC–SIC and MU–LP. 

We observe that the decrease in SNR leads to a narrowing of 

the capacity region as well as the achievable rate regions for all 

three strategies. This decrease is primarily due to an increase in 

noise power.  

The SC-SIC strategy exhibits a constant region that is the 

smallest among the visualized regions, indicating its limitations 

in terms of achievable rates. Conversely, the RS and MU-LP 

regions improve as the value of θ increases. Among the two, the 

RS region consistently remains the widest, thus demonstrating 

its superiority over the other strategies. 

 

 
Figure 3. Achievable rate region comparaison with under-

loaded two-user deployment with perfect CSIT, SNR=-5 dB. 

 

At an SNR value of -5 dB, significant losses are observed in all 

regions. This implies that the useful signal is drowned in noise. 

Under this condition of low SNR, the achievable rate regions 

for all strategies are severely limited. The performance of the 

RS strategy remains relatively better than that of the SC-SIC 

strategy and similar to that of MU-LP, but the achievable rate 

region for all strategies is significantly reduced. 

 

 

• Underloaded two-user deployment with imperfect 

CSIT:  

In the scenario of imperfect CSIT (Channel State Information 

at the Transmitter), we assume that both users have perfect 

channel estimation, while the instantaneous channel estimation 

at the base station is imperfect [MCL18c]. 

 
Figure 4. Achievable rate region comparaison with under-

loaded two-user deployment with imperfect CSIT, SNR=10 

dB. 
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Figure 5. Achievable rate region comparaison with under-

loaded two-user deployment with imperfect CSIT, SNR= 5dB. 

 

 

We observe in figures 4,5 and 6 that the decrease in SNR results 

in a reduction of the achievable rate region, as well as the 

capacity region, just like in the case of perfect CSIT. 

 

 

We can also see that the RS strategy has the most extensive 

region. The region of MU-LP approaches that of RS when the 

channels of the two users tend towards orthogonality. On the 

other hand, the SC-SIC technique reaches its when the channels 

are aligned. 

 

 
 

Figure 6. Achievable rate region comparaison with under-

loaded two-user deployment with imperfect CSIT,  

SNR= -5dB. 

 

It is noticed that the gap region between RS and MU-LP, as 

seen in Figure 4 with imperfect CSIT, is wider than the one seen 

in Figure 1 with perfect CSIT. Therefore, RS is the most 

effective technique in the scenario of imperfect CSIT, which is 

closer to reality. 

 

This compromises the achievable rate. This observation is 

attributed to the introduction of residual interference. The 

elimination of interference using MU-LP is disrupted, leading 

to residual interference at the receiver. This compromises the 

achievable throughput. 

 
V. CONCLUSION 

     Finding an access technique that improves the performance 
of 5G systems with all the massive demands placed on them has 
been a subject of research for the last few years. 

    The RSMA technique, with its generality and flexibility, 
comes closest to meeting these demands. RSMA has stood out 
as the most effective technique, demonstrating greater 
robustness to the quality of CSIT. This means that RSMA can 
maximize the performance measures of a 5G communication 
system while efficiently utilizing its resources. 

Simulation results confirm that the RSMA technique is a 
generalization of NOMA and SDMA techniques, highlighting 
its flexibility in interference management. 
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Abstract—This paper presents a study on utilizing novel 

technologies to improve wireless communication performance. We 

focus on beamforming antenna arrays and Massive MIMO 

systems, two key areas with significant potential for enhancing 

system capacity and transmission speed. We investigate the 

application of beamforming antenna arrays to address technical 

challenges in implementing Massive MIMO systems. Our 

objective is to deliver high-quality service, increased data rates, 

and reduced errors to ensure customer satisfaction. Through 

simulations, we demonstrate the improved spectral efficiency 

achievable with beamforming technology. The findings highlight 

the effectiveness of beamforming antenna arrays and Massive 

MIMO in optimizing performance, contributing to the 

development of wireless communication systems.  

I. INTRODUCTION  

The rapid development of wireless communication 
technology has led to an explosive growth of the number of 
mobile users. As a result, new technologies have emerged. 
However, due to the increasing prevalence of connecting 
objects with different uses, an overloaded spectrum network 
will no longer be able to meet the various requirements.  

In response to this technological explosion, a revolution has 
formed a standard for mobile telecommunications systems 
called IMT 2020. The goal of 5G is not only to address the gaps 
related to increased speed or bandwidth but also to reduce 
energy consumption through ubiquitous high-quality services 
and achieve ultra-low latency. To meet these requirements, this 
technique must combine several technologies to have a mobile 
network that can meet expectations [1]. Among these 
technologies, we can mention Massive MIMO technology and 
Beamforming. A system that utilizes a large-scale antenna array 
to serve multiple users is called a Massive Multiple-Input 
Multiple-Output (MIMO) communication system. Massive 
MIMO technology is an important and current topic, primarily 

driven by the demand for fifth-generation (5G) or future 
wireless communications. This technique is primarily used to 
enhance system efficiency, with millimeter-wave spectral 
resources being utilized to expand the system's bandwidth. 
They are capable of combating signal attenuation. 
Beamforming is a technique that can be used to steer transmitter 
beams and increase the receiver's Signal-to-Interference-plus-
Noise Ratio (SINR) by mitigating interference. This enables an 
increase in the capacity of wireless communication systems by 
employing multiple antennas for transmission and reception, 
thereby reducing power consumption and achieving spatial 
diversity enhancement. There are several beamforming 
techniques, with the most commonly used ones being analog, 
digital, and hybrid beamforming. 

In this paper, we focus on how to leverage more advanced 
technologies to enhance the transmission performance of 
wireless mobile networks.  

The paper is organized as follows. Section II introduce the 
study of Massive MIMO technology, the estimation of the 
channel. Section III defines the Beamforming and its system 
model, as well as its channel model. Section IV will present the 
numerical results, and finally, Section V will conclude the 
paper.  

II. LARGE ANTENNA SYSTEMS IN THE 5G CONTEXT  

A.  Massive MIMO in the 5G 

 

5G base stations can support up to hundreds of ports, which 
means that more antennas can be accommodated on a single 
array. This technique is called Massive MIMO, which is a 
multi-user MIMO technology where each base station (BS) is 
equipped with an array of 𝑀  active antenna elements and 
utilizes them to communicate with 𝐾 single-antenna terminals 
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at the same time and frequency band. This allows for increased 
throughput through spatio-temporal multiplexing and enables 
energy focusing on a terminal to improve the link budget [2]. 
As many terminals are allowed to access the same time-
frequency resource, MU-MIMO offers superior system 
efficiency compared to SU-MIMO. We consider single-cell 
MU-MIMO systems, where the base station serves 𝐾 user 
terminals (UTs), with each terminal equipped with a single 
antenna. On the uplink, the received signal from a MU-MIMO 
system is represented by [3]: 

𝑌 =  ∑ √𝑃𝑢𝐾
𝑘=1 ℎ𝑘𝑠𝑘 + 𝑊 (1)   

where  𝑌 is the received signal matrix. √𝑃𝑢 is the 
normalization factor that ensures the transmitted power over the 
channel remains unchanged by precoding, regardless of 𝑀 . 

ℎ𝑘 ∈ 𝐻, where 𝐻 = [ℎ1... ℎ𝑘... ℎ𝐾], represents the channel 

vector between the BS antennas and the 𝑘𝑡ℎ UT.  

𝑠𝑘 ∈ 𝑆, where 𝑆𝑇 = [𝑠1 ... 𝑠𝑘 ... 𝑠𝐾] represents the symbol 

transmitted by the 𝑘𝑡ℎ UT.  

𝑊 represents the additive white Gaussian noise (AWGN). 

Single User – Multiple Input Multiple Output (SU-
MIMO) This single-user technology aims to increase the 
capacity (primarily throughput) between the transmitter and 
receiver by introducing multiple antennas on each side. As the 
name suggests, multiple antenna transmission involves sending 
data from multiple antennas to multiple antennas located on a 
single device at the receiving end. 

Multi User – Multiple Input Multiple Output (MU-
MIMO) MU-MIMO is an enhanced form of MIMO technology 
that has gained significant interest. A multi-user MIMO system 
consists of a base station equipped with multiple antennas to 
communicate with multiple users, each one is equipped with 
one or more antennas. It improves the communication capacity 
of each individual terminal, similar to SU-MIMO, where a 
transmitting antenna communicates with multiple users. 

B. Channel Estimation  

The transmission channel is considered a key aspect of 
digital communication, as it can significantly enhance the 
overall exchange. In Massive MIMO, this information is crucial 
as it enables the process known as precoding, which involves 
forming a beam that focuses energy towards or around the user 
within the cell. As a result, poor channel estimation will lead to 
a significant decrease in the system's ability to effectively focus 
the energy [3]. 

 The concept of coherence time (Tc) allows us to determine 
the duration during which the channel response does not 
significantly vary. Therefore, it is necessary to estimate the 
channel with a frequency of at least 1 Tc. In other words, the 
more mobile elements the channel contains, the more frequent 
the channel estimation needs to be performed. To perform such 
estimation quickly, the number of orthogonal pilot sequences 
that allow the Massive MIMO Base Station (Mass_BS) to 
estimate all user channels simultaneously is kept low, and they 

are reused in each channel of adjacent cells [4]. This results in 
the following consequences: 

— Capacity is reduced due to the reduced time for transmitting 
useful data. Indeed, as the number of users increases, the time 
(Testimation) allocated for channel estimation also increases. 
Subsequently, the total cell capacity is then weighted by a factor 
of (1 - Testimation/Tslot), which can quickly become 
penalizing for channels with high mobility (low Tc). Tslot 
refers to the time slot during which the channel is expected to 
remain static. 

— Strong inter-cell interference is a result of the phenomenon 
known as pilot contamination, which arises from the need to 
reuse the same pilot sequences in adjacent cells [5].  

C. Massive MIMO Technique  

 

Uplink transmission  

The partial coherence interval is used for data transmission 
on the uplink. In the uplink, 𝐾 users transmit data to the base 
station on the same time-frequency resource. Then, the base 
station utilizes channel estimation and linear combining 
techniques to detect the signals sent by all users. 

Downlink transmission  

In the downlink, the base station sends signals to all K users 
on the same time-frequency resource. More specifically, the 
base station utilizes its channel estimates in combination with 
the symbols intended for K users to detect the signals 
transmitted by all users. The symbols enable K users to create 
M precoded signals, which are then transmitted to M antennas. 

III. BEAMFORMING 

Beamforming, also known as spatial filtering or beam 
steering, is a technique that assists base stations in finding an 
appropriate path to route data to a user. It focuses the signals 
from multiple antennas into a powerful beam, thus minimizing 
the energy of the transmitter's sidelobes. Beamforming helps 
improve signal strength, enhance coverage, and mitigate 
interference, enabling more efficient and reliable 
communication in wireless networks. At the receiver level, 
beamforming is a spatial multiplexing technique that combines 
the received signals in a way that they add up in a specific 
direction and reject signals from other directions, treating them 
as interference. Through beamforming, smart antennas enable 
increased spectrum efficiency, and in the case of millimeter 
waves, they can boost data throughput. By focusing the 
transmitted signals towards the intended user and minimizing 
interference from other directions, beamforming improves the 
overall quality and capacity of wireless communication systems 
[6]. Various beamforming techniques have been studied [7], 
including analog beamforming [8], digital beamforming [9], 
and hybrid beamforming as shown in figure 1. 
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Figure 1.   Hybrid beamforming architecture  

Hybrid precoding is typically based on two structures: fully 
connected and sub-connected. The characteristics of the sub-
connected structure allow for a better balance between 
performance and cost. Unlike the one-to-one mapping between 
the RF chain and antenna in the fully connected structure, each 
RF chain in the sub-connected structure is only connected to a 
portion of the antenna. In this paper, we present a model of the 
millimeter-wave system and the considered channel [11]. 

A. System model  

We primarily focus on the hybrid precoding of large-scale 
MIMO systems in millimeter-wave based on the sub-connected 
structure, which can avoid the use of a large number of phase 
shifters, as illustrated in Figure 2. 

 

 Figure 2.   Sub-connected Architecture  
 

Let's consider a single-user massive MIMO system in 
millimeter-wave, as illustrated in Figure 3, where a transmitter 
equipped with 𝑁𝑡 antennas transmit 𝑁𝑠 data streams to the 
receiver equipped with 𝑁𝑟 antennas. The baseband data streams 
are first precoded by a digital precoder 𝐷 and then further 
precoded by an analog precoder A after passing through the 
corresponding RF chains. Then, each data stream is transmitted 
through a sub-antenna array, where only 𝑀 antennas are 
associated with the corresponding RF chain. The number of RF 
chains at the transmitter and receiver is respectively 𝑁𝑅𝐹

𝑡  and 
𝑁𝑅𝐹

𝑟 . To enable multi-stream communication, the following 
constraints must be satisfied [12]: 

𝑁𝑠  ≤  𝑁𝑅𝐹
𝑡 ≤  𝑁𝑡  𝑎𝑛𝑑 𝑁𝑠  ≤  𝑁𝑅𝐹

𝑡 ≤  𝑁𝑠 (2)  

 The hybrid precoder consists of a baseband digital precoder 
𝐷 and an analog precoder 𝐴, with their dimensions as 𝑁𝑅𝐹

𝑡  ×𝑁𝑠  
using  𝑁𝑅𝐹

𝑡   transmit chains, followed by an 𝑁𝑡  × 𝑁𝑅𝐹
𝑡  precoder 

using analog circuits. Assuming the initial signal is s, the 

emitted signal is then given by [11]: x = ADs, where s is the 𝑁𝑠 
× 1 symbol vector and satisfies E [𝑠𝑠𝑇] = 1/𝑁𝑠𝐼𝑁𝑠 

||𝐴𝐷||𝐹
2 = 𝑁𝑠 is the normalized power constraint of the 

system [11]. To simplify, we consider a narrowband block 
fading propagation channel, which gives the received signal 
vector of the system 𝑦 =  [𝑦1, 𝑦2, … , 𝑦𝑘]𝑇 can be expressed as 
follows: 

𝑦 =  √𝜌 𝐻 𝑥 + 𝑛 =  √𝜌 𝐻 𝐴 𝐷 𝑠 + 𝑛 (3) 

 Where 𝜌 represents the received average power, 𝐻 is the 

𝑁𝑟 x 𝑁𝑡channel matrix such that 𝐸[||𝐻||
𝐹

2
]  = 𝑁𝑡  𝑁𝑟  , the 

baseband transmission signal vector can be represented as 𝑠 =
[𝑠1, 𝑠2, 𝑠3, . . . , 𝑠𝑁]𝑇 , and 𝐴 and 𝐷 represent the analog 
precoding matrix and digital precoding matrix, respectively. 𝑛 
denotes the noise vector with i.i.d. complex Gaussian entries 
𝐶 𝑁(0, 𝜎2) that are independently and identically distributed. If 
𝐹 =  𝐴 𝐷,   it denotes the hybrid precoding matrix of size 𝑁𝑡 x 

𝑁𝑠, which satisfies the condition ||𝐹||  ≤  𝑁𝑠 to fulfill the total 

transmit power constraint [12].  

In the sub-connected architecture, each RF chain is 
connected to 𝑀 (𝑀 =  𝑁𝑡  / 𝑁𝑅𝐹) antennas through 𝑀 phase 
shifters [13]. Therefore, the digital precoding matrix 𝐷 for this 
architecture is a diagonal matrix 𝐷 =  𝑑𝑖𝑎𝑔 [𝑑1, 𝑑2, . . . , 𝑑𝑁], 
where 𝑑𝑁 ∈ ℜ, 𝑛 =  1, 2, . . . , 𝑁 . The corresponding analog 
precoding matrix is a block diagonal matrix, expressed in the 
form [11]: 

           

𝐴 = [
𝑎1 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝑎𝑛

] ∶ 𝑁𝑀 𝑥 𝑁  (4) 

𝑎𝑛 ∈ ℂ𝑀 𝑥 1can be considere as an analog weight vector. 
Due to the constant magnitude constraint, each element of 𝑎𝑛 
had the same amplitude and different phases [13]. 

B. Channel Model  

      Unlike traditional low-frequency channels, the propagation 

of millimeter-wave channels characteristics is no longer 

affected by Rayleigh fading due to the strong attenuation in free 

space path loss. Millimeter waves cause selective or limited 

spatial scattering of propagation. Similarly, the large antenna 

arrays that characterize millimeter-wave transceivers can lead 

to a high degree of correlation between antennas. Therefore, the 

traditional channel model is not suitable for millimeter-wave 

channels in massive MIMO systems. That is why there is a need 

for a model that takes into account the reception of delayed 

signals in narrowband clusters based on the extended Saleh-

Valenzuela model, which accurately captures the mathematical 

structure present in millimeter-wave channels [12]. Using the 

clustered channel model, the channel matrix is assumed to be a 

sum of contributions from 𝑁𝑐𝑙  scattering clusters, each 

contributing to the channel matrix H with 𝑁𝑟𝑎𝑦 propagation 

paths. Therefore, the narrowband channel H is given by [11]: 

𝐻 = √
𝑁𝑡𝑁𝑟

𝑁𝑐𝑙𝑁𝑟𝑎𝑦
 ∑ ∑ 𝛼𝑖𝑘𝑎𝑟(𝜙𝑖𝑘

𝑟  , 𝜃𝑖𝑘
𝑟 ) 𝑎𝑡  (𝜙𝑖𝑘

𝑡  , 𝜃𝑖𝑘
𝑡 )𝐻𝑁𝑟𝑎𝑦

𝑘=1

𝑁𝑐𝑙
𝑖=1  (5)        
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Where 𝛼𝑖𝑘is the complex gain of the 𝑘𝑡ℎ ray in the 𝑖𝑡ℎ 
scattering cluster, and it is subject to i.i.d. complex Gaussian 

distribution 𝐶 𝑁 (0, 𝜃𝑖𝑘
2 ), where 𝜃𝑖𝑘

2  represents the power of the 

𝑖𝑡ℎ cluster [14]. 𝑎𝑟(𝜙𝑖𝑘
𝑟  , 𝜃𝑖𝑘

𝑟 ) and  𝑎𝑡(𝜙𝑖𝑘
𝑡  , 𝜃𝑖𝑘

𝑡 ) represent the 
normalized response vectors of the receiving and transmitting 
antenna arrays at an azimuth (elevation) angle of (𝜙𝑖𝑘

𝑟  , 𝜃𝑖𝑘
𝑟 ) and 

(𝜙𝑖𝑘
𝑡  , 𝜃𝑖𝑘

𝑡 ) respectively, for the 𝑘𝑡ℎ ray in the 𝑖𝑡ℎ scattering 

cluster. The average group angles (𝜙𝑖𝑘
𝑟  , 𝜃𝑖𝑘

𝑟 ) and (𝜙𝑖𝑘
𝑡  , 𝜃𝑖𝑘

𝑡 ) are 
randomly distributed within the interval [0, 2𝜋] [15]. 

 

  Figure 3.   Massive, single-user millimeter-wave MIMO system.  

The fundamental objective of the hybrid precoding 
algorithm is to maximize the spectral efficiency 𝑅 by designing 
the optimal hybrid precoder. The system's spectral efficiency is 
expressed as follows [12]: 

𝑅 = 𝑙𝑜𝑔2 (|𝐼𝑁𝑠  +  
𝜌

𝑁𝑠 𝜎2
 𝐻 𝐹 𝐹𝐻 𝐻𝐻|) (6) 

Where 𝐼𝑁𝑠denotes an 𝑁𝑠x𝑁𝑠 identify matrix and 𝐹 
represents the hybrid precoding matrix in block diagonal form.   

IV. SIMULATION RESULTS 

This is dedicated to the simulated interpretation of the 
results. Firstly, we will evaluate the variation of the bit error 
rate (BER) as a function of the signal-to-noise ratio (SNR) in 
wireless transmissions with and without beamforming. Then, 
we will introduce the basic concepts of hybrid and digital 
beamforming for millimeter-wave 5G systems. 

A. Wireless transmission with and without beamforming 

The objective of a wireless communication system is to 
serve as many users as possible with the highest possible data 
rate. For this purpose, we increased the number of antennas 
from 8 to 32 at both the transmitter and receiver, using 106 
transmitted symbols with M-QAM modulation in a Rayleigh 

fading channel. We varied the modulation order from 4 to 256, 
and the results were evaluated in the SNR range [0:30].  

The simulation results are summarized in the tables below, 
along with their corresponding figures. For 𝑀 = 4, we varied 
the number of antennas at the transmission and reception for 
both beamforming and non-beamforming transmissions. 

TABLE I BER AND SNR RESULTS IN WIRELESS TRANSMISSION WITH AND 

WITHOUT BEAMFORMING FOR M=4 

 

The table above shows the variation of the Bit Error Rate 
(BER) for M-QAM modulation with 𝑀 = 4, while varying the 
number of antennas. It is evident that the BER is lower when 
using beamforming compared to the case without 
beamforming. 

 

Figure 4. BER and SNR results in wireless transmission with and without 
beamforming for M=4  

       Figure 4 shows that at SNR ≈ 1dB, the transmission using 

beamforming achieves a BER value of 10-6, while the 

transmission without beamforming achieves a BER value of 

0.3282. 

TABLE II BER AND SNR RESULTS IN WIRELESS TRANSMISSION WITH AND 

WITHOUT BEAMFORMING FOR M=64 

 

Numbe
r of 
Antenn
as  

𝒏𝑹𝒙 8 8 16 16 8 32 16 32 32 

𝒏𝑻𝒙 8 16 8 16 32 8 32 16 32 

 Witho
ut 
Beamf
-
ormin
g 

𝐵𝐸𝑅 0.0
95
5 

0.2
243 

0.0
955 

0.2
243 

0.3
282 

0.0
955 

0.32
82 

0.2
24
3 

0.3
282 

𝑀
= 

4 

  
SNR 

 
9 

 
4 

 
9 

 
4 

 
1 

 
9 

 
1 

 
4 

 
1 

 

With 
beamf-
ormin
g 

𝐵𝐸𝑅  
(10−6

) 

 
2 

 
1 

 
2 

 
1 

 
1 

 
2 

 
1 

 
1 

 
1 

Numbe
r of 
Antenn
as  

𝒏𝑹𝒙 8 8 16 16 8 32 16 32 32 

𝒏𝑻𝒙 8 16 8 16 32 8 32 16 32 

 Witho
ut 
Beamf
-
ormin
g 

𝐵𝐸𝑅 0.0
99
7 

0.2
315 

0.0
997 

0.2
315 

0.3
362 

0.0
997 

0.33
62 

0.2
31
5 

0.3
362

 

𝑀
= 

6
4 

  
SNR 

 
22 

 
17 

 
22 

 
17 

 
14 

 
22 

 
14 

 
17 

 
14 

 

With 
beamf-
ormin
g 

𝐵𝐸𝑅  
(10−6

) 

 
2 

 
2 

 
2 

 
2 

 
1 

 
2 

 
1 

 
2 

 
1 
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In the present table, we can observe that by increasing the 
number of levels to 64, there is an increase in the signal to noise 
ratio, reaching a significantly higher level. 

 

Figure 5. BER and SNR results in wireless transmission with and without 
beamforming for M=64  

      Figure 5 shows that for SNR ≈ 14dB, transmission using 
beamforming achieves a BER value of 10-6, while transmission 
without beamforming achieves a BER value of 0.3362. 

TABLE III BER AND SNR RESULTS IN WIRELESS TRANSMISSION WITH AND 

WITHOUT BEAMFORMING FOR M=256 

 

Table III illustrates the variation of the Bit Error Rate (BER) 
for 256-QAM modulation while varying the number of 
antennas. It consistently shows a low BER with beamforming, 
which is superior to that without beamforming, accompanied 
by an extremely high Signal-to-Noise Ratio (SNR). 

 

Figure 6. BER and SNR results in wireless transmission with and without 
beamforming for M=256 

 

Figure 6 shows that for SNR ≈ 20dB, transmission using 
beamforming achieves a BER value of 10-6 while transmission 
without beamforming achieves a BER value of 0.3388.  

We notice that the BER is lower in the transmissions using  

beamforming, for more details see Appendix D in my project 
[16].  

 

B. Hybrid beamforming for millimetre-wave 5G systems 

     To achieve the required data rate, MIMO beamforming 

implements precoding at the transmitter side and combining at 

the receiver side to increase the signal-to-noise ratio and 

separate spatial channels. This allows for improved spectral 

efficiency, higher data rates, and enhanced overall performance 

in wireless communication systems. 

 
This section focuses on the simulation of a hybrid MIMO 

beamforming system with a 64x16 configuration, consisting of 
a 64-element array with 4 RF chains on the transmitter side and 
a 16-element array with 4 RF chains on the receiver side. 
However, each antenna is connected to all the RF chains, 
allowing for flexible and efficient beamforming in both the 
transmission and reception processes. 

We compare the efficiency achieved using the optimal 
weights with that obtained using hybrid weights. We observe 
that the hybrid weights can be successfully utilized to transmit 
data streams through these beams. The results show that the 
hybrid beamforming technique is effective in achieving high 
performance and reliable data transmission in the MIMO 
system. 

Spectral efficiency is a key performance metric for 
measuring the performance of 5G systems. The next step 
involves comparing the spectral efficiency achieved using 
optimal weights with that obtained using hybrid beamforming 
weights. The simulation is conducted with 1, 2, 3, or 4 data 
streams. The frequency used in the different simulations is 
approximately 28GHz (𝑓𝑐 = 28GHz). By comparing the 
spectral efficiency for different scenarios, we can assess the 
effectiveness of the hybrid beamforming technique in 

Number 
of 
Antenn
as  

𝒏𝑹𝒙 8 8 16 16 8 32 16 32 32 

𝒏𝑻𝒙 8 16 8 16 32 8 32 16 32 

 Withou
t 
Beamf-
orming 

𝐵𝐸𝑅 0.0
83
1 

0.2
339 

0.0
831 

0.2
339 

0.3
388 

0.0
831 

0.33
88 

0.2
33
9 

0.3
388 

𝑀
= 

2 

5 

6 

  
SNR 

 
29 

 
23 

 
29 

 
23 

 
20 

 
29 

 
20 

 
23 

 
20 

 

With 
beamf-
orming 

𝐵𝐸𝑅  
(10−6
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2 
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1 
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maximizing system capacity and data rates in 5G networks 
operating at millimeter-wave frequencies. 

To achieve a hybrid curve that closely resembles the 
optimal case, the number of RF chains on the transmitter and 
receiver sides should satisfy the following constraints: 

𝑁𝑠 ≤ 𝑁𝑅𝐹
𝑡 ≤ 𝑁𝑡 and 𝑁𝑠 ≤ 𝑁𝑅𝐹

𝑟 ≤ 𝑁𝑟 

 

Figure 7. Efficiency as a function of SNR with a number of data streams up to 
4, for a number of RF channels 4 on the transmitter side and 4 on the receiver 
side. 

 

In the following Figure 7, we have attempted to increase the 
number of data streams up to 4 in order to improve spectral 
efficiency, with 𝑁𝑅𝐹

𝑡 = 𝑁𝑅𝐹
𝑟 = 4. We observe that as the 

number of data streams is increased, the spectral efficiency 
improves. This indicates that by utilizing more data streams, the 
system can achieve higher data rates and improve overall 
performance in terms of spectral efficiency. 

V. CONCLUSION 

     In this paper, over the past few decades, the demand for 

wireless communications has significantly increased, requiring 

higher transmission rates, improved reliability, and lower 

energy consumption. In the first part, we observed that 

beamforming offers advantages by reducing the bit error rate 

(BER) through higher modulation orders (M) and increased 

transmitting and receiving antennas. By enhancing the link 

budget in 5G, modulation schemes like 256-QAM (8 bits of 

information) achieve excellent spectral efficiency. The second 

part introduces the fundamental concepts of optimal hybrid and 

digital beamforming. Through carefully chosen precoding and 

combining parameters, hybrid beamforming can achieve 

comparable performance to fully digital beamforming. 
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Abstract—Technological development, in terms of electronic and 

optical material design, gives the possibility of using the last free 

Radio Frequency band. Communications in this band are 

considered a key technology for next-generation wireless systems, 

which promise to integrate a wide range of data-intensive and 

delay-sensitive applications. This band is the Terahertz (THz) 

band. In this article, we present the Terahertz band and 

examples of their uses. Then we take the case of wireless 

communications and localization. We first detail the 

particularities of each of these applications in the THz band. We 

then study several effects and parameters respectively in the two 

applications. The interpretation of the results obtained will be 

given at the end of this study. 

Keywords: Wireless Communications, 5G, 6G, THz, SNR. 

I. INTRODUCTION  

Mobile networks, whether in the radio part or the core part, 
are evolving very fast. Starting with a generation dedicated to 
telephony until the arrival of applications that are unimaginable 
for most people. Those applications need high speed and low 
latency. To meet these requirements, the terahertz band is 
considered as the only key technology until now. Terahertz 
(THz) waves, or sub-millimeter/far-infrared waves, refer to 
electromagnetic radiation with inside the frequency interval 
from 0.1 to ten THz. They occupy a large part of the 
electromagnetic spectrum [1].  

A potential capacity in the order of Terabits per second is 
possible due to the THz frequency guaranteeing extensive 
bandwidth, which theoretically reaches as much as numerous 
THz [2]. Hence, the bandwidth provided is one order of 
magnitude above millimeter-wave (mmW) systems. THz 
signals additionally permit better hyperlink directionality and 
provide lower eavesdropping probabilities as compared to their 
millimeter counterparts [3]. Analysis of the Terahertz band 
suggests that those frequencies additionally own fixed benefits 
in comparison to optical frequencies. In uplink, THz waves are 
a serious candidate for radio transmission. They allow non-
line-of-sight (NLoS) propagation [4] and act as good 

substitutes for inconvenient weather situations such as fog, 
dust, and turbulence [5]. In addition, the Terahertz frequency 
band isn’t always impacted with the aid of using ambient noise 
arising from optical sources, nor is it related to any health 
restrictions or safety limits [6]. Table 1 presents a comparison 
between the THz frequency band and different current 
technologies.  

In particular, the harsh propagation environment features a 
high path loss inversely proportional to the square of the 
wavelength, and thus to the size of a single antenna element, 
and, in addition, a high molecular absorption in certain 
frequency bands [7]. the smallest wavelength at terahertz 
allows many antenna elements to be packed in a small surface, 
thus enabling Ultra-massive Multiple Input, Multiple Output 
(UM-MIMO) techniques [7]. The focus of several studies has 
been on increasing the communication range in macro 
scenarios [8], as well as on signal generation and modulation. 
Directional antennas are used to mitigate the increased path 
loss, as they can focus the power in narrow beams, which 
increases the link budget, and enhances the security of wireless 
links [9].  

In this paper, terahertz frequencies will be detailed, before 
studying their usefulness for mobile networks. Then, their 
applications to detection radars will be studied and the results 
found will be discussed. A conclusion will be given at the end 
of this article.  

II. THE THZ FREQUENCIES  

THz-band communications are predicted to play a pivotal 
position in the imminent 6th generation (6G) of wireless 
mobile communications, allowing ultra-high-bandwidth 
communication paradigms. To this end, many research groups 
have received significant financial funding to conduct THz 
research. The objective is to boost the standardization efforts  

 

 

635



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 
TABLE I.  COMPARISON OF DIFFERENT WIRELESS COMMUNICATION 

TECHNOLOGIES 

 

and to reduce the time allocated to these procedures to a 
minimum [10]. The last untapped band in the radio frequency 
(RF) spectrum is the terahertz (THz) band. The deployment of 
technologies from the neighboring microwave and optical 
bands has enabled the design of future THz communication 
techniques [10]. Figure 1 represents the frequency range from 
0.1 to 10 Terahertz called the THz band. The evolution in 
transceivers allows the use of THz bands in wireless 
communications. Electronics and photonics are the main areas 
of this evolution. Electronic platforms are superior in their 
ability to generate higher power, even though photonic 
technologies have an advantage in data rate [10].  

Currently, different technologies are considered to be used 
in THz transceivers. Like Silicon Germanium (SiGe) technol 
ogy, compound semiconductor technologies such as Gallium 
Nitride (GaN) and Indium Phosphide (InP), Photonic devices, 
such as Quantum Cascade Lasers (QCLs) and bolometric 
detectors [2]. Plasmonic solutions in particular graphene [11]. 
Recently, graphene-based solutions have emerged as strong 
candidates that enable communications at the THz band. The 
particular electric properties of graphene, which include high 
electron mobility, electrical tunability, and configurability, 
permit supporting high-frequency signals [12]. The THz band 
is guaranteed to lead to higher user density, greater reliability, 
significantly less latency, greater energy efficiency, higher 
positioning accuracy, better spectrum utilization, and enhanced 
adaptability to propagation scenarios [10]. During the beyond 
decade, diverse Terahertz technology has been present process 
fast improvement and feature enabled us to use THz sensing 
and imaging for chemical, biological, biomedical and different 
interdisciplinary studies [13]. In current years, THz technology 
have confirmed to be promising method for defense and 
security applications [1]. Also paving the manner for 
applications with inside the Terahertz band, ranging from 
indoor wireless communications to automobile and drone 
communications, to device-to-device communications and 
nano-communications. In addition, THz signals have the 
capability for use in lots of non-communications-based 
applications, such as spectroscopy of small biomolecules and 
quality control of pharmaceuticals [11] (Figure 1). 

 

 

III. THZ AND WIRELESS COMMUNICATIONS  

THz-band communications will be important to the future 
6G and beyond [14]. Particularly, the large available 
bandwidths, which range from tens to as much as a hundred 
gigahertz, and extremely short wavelengths provide an 
enormous amount of potential to alleviate spectrum scarcity 
and break the capacity limitation of 5G networks., thereby 
permitting emerging applications that call for an explosive 
quantity of data [15]. In addition, ultra-broadband antennas are 
needed for THz Band communication. Moreover, very large 
antenna arrays will be necessary to overcome the very high 
path loss in the THz Band [2]. Below we present simulations of 
SNR and SNR coverage probability for different antenna 
configurations and frequencies. 

Figure 2 compares the Signal to Noise ratio at totally 
different distances (5, 50 and 150 m) for THz and mmWave 
links. 

To analyze the impact of the upper carrier frequency on the 
propagation loss. The SNR is an indicator of the quality of 
transmission of information. It’s given by the proportion of the 
received signal power and also the noise power, without the 
beamforming gain, Ptx = 0.5 W, and noise figure F = 10 dB. 
400 megahertz is the bandwidth for mmWaves (The maximum 
bandwidth allowed per carrier of 3GPP NR), and 50 gigahertz 
for Thz (conforms to IEEE 802.15.3d). 

The SNR is computed mistreatment of the 3GPP model in 
an urban canyon situation within the frequency range 
considered for 3GPP NR [16], and [17] for THz links in the 
300 GHz-1 THz spectrum. We observe the difference between 
the THz and mmWve carriers. For example, the SNR gap for a 
distance of 5 m, is 39 dB between a carrier at 41 GHz and at 
700 GHz. This difference can be compensated for by 
increasing the number of antenna elements in each node.  

In Figure 3, we consider simulations during which macro 
base stations are randomly deployed outdoors according to a 
Poisson point process, with the coverage probability computed 
as the probability of getting a Signal to Noise ratio higher than 
a threshold of zero decibels between a test user, and at least  

Technology mmWave THz Band Infrared Visible Light Communication 
(VLC) 

Ultra-Violet 

Frequency Range 30 GHz - 300 GHz 100 GHz - 10 THz Short/Long range 430 THz - 790 THz 790 THz - 30 PHz 

Range Short range Short/Medium range Short/Long range Short range Short rang 

Power Consumption Medium Medium Relatively low Relatively low Expected to be low 

Network Topology Point to Multi-
point 

Point to Multi-point Point to Point Point to Point Point to Multi-point 

Noise Source Thermal noise Thermal noise Sun/Ambient 
Light 

Point to Point Sun/Ambient Light 

Weather Conditions Robust Robust Sensitive - Sensitive 

Security Medium High High High To be determined 

636



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 

 

Figure 1.  Evolution of mobile wireless systems. 

Figure 2.   Millimeter waves and terahertz links. 

 

one base station. The path loss and beamforming gain are 
modeled as in Figure 2.  

This figure illustrates the differences in deployment density 
that will be expected for mmWave and THz systems. It can be 
seen that with 16 antenna elements at the BS and 4 at the 
mobile device, the 40 GHz network has a coverage probability 
greater than 0.95 with 80 BS/km². The same antenna 
configuration does not guarantee an adequate performance at 
the terahertz band, since a similar coverage probability requires 
much more than 1000 base stations/km² at 0.40 THz. But with 
1024 antenna elements for base stations and 256 for mobile 
devices, it is possible to achieve this coverage probability with 
100 BS/km² at 0.40 THz and 1100 BS/km² at 2 THz. So, as we 
saw in the previous section, antenna arrays with a larger array 
of antenna elements (small high-density cells) will be needed 
to remedy the higher path loss at terahertz frequency spectrum. 

 

 

 

 

 

Figure 3.  Probability of getting an SNR higher than 0 dB for various 

deployment configurations. 

 

IV. THZ LOCALIZATION 

Localization is the method used to estimate the position and 
orientation of a target., that is significant for a range of 
applications, as well as location-aware communications [18], 
Industrial Internet of Things (IoT) [19], the tactile internet [20], 
and autonomous driving [21]. Over the years, a plethora of 
localization techniques are proposed. These techniques use 
differing types of signals or measurements that embody 
ultrasound, visible light, radio frequency (RF) [22]. Due to 
their omnipresence in current wireless communication systems, 
RF signals are widely used among these modalities. 

The process of determining a target's position and 
orientation is known as localization, that is significant for a 
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range of applications, as well as location-aware 
communications [18], the industrial internet of Things (IoT) 
[19], the tactile internet [20], and autonomous driving [21]. 
Over the years, a plethora of localization techniques are 
proposed. These techniques use differing types of signals or 
measurements that embody ultrasound, visible light, radio 
frequency (RF) [22].  

However, within the fifth generation of wireless 
communication systems, location is being reshaped from 
location-based services to location-aware communications. As 
a result, location information will reduce latency and improve 
the scalability and robustness of 5G communication systems 
[18]. This trend continues with future sixth-generation (6G) 
systems, wherever location and communication should be 
integrated to attain ubiquitous connectivity, high data rates, and 
low latency over three-dimensional (3D) network coverage 
[23]. a variety of applications that are incompatible with 
present communication methods because they require high data 
speeds and great localization accuracy, however, will be 
satisfied by the interaction between localization and 
communication, particularly within the thz band. 

In terahertz (THz) communications, an array of subarrays 
(AoSA) is a desirable architecture because low-cost phase 
shifters enable analog beamformers on the subarrays to give 
beam gain to mitigate severe propagation loss. But the 
conventional AoSA beamforming approach, in which each 
subarray serves a single user, is unable to handle the impact of 
beam split in THz wideband communications [24]. The sub-
array network (AoSA) is engaging for terahertz 
communications as a result of the narrow beam will be 
complete by low-cost sub-array phase shifters [25]. This 
structure uses the standard beamforming scheme, i.e., every 
sub-array serves an single user, will solely transmit 
narrowband signals, and doesn’t afford broadband 
communications [24]. This is often because the phase shifters 
are frequency-independent and can’t handle broadband signals. 

From a localization perspective, we tend to are most 
interested in the accuracy of a UE's location and orientation. 
Positioning accuracy is typically measured in terms of error. 
For orientation estimation, the rotation error is defined as the 
angular distinction between the estimate and therefore the 
actual angle. The position and rotation errors are affected by 
the noise level. each errors are delimited by the position error 
bound (PEB) and the orientation error bound (OEB). they’re 
typically employed by geometry-based localization methods as 
effective tools for performance evaluation. 

In this section, we offer many simulations to judge the 
impact of system parameters on localization performance. A 
0.5 thz system and a 50 GHz mmWave system in an uplink 
scenario are considered with the following parameters: 
Transmission Power P=10 dBm, Noise Figure =13 dBm, 
bandwidth W=100 MHz. These parameters are the default 
parameters for the rest of the simulations. In figure 4 and 5 a 
comparison between millimeter wave and THz systems is 
shown. We compare the PEB and OEB between 2 systems 
with totally different network configurations to evaluate the 
fundamental limit of the localization systems. 

 

Figure 4.  PEB depending on the number of antennas of the base station for 

0.5 THz 

In figure 4. PEB as a function of base station antenna count. 
By moving the carrier frequency from 50 ghz to 0.5 THz, the 
error limit will increase because of high path losses. In 
addition, increasing the antenna spacing from 0.5λ to 2.5λ 
(keeping a similar configuration as the mmWW array) reduces 
the errors. The adoption of an AOSA structure introduces a 
beamforming gain, and also the error limits are nearly the same 
with the millimeter-wave reference system's performance. the 
limits can be even lower with a bigger bandwidth (1 GHz 
instead of 100 MHz) and within the case of prior information 
(e.g., by setting the base station beamforming angle to the 
direction of a UE). 

 

Figure 5.  OEB depending on the number of antennas of the base station for 

0.5 THz 

In Figure 5. OEB as a function of base station antenna 
count. By moving the carrier frequency from 50 ghz to 0.5 
THz, the error limit will increase due to high path losses. In 
addition, increasing the antenna spacing from 0.5λ to 2.5λ 
(keeping an equivalent configuration as the mmWW array) 
reduces the errors. The adoption of an AOSA structure 
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introduces beamforming gain, and also the error limits exceed 
the performance of the millimeter-wave reference system. The 
limits can be even lower with a larger bandwidth (1 GHz 
instead of 100 MHz) and in the case of prior information (e.g., 
by setting the bs beamforming angle to the direction of a UE). 

 

Figure 6.  PEB depending on the number of antennas of the base station for 1 

THz 

In figure 6 and 7. An analysis of PEB/OEB as a function of 
base station antenna count. By moving the carrier frequency 
from 0.5 Thz to 1 THz, the error limit will increase because of 
high path losses. So antenna arrays with a larger number of 
antenna elements (small high-density cells) will be needed to 
remedy the higher path loss in the terahertz frequency 
spectrum. So in addition, increasing the antenna spacing from 
0.5λ to 2.5λ (keeping a similar configuration as the mmWW 
array) reduces the errors. The adoption of an AOSA structure 
introduces a beamforming gain, and the error limits are 
reduced.the limits can be even lower with a bigger bandwidth 
(1 GHz instead of 100 MHz). in the case of prior information 
(e.g., by setting the base station beamforming angle to the 
direction of a UE) the error limits exceed the performance of 
the millimeter-wave reference system. 

 

Figure 7.  PEB depending on the number of antennas of the base station for 1 

THz 

V. CONCLUSION 

Given the potential of THz communication systems to 
deliver high data rates in over short distances, they are 
currently considered the next research frontier in wireless 
communications.  

This paper presents terahertz frequencies. Their use in 
mobile networks through simulations, by calculating the SNR 
as a function of different frequency ranges, different distances, 
and different antenna deployments. Their use, in the case of 
radars, by modeling several effects of radio frequency 
propagation. Their use, in the case of localization, by 
calculating the PEB and OEB for different configurations.  

Therefore, it is concluded that for the use of the THz 
frequency range in mobile networks, antenna arrays with a 
larger number of antenna elements (UM-MIMO) will be 
needed to cope with the higher propagation loss in this 
spectrum. THz frequencies are also proven to be robust to 
weather conditions. 
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Abstract— Unmanned Aerial Vehicles (UAVs) can perform a vari-
ety of missions and tasks through wireless connectivity. However, 
they are prone to low power consumption issues. In this paper, we 
consider the simultaneous energy and information transfer in 
cellular-connected UAVs adopting the simultaneous wireless 
information and power transfer (SWIPT) technology. Specifically, 
the base stations (BSs) are equipped with up-tilted antennas to 
provide 3D coverage for aerial users (AUe). Using stochastic 
geometry, the distribution of BSs follows the homogeneous Poisson 
Point Process (HPPP). We investigate the energy coverage 
probability (ECP) and the signal-to-interference-and-noise ratio 
coverage probability (SCP) for a typical AUe located at a fixed 
altitude 𝒉𝒉𝒖𝒖 and assumed to be connected to the nearest BS. 
Simulation results show that increasing BS density enhances ECP 
while reducing SCP. In addition, ECP and SCP can be improved 
by carefully adjusting the AUe altitude and tilt angle. 

Keywords: Cellular-connected UAV, Energy coverage, Poisson 
point process (PPP), SINR coverage, SWIPT. 

I. INTRODUCTION  
 

Unmanned Aerial Vehicles (UAVs) have become extremely 
attractive for a variety of applications due to their autonomy and 
mobility, making them a fundamental element of the Internet of 
Things (IoT). For instance, a UAV can perform data collection, 
deliver packages, remote monitoring, and conduct search and 
rescue missions [1]. In such applications, wireless connectivity 
is mandatory for the UAV to effectively perform tasks and 
operate successfully, thus qualifying it as an aerial user (AUes). 
Integrating AUes into a traditional cellular network creates what 
we call a cellular-connected UAV network. Despite the 
advantages offered by UAVs, their battery capacity remains 
limited, and the problem of energy constraints persists [2].  On 
the other hand, harnessing energy through radio frequency (RF) 
is considered as an appealing and promising power source for 
energy-limited networks. Typically, within a slot-based system 
simultaneous wireless information and power transfer (SWIPT) 

is the most adopted technology to overcome UAV power 
constraints. The central concept of SWIPT is to simultaneously 
supply wireless information and energy on demand in the 
downlink direction [3]. 

Research on cellular-connected UAVs has drawn growing 
attention. However, there is a significant lack of literature 
regarding energy harvesting in cellular-connected UAVs. UAV-
enabled SWIPT network was studied in [4], [5] where both of 
power splitting (PS) and time switching (TS) are employed at 
the ground users (GUes). The authors were evaluated joint the 
energy coverage and the information coverage with linear 
nonlinear energy harvesting. In [6], the coverage and maximum 
throughput are studied in an energy harvesting network using 
SWIPT. Some studies have investigated the coexistence of aerial 
and terrestrial users within a cellular network [7]−[9]. Neverthe-
less, the authors have neglected the energy limitation, which 
presents a particular challenge for AUes. The authors in [10] 
considered a base station (BS) cooperation to deal with the line-
of-sight (LoS) interference in downlink cellular-connected UAV 
and have assumed that the AUes are served by the side lobes of 
BS antennas. In [11], a slot-based system is adopted where 
SWIPT was used in cellular-connected UAV served by a 
terrestrial BSs with down-tilted antennas. However, this antenna 
model is principally conceived for land-based users and does not 
provide effective, even coverage of the AUes. In [9], a model 
featuring up-tilted antennas was proposed and applied in 
terrestrial BSs to evaluate the three dimensional (3D) coverage 
probability in cellular-connected UAV for both AUe an GUe. A 
coexistence of the traditional down-tilted antennas and up-tilted 
antennas was investigated in [12], [13]. However, the harvesting 
energy was neglecting in these researches. To the best of our 
knowledge, harvesting energy in cellular-connected UAV with 
up-tilted antennas was not being investigated.   

In this paper, based on the above motivations, we adopt 
SWIPT in cellular-connected UAVs, where the AUes are at a 
fixed altitude and are served by the up-tilted BS antennas.                           

641



    The 2nd Electrical Engineering International Conference (EEIC’23), December 05-06, 2023                        University of Bejaia 
 

 
 
 
 
 

 
 

Figure 1.  Illustartion of the network model. 

 

Specifically, we consider the power splitting architecture (PS) 
and determine the energy coverage probability (ECP) and the 
signal-to-interference-and-noise ratio (SINR) coverage probabi-
lity (SCP) considering the effect of LoS and non-line-of-sight 
(NLoS) connection and Nakagami-m fading. 
 

II. SYSTEM MODEL 

A.  Network Topology 
We consider a downlink cellular-connected UAV network, 

where the aerial users (AUes) are randomly distributed and 
located at fixed altitude ℎ𝑢𝑢 and are served by an up-tilted ground 
BSs antennas using SWIPT. The location of the BSs denoted 
by Ω𝑖𝑖 is modeled as a homogeneous Poisson point process 
(HPPP) 𝜓𝜓 ≡ { Ω𝑖𝑖 , 𝑖𝑖 ∈ ℕ} with density and height respectively 
denoted by 𝜆𝜆 and ℎ𝐵𝐵 (ℎ𝐵𝐵 < ℎ𝑢𝑢). All BSs have a same transmit 
power 𝑃𝑃𝐵𝐵. Each BS is equipped with horizontal omnidirectional 
antennas and vertical directional antennas with an up-tilt angle 
denoted by 𝜃𝜃𝑢𝑢𝑢𝑢. As depicted in Figure. 1, a typical AUe is 
selected to perform our analysis and assumed to be located at the 
origin (0,0, ℎ𝑢𝑢) for tractability i.e., the projection of the typical 
AUe in the ground is (0,0,0).  The nearest BS to the typical AUe 
is assumed to be the serving BS.  

B. Cellular to Air Channel  
1) LoS and NLoS probabilities : The channel propagation 

between the BS and AUe cannot be the same as the air-to-
ground (A2G) channel adopted in [14] which is intended for 
GUes at heights of 1.5 meters. On the other hand, the channel 
model recommended by the International Telecommunication 
Union (ITU) [15] renders the analysis unmanageable, because 
the proposed LoS probability is not a continuous function of the 
distance between the transceivers, therefore following [16] the 
probability of LoS and NLoS communication can be simplified 
and given as  

 

𝑃𝑃𝐿𝐿(𝑧𝑧𝑖𝑖) = −𝑎𝑎 exp �−𝑏𝑏 tan−1 �ℎ𝑢𝑢−ℎ𝐵𝐵
𝑧𝑧𝑖𝑖

�� + 𝛿𝛿, (1) 

   𝑃𝑃𝑁𝑁(𝑧𝑧𝑖𝑖) = 1 − 𝑃𝑃𝐿𝐿(𝑧𝑧𝑖𝑖), (2) 

where 𝑎𝑎, 𝑏𝑏 and 𝛿𝛿 are coefficients related to the environment 
and the height of BS and AUe. 𝑧𝑧𝑖𝑖 denotes the horizontal distance 
between the typical AUe and BS Ω𝑖𝑖 .  

2) Path Loss : The path loss model adopted is given as [17] 
 

𝐿𝐿 Ω𝑖𝑖
𝑠𝑠 (𝑧𝑧𝑖𝑖) = 𝜂𝜂𝑠𝑠(𝑧𝑧𝑖𝑖2 + (ℎ𝑢𝑢 − ℎ𝐵𝐵)2)

𝛼𝛼𝑠𝑠
2 , 

 

 
(3) 

where 𝜂𝜂𝑠𝑠 is the path loss at a reference distance (𝑧𝑧𝑖𝑖2 +
(ℎ𝑢𝑢 − ℎ𝐵𝐵)2)1/2 = 1𝑘𝑘𝑘𝑘, 𝛼𝛼𝑠𝑠 is the path loss exponent with 
𝑠𝑠 𝜖𝜖 {𝐿𝐿,𝑁𝑁}. 

3) Small-scale fading : For a better description of small-
scale fading channel, we assume that links between AUs and 
BSs are subject to Nakagami-m fading. The fading gain, ℎ𝑧𝑧𝑖𝑖

𝑠𝑠  
follows a Gamma distribution ℎ𝑧𝑧𝑖𝑖

𝑠𝑠 ~𝛤𝛤(𝑁𝑁𝑠𝑠, 1 𝑁𝑁𝑠𝑠⁄ ), and its proba-
bility density function (PDF) can be given as [17]  
 

𝑓𝑓ℎΩ𝑖𝑖
𝑠𝑠 (𝑣𝑣) = 𝑁𝑁𝑠𝑠𝑁𝑁

𝑠𝑠
𝑣𝑣𝑁𝑁

𝑠𝑠−1

Γ(𝑁𝑁𝑠𝑠)
exp(−𝑁𝑁𝑠𝑠𝑣𝑣), 

 

(4) 

where 𝑠𝑠 𝜖𝜖 {𝐿𝐿,𝑁𝑁}, 𝑁𝑁𝑠𝑠 is a positive-integer fading parameter and 
Γ(𝑁𝑁𝑠𝑠) = ∫ 𝑞𝑞𝑁𝑁𝑠𝑠−1𝑒𝑒−𝑞𝑞𝑑𝑑𝑞𝑞 = (𝑁𝑁𝑠𝑠 − 1)!∞

0 . 

4) Antenna Gain : We assume that the BSs are equipped 
with up-tilted antennas. Each BS is equipped with a uniform 
linear array of M vertically-placed elements for each antenna. 
Similar to [9] the antenna gain is given as 

 

𝐺𝐺 Ω𝑖𝑖(𝑧𝑧𝑖𝑖) =
1
𝑀𝑀

sin2 𝑀𝑀𝑀𝑀2 (sin(𝜑𝜑(𝑧𝑧𝑖𝑖)) − sin(𝜃𝜃𝑢𝑢𝑢𝑢))

sin2 𝑀𝑀2 (sin(𝜑𝜑(𝑧𝑧𝑖𝑖)) − sin(𝜃𝜃𝑢𝑢𝑢𝑢))
 

                       ×   10
𝑚𝑚𝑖𝑖𝑚𝑚�−1.2�

𝜑𝜑(𝑧𝑧𝑖𝑖)
𝜃𝜃ℎ

�
2

,
𝐺𝐺𝑡𝑡ℎ
10 �, 

 

 
 
 
 

(5) 

where 𝜑𝜑(𝑧𝑧𝑖𝑖) ≜ tan−1 �ℎ𝐵𝐵−ℎ𝑢𝑢
𝑧𝑧𝑖𝑖

�, 𝜃𝜃𝑢𝑢𝑢𝑢 and 𝜃𝜃ℎ are the up-tilt angle 
and half power beam width respectively, 𝐺𝐺𝑢𝑢ℎis the threshold for 
antenna nulls. 

The received power at the typical AUe can be written as 
follows  
 

𝑃𝑃 Ω𝑖𝑖
𝑠𝑠 = 𝑃𝑃𝐵𝐵ℎ Ω𝑖𝑖

𝑠𝑠 𝐺𝐺 Ω𝑖𝑖(𝑧𝑧𝑖𝑖) 𝐿𝐿 Ω𝑖𝑖
𝑠𝑠 (𝑧𝑧𝑖𝑖)−1, (6) 

III. COVERAGE PERFORMANCE 
In this section, we formulate the expression of received 

interference, energy and SINR, in order to derive the energy 
coverage probability (ECP) and SINR coverage probability 
(SCP) expressions.  

A. Interference 
The majority of existing researches on cellular-connected 

UAV considered that the AUEs received signals from down-
tilted antenna side lobes. For tractability analysis we consider 
that the side lobe gain is very low, therefore, we ignore the 
interference received from down-tilted BS antennas and 
consider only those providing from up-tilted BS antennas. 
Since the typical AUe is connected to the nearest BS. All other 
BSs deliver interference signals, hence the aggregate 
interference is given as  

𝜃𝜃𝑢𝑢𝑢𝑢 
ℎ𝑢𝑢 

ℎ𝐵𝐵 

BS 

Typical AUe 

(0,0,0) 
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𝐼𝐼 = ∑ 𝑃𝑃𝐵𝐵ℎ Ω𝑖𝑖
𝑠𝑠 𝐺𝐺 Ω𝑖𝑖( z𝑖𝑖) 𝐿𝐿 Ω𝑖𝑖

𝑠𝑠 (𝑧𝑧𝑖𝑖)−1 Ω𝑖𝑖∈𝜓𝜓/ Ω0 , 
 

(7) 

where 𝑠𝑠 𝜖𝜖 {𝐿𝐿,𝑁𝑁},  Ω0 and 𝑧𝑧0 are location of the serving BS and 
the distance between the serving BS and typical AUe, respecti-
vely.  

B. Energy Coverage Probability 
 

The harvest energy architecture employed at the AUes is 
assumed to be a splitting power (SP) architecture. This techni-
que allows to the AUes to receive information and harvest 
energy simultaneously by using the power fraction  𝜏𝜏 ∈ (0,1) 
for information and 1 − 𝜏𝜏 for the harvest energy. The received 
signal is thus divided into two streams. Let denote by 𝑇𝑇 the 
transmission time. Neglecting the energy harvested from the 
noise, the energy harvested by the typical AUe can be written as 

 

𝜉𝜉 = 𝑇𝑇(1 −  𝜏𝜏)𝔼𝔼�𝑃𝑃 Ω0
𝑠𝑠 + 𝐼𝐼�, 

 

 (8) 

where 𝑃𝑃 Ω0
𝑠𝑠 = 𝑃𝑃𝐵𝐵ℎ Ω0

𝑠𝑠 𝐺𝐺 Ω0( z0) 𝐿𝐿 Ω0
𝑠𝑠 (𝑧𝑧0)−1 is the received power 

from the serving BS located at  Ω0.  

We define 𝜉𝜉𝑢𝑢ℎ as the energy threshold beyond which energy 
harvesting can be reliably achieved. Therefore, ECP can be 
formulated as 

𝐸𝐸𝐸𝐸𝑃𝑃(𝜏𝜏, 𝜉𝜉𝑢𝑢ℎ) = ℙ(𝜉𝜉 > 𝜉𝜉𝑢𝑢ℎ)        

=  ��(−1)𝑚𝑚 
𝑁𝑁𝑠𝑠

𝑚𝑚=0

�
𝑁𝑁𝑠𝑠

𝑛𝑛
�� 𝐴𝐴𝑆𝑆(𝛽𝛽)ℒ𝐼𝐼(𝛽𝛽) 𝑃𝑃𝑠𝑠(𝑧𝑧0)

∞

0𝑠𝑠

 

          × 𝑓𝑓𝑍𝑍0(𝑧𝑧0)𝑑𝑑𝑧𝑧0, 
 

 
 
 
 
 (9) 

where 𝑠𝑠 𝜖𝜖 {𝐿𝐿,𝑁𝑁}, 𝛽𝛽 = 𝑁𝑁𝑠𝑠(𝑁𝑁𝑠𝑠!)
1
𝑁𝑁𝑠𝑠𝑇𝑇(1 − 𝜏𝜏)𝜉𝜉𝑢𝑢ℎ

−1,  𝐴𝐴𝑆𝑆(𝛽𝛽) =
1

�1+𝛽𝛽𝑃𝑃𝐵𝐵𝐺𝐺 Ω0(𝑧𝑧0) 𝐿𝐿 Ω0
𝑠𝑠 (𝑧𝑧0)−1𝑁𝑁𝑠𝑠−1�

𝑁𝑁𝑠𝑠 . 

 𝑓𝑓𝑍𝑍0(𝑧𝑧0) and ℒ𝐼𝐼(𝛽𝛽)  are the PDF of 𝑧𝑧0 and the Laplace transform 
of interference, respectively, given by 

𝑓𝑓𝑍𝑍0(𝑧𝑧0) = 2𝜆𝜆𝑀𝑀𝑧𝑧0𝑒𝑒−𝜋𝜋𝜋𝜋𝑧𝑧0
2, 

 

(10) 

ℒ𝐼𝐼(𝛽𝛽) =

𝑒𝑒
−2𝜋𝜋𝜋𝜋 ∫ 1−∑ 1

�1+𝛽𝛽𝑃𝑃𝐵𝐵𝐺𝐺 Ω𝑖𝑖
(𝑧𝑧)𝐿𝐿 Ω𝑖𝑖

𝑠𝑠 (𝑧𝑧)−1𝑁𝑁𝑠𝑠−1�
𝑁𝑁𝑠𝑠𝑃𝑃

𝑠𝑠(𝑧𝑧)𝑧𝑧𝑧𝑧𝑧𝑧𝑠𝑠
∞
𝑧𝑧0

, 

 
 

(11) 

C. SINR Coverage Probability 
 

The received SINR at the typical AUe can be written as 
 

𝛾𝛾 =
𝑃𝑃𝐵𝐵ℎ𝑧𝑧0

𝑠𝑠 𝐺𝐺 Ω0(𝑧𝑧0) 𝐿𝐿 Ω0
𝑠𝑠 (𝑧𝑧0)−1

𝐼𝐼+𝜎𝜎𝑛𝑛2
, 

 
(12) 

 
 

where 𝜎𝜎𝑚𝑚2 denotes the variance of the Gaussian thermal noise 
component.  
 

 SCP is defined as the probability that the received SINR is 
above an SINR threshold 𝛾𝛾𝑢𝑢ℎ. SCP can be formulated as follows 

 

Figure 2.  Coverage probability vs. BS density. 

 

𝑆𝑆𝐸𝐸𝑃𝑃(𝜏𝜏, 𝛾𝛾𝑢𝑢ℎ) = ℙ(𝛾𝛾 > 𝛾𝛾𝑢𝑢ℎ)

= ��(−1)𝑘𝑘+1 
𝑁𝑁𝑠𝑠

𝑘𝑘=1

�
𝑁𝑁𝑠𝑠

𝑛𝑛
�� 𝑒𝑒

−𝜇𝜇 𝜎𝜎𝑛𝑛2
 𝜏𝜏  ℒ𝐼𝐼(𝜇𝜇)𝑃𝑃𝑠𝑠(𝑧𝑧0) 

∞

0𝑠𝑠

 

 
 
 
 

(13) 
          × 𝑓𝑓𝑍𝑍0(𝑧𝑧0) 𝑑𝑑𝑧𝑧0, 

where 𝜇𝜇 =
𝑘𝑘𝑁𝑁𝑠𝑠(𝑁𝑁𝑠𝑠!)

1
𝑁𝑁𝑠𝑠𝛾𝛾𝑡𝑡ℎ𝐿𝐿 Ω0

𝑠𝑠 (𝑧𝑧0)

𝑃𝑃𝐵𝐵𝐺𝐺 Ω0(𝑧𝑧0)
, ℒ𝐼𝐼(𝜇𝜇) is the Laplace transform 

of interference given by 
 

ℒ𝐼𝐼(𝜇𝜇) = 

𝑒𝑒
2𝜋𝜋𝜋𝜋 ∫ ∑ 1− 1

�1+𝜇𝜇𝑃𝑃𝐵𝐵𝐺𝐺 Ω𝑖𝑖(𝑍𝑍) 𝐿𝐿 Ω𝑖𝑖
𝑠𝑠 (𝑍𝑍)−1𝑁𝑁𝑠𝑠−1�

𝑁𝑁𝑠𝑠  𝑧𝑧𝑃𝑃𝑠𝑠(𝑧𝑧) 𝑧𝑧 𝑧𝑧𝑧𝑧𝑠𝑠
∞
𝑧𝑧0

 

, 

 
(14) 

IV. SIMULATION RESULTS 
In this section, we analyze the system coverage performance 

and validate the analytical results through Monte Carlo simula-
tions in wide simulation area.  We consider a dense urban envir-
onment, according to [16] we set 𝑎𝑎 = 1, 𝑏𝑏 = 0.106, 𝛿𝛿 = 1, and 
ℎ𝐵𝐵 = 25 m. Since we have considered an up-tilted antenna 
model, the AUe altitude must be higher than that of the BS, in 
this case ℎ𝑢𝑢 > 25 m. The transmit power 𝑃𝑃𝐵𝐵 = 20W, and 𝜆𝜆 =
10−5. The path loss and fading parameters are given as follows 
𝜂𝜂𝐿𝐿 = −41.1dB, 𝜂𝜂𝑁𝑁 = −32.9dB, 𝛼𝛼𝐿𝐿 = 2.2, 𝛼𝛼𝑁𝑁 = 3.75, 𝑁𝑁𝐿𝐿 =
2, 𝑁𝑁𝑁𝑁 = 1. Similar to [9], we set 𝜃𝜃ℎ = 60° and 𝐺𝐺𝑢𝑢ℎ = 60dBm. 
𝑇𝑇 = 1s, 𝜏𝜏 = 0.5, 𝜉𝜉𝑢𝑢ℎ = −35dB, 𝛾𝛾𝑢𝑢ℎ = −35dB. 

     Figure 2 shows the impact of BS density 𝜆𝜆 and AUe altitude 
ℎ𝑢𝑢, on the ECP and SCP. We can see that ECP increases with 
higher λ and ℎ𝑢𝑢, while SCP decreases. Because when there are 
several BSs and ℎ𝑢𝑢 is high, the received SINR decreases as the 
typical AUe is confronted with an amplified level of 
interference, mainly from BSs with a LoS communication link 
while increasing the BS density increases the energy harvested 
by the typical AUe. Additionally, the simulation results align 
exactly with the analytical results confirming the correctness of 
our coverage analysis. 
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Figure 3.  Energy Coverage probability vs. Aerial user altitude ℎ𝑢𝑢. 

     Figure 3, presents the ECP versus the AUe altitude ℎ𝑢𝑢 with 
different tilt angle 𝜃𝜃𝑢𝑢𝑢𝑢 and different threshold 𝜉𝜉𝑢𝑢ℎ.  It is obvious 
that increasing AUe altitude ℎ𝑢𝑢 improves the  ECP for different 
𝜉𝜉𝑢𝑢ℎ. Because the communication link between the typical AUe 
and BS becomes more free of obstructions resulting in improved 
energy harvesting from the BS. Furthermore, it can be observed 
that increasing the threshold 𝜉𝜉𝑢𝑢ℎ diminishes the ECP since more 
energy is required to guarantee seamless 3D coverage. It is 
worth noting that the tilt value doesn't really affect the ECP, 
mainly at low threshold. However, at high threshold and high 
altitude, increasing the tilt angle from 𝜃𝜃𝑢𝑢𝑢𝑢 = 40° to 𝜃𝜃𝑢𝑢𝑢𝑢 = 60° 
deteriorates the ECP. 
 

     To show the impact of the AUe altitude ℎ𝑢𝑢 on the SCP, we 
plotted in Figure 4 the SCP as a function of the AUe altitude ℎ𝑢𝑢 
with different tilt angle 𝜃𝜃𝑢𝑢𝑢𝑢 and SINR threshold 𝛾𝛾𝑢𝑢ℎ. It is 
obvious that the SCP deteriorates as both the altitude ℎ𝑢𝑢 and the 
SINR threshold increases. This can be explained by the fact that 
at high altitude ℎ𝑢𝑢, the communication link between the typical 
AUe  and most BSs remains LoS, as there are no physical 
obstacles that are likely to disrupt the connection. This causes 
significant interference to the AUe from LoS BSs, resulting in 
an extremely low SINR, leading to a limited coverage. On the 
other hand, as ECP, increasing the tilt angle deteriorates PCS, 
especially at high altitudes, because the BS's antenna lacks the 
necessary range. 
 

V. CONCLUSION 

      This paper investigated joint the energy and SINR coverage 
probability in cellular-connected UAVs. The SWIPT was 
adopted to simultaneously harvest energy and transmit 
information. We considered an up-tilted antenna model in BSs 
to serve the AUes instead of the down-tilted antenna. We 
derived both the ECP and SCP expressions considering that the 
typical AUe is connected to the nearest BS. The analytical 
results validated by Monte Carlo simulations showed that ECP 
can be improved with a high density of BS. In addition, both of 
ECP and SCP can be improved by carefully adjusting the AUe 
altitude and the tilt angle. 

 
Figure 4.  SINR Coverage probability vs. Aerial user altitude ℎ𝑢𝑢.  
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Abstract— In this paper, we propose a novel EBG/AMC 

uniplanar reflector, integrated with a low-profile T-shaped slot 

antenna, for Internet of Things (IOT) applications in wireless 

communications. The last antenna structure, which has an 

optimized overall dimension of 80×80×0.51 mm3, is designed in 

two phases in order to operate at 5.8 GHz. Initially, the 

performances of the T-shaped slot, etched at the top of the 

substrate, are investigated using Computer Simulation 

Technology (CST) Microwave Studio. The obtained results show 

an operating impedance bandwidth of 11.89 % and a reflection 

coefficient less than -57 dB at 5.8 GHz frequency. Next, in order 

to realize gain enhancement, side lobes reduction, and surface 

waves suppression, the proposed T-shaped slot antenna is backed 

by a 55 uniplanar EBG/AMC structure placed at a distance 

equal to 13 mm from the antenna. The final proposed 

combination is also designed and optimized. The simulated 

results show a maximum gain improvement of 5.25 dBi. 

Keywords: uniplanar EBG/AMC reflector, T-shaped slot antenna, 

gain improvement, IOT. 

I. INTRODUCTION 

       In wireless communications systems, one of the most 

revolutionary and impactful advances of our times is the IOT 

technology which has profoundly transformed our modern 

society and changed the human environment interaction [1]. 

The latter one refers to a vast network consisting of 

interconnected physical devices, sensors, actuators and 

additional items integrated with software, connections for the 

purpose of connecting and exchanging data over the internet. 

This networked environment enables seamless connectivity 

and interoperability, transparency, and advancements in 

communication and data sharing [2].The IOT applications are 

vast and can potentially affect a wide range of industries and 

sectors. 

Some of the key areas, where IOT has a huge impact on our 

daily lives, include smart home automation [3], healthcare, 

wearable devices [4], precision agriculture [5], smart cities 

and other applications in other sectors [6]. Although IOT is 

not a wireless standard, it relies on wireless communications 

protocols such as WLAN, WiMAX, ZigBee and LTE to 

support connectivity and data exchange between devices. 

These wireless standards, which differ in coverage, data 

transfer speed, power consumption and range, allow IOT 

devices to successfully interoperate based on each 

application's needs and communication mode [7]. Planar 

antennas play a crucial role in IOT deployment applications 

while ensuring reliable and easy wireless connections of IOT 

devices in a network or infrastructure. Due to their compact 

size, ease of integration, and ability to provide stable wireless 

connectivity, this type of antennas actually allows IOT devices 

to communicate, depending on the design and requirements, 

over short to medium distances [8]. Some of the prominent 

IoT applications, such as off-body ones at 5.8 GHz 

(corresponding to the ISM band), require the use of high-gain 

antennas with a directed radiation pattern [9]. These antennas 

are designed to allow the signal strength to be focused in a 

certain direction, which is essential to ensure optimal 

connectivity and performance in circumstances where the 

devices are not physically attached to the body. Recently, 

various techniques have been proposed to improve antenna 

gain while reducing its front-to-back ratio.  This is achieved 

by controlling unwanted radiation and minimizing signal 

interference from undesired directions. These advancements 

include the application of metamaterials such as Artificial 

Magnetic Conductor (AMC) and Electromagnetic Band Gap 

(EBG) [10]. For example, in [11], a microstrip antenna based 

on the use of an optimized mushroom-like EBG structure is 

proposed to operate at 5.8 GHz. The proposed design has the 

ability to increase the gain without affecting the antenna 

geometric parameters. However, the high number of metallic 

vias, used in this structure, have increased the design 

complexity and the manufacturing cost of this antenna 
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structure. To overcome this problem, the authors in [12] have 

proposed the use of uniplanar EBG without metallic via to 

permit offering simplicity of fabrication, planar integration 

and lower losses. Additionally, to decrease the overall size of 

these antennas, the use of resonant cavity Fabry-Perot 

structures, based on AMC, has proven to be a favorable option 

[13-14-15]. The reduction of this size can also be achieved by 

the combination of Partially Reflective Surface (PRS) with 

AMC [16].  

In this paper, a novel EBG/AMC uniplanar reflector, 

integrated with a low-profile T-shaped slot antenna, is 

proposed for IOT applications including off-body ones.  

The first aim of this study is to enhance the gain of T-shaped 

slot antenna operating at 5.8 GHz to achieve directive 

radiation characteristics which is suitable for off-body IOT 

devices. Its second objective, is to reduce the antenna profile 

and improve its gain by reducing the levels of the side lobes of 

its radiation pattern. This is realized by the combination of this 

antennal structure with a novel uniplanar EBG/AMC reflector. 

This paper is organized as follows: Section II describes the 

geometry and the design of EBG/AMC unit cell in the first 

place and T-shaped slot antenna integrated with EBG/AMC 

reflector in the second place. In the third section are reported 

the simulation results and discussions. Finally, we end up by a 

conclusion. 

 

II. ANTENNAS FOR ON/OFF AND IN-BODY 

COMMUNICATIONS 

 

When designing antennas suitable for On/Off body 

communication, several challenges must be taken into 

account. The latter ones include impedance matching, 

radiation pattern, size, cost, weight, and performances. For 

example: On-body antenna requires omnidirectional radiation 

characteristics and low frequencies. These lasts have a greater 

ability to mitigate the effects of shadow fading due to their 

longer wavelength and increased diffraction strength. On the 

other hand, the higher frequencies are employed for Off-body 

communication sidelobes level reduction and gain 

enhancement [17]. Off-body IoT applications involve 

wearable or implantable devices that interact with the 

environment and communicate data wirelessly. This makes the 

choice of antenna materials a vital consideration. Indeed, the 

materials used in these antennas must meet specific 

requirements to guarantee optimal performance directly 

related to the connection between portable wireless devices 

and the human body. This association comes from the fact that 

the human body has a distinct electrical conductivity, 

consisting of multiple layers with varying thicknesses and 

dielectric properties. This interaction has a negative impact on 

both gain and efficiency of on-body antennas. Moreover, body 

reflections can completely disrupt the frequency spectrum [18-

19]. Another factor of this type of antennas is the gain which 

needs to be enhanced especially for off-body applications in 

order to create a directional radiation pattern allowing 

to effectively communicate information from the patient to the 

physician [20]. 

 

III. DESIGN OF T-SHAPED SLOT ANTENNA 

INTEGRATED WITH AN EBG/AMC REFLECTOR 

A. EBG/AMC unit cell 

The proposed uniplanar EBG/AMC unit cell is presented in 

figure 1 (a).  

 
(a) 

 
(b) 

 
(c ) 

Figure 1. Configuration of EBG/AMC unit cell (a). Geometry of the proposed 
EBG/AMC unit cell (b). Dispersion diagram (c). Reflection phase. 
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As illustrated in this figure, this unit cell is designed using 

FR4 substrate having a permittivity of 4.3 and thickness of 1.6 

mm, with metallic patch in the center and square slot at the 

edge of unit cell. Here, the shape of the metal patch and the 

four-square slot control, according to their dimensions, the 

band gap and reflection phase of the unit cell. This is due to 

the variation in the current path within the uniplanar 

EBG/AMC unit cell. The latter one exhibits thus LC behavior 

at a frequency of 5.8 GHz. In addition, the surface exhibits 

high impedance characteristics. It is worth noting that the 

uniplanar EBG cell, proposed in this study, has the same 

characteristics as the AMC cell, which does not require a 

metal via which reduces the complexity of the proposed 

structure to provide a flexible design for off-body 

applications. The optimized parameters of uniplanar 

EBG/AMC unit cell are given as follows: P=16 mm, n1= n2 

=2.5 mm, n3= 6.5 mm, n4= 1mm. 

The variation, in the dimensions of the metallic and dielectric 

parts (corresponding respectively to the inductive and 

capacitive effects) affects the operating band of the proposed 

EBG/AMC unit cell. Indeed, when the inductive effect 

increases, following the reduction in the dimensions of the 

square slots, there will be a shift in the bandgap towards the 

lower frequencies. To calculate both band gap and reflection 

phase, presented respectively in figure 1. (b) and (c), 

numerical simulations are performed using CST Microwave 

studio. Indeed, the dispersion diagram is extracted by applying 

periodic boundary conditions in both x- and y-directions. In 

addition, the reflection phase is extracted using the boundary 

conditions, in the x and y directions, of the unit-cell excited by 

a plane wave along z-direction. 

 

B. Design of T-shaped slot antenna integrated with 

EBG/AMC reflector 

In order to realize the gain improvement of the T-shaped slot 

antenna, the uniplanar EBG/AMC reflector is integrated 

within the latter to obtain a combined structure. The T-shaped 

slot antenna, presented in figure 2, is printed on RO4003C 

substrate having permittivity of 3.55, loss tangent of 0.0027 

and thickness of 0.51 mm. It is excited by a simple micro-strip 

feedline printed on the bottom of substrate while the T-shaped 

is etched on its top layer. The optimized dimensions of the 

proposed T-shaped slot antenna are given as follows: w=80 

mm, Lf= 56.43 mm, wf= 2 mm. 

 
(a) 

 
(b) 
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(c ) 

Figure 2. The proposed T-shaped slot antenna:  

(a) Top view; (b) Bottom view; (c) Side view. 

 

 
Figure 3. Reflection coefficient of the proposed T-shaped slot antenna. 

Figure 3 shows the reflection coefficient of the proposed T-
shaped slot antenna that has a loss of -58 dB at 5.8 GHz and 
impedance bandwidth of 10.53% (from 5.49 GHz to 6.18 
GHz). 

The dimensions of the proposed antenna, designed together 
with the feedline, are likewise optimized using the CST 
microwave studio to allow the optimization of the resonance at 
the 5.8 GHz frequency, with an impedance bandwidth of 11 
.83% (from 5.49 GHz to 6.18 GHz). This is due to the fact that 
the antenna feed line had an impact on the resonating 
frequency. Indeed, the variation in the current path through the 
structure (meaning variation of inductive and capacitive effect), 
similar to the variation of the dimensions of the T-shaped slot, 
increases the frequency shifts towards the lower frequencies. 

In order to achieve high performances, in terms of gain 
enhancement, side lobes reduction and surface wave 
suppression, the proposed T-shaped slot antenna is integrated 

with the proposed 5x5 uniplanar EBG/AMC reflector, as 
shown in Figure 4. The overall size of the resulting antenna 
structure is 80x80x0.51 mm3. As shown in Figure 5, we 
reached a gain improvement of 5.25 dBi. 

 

Figure 4. The proposed T-shaped slot antenna backed by the proposed 
uniplanar EBG/AMC reflector.  

 

Figure 5. Realized gain of the proposed T-shaped slot antenna integrated with 
the proposed uniplanar EBG/AMC reflector. 

IV. RESULTS AND DISCUSSIONS 

The proposed structure was simulated, using CST microwave 
studio, in order to test its performance. At this point, the T-
shaped slot antenna and the proposed uniplanar EBG/AMC 
reflector were simulated and optimized separately and then 
combined to form the proposed antenna backed by EBG/AMC 
reflector. The simulation results are shown in Figure 6.  This 
figure shows the 2-D radiation patterns of both proposed 
antenna-alone and the structure resulting from its combination 
with the proposed uniplanar EBG/AMC reflector. At this time, 
the beam is tilted towards the desired angle (0°). As shown in 
this figure, the results show that by integrating the proposed 
uniplanar EBG/AMC reflector with T-shaped slot antenna, the 
back lobes are completely reduced. The gain presents 
consequently a maximum improvement of 5.25 dBi. 
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(a) 

 

(b) 

 

 

 

 

(c) 

Figure 6. Simulated Radiation patterns of the antenna with and without 

EBG/AMC reflector:(a) 2-D radiation pattern of the antenna with and without 

EBG/AMC reflector;(b) 3-D radiation pattern of reference antenna;(c) 3-D 
radiation pattern of the proposed antenna backed by uniplanar EBG/AMC 

reflector. 

 

The proposed uniplanar EBG/AMC reflector based-structure is 
compared to the most relevant of those reported in the 
scientific literature. The results are summarized in Table 1. As 
shown in this table, the proposed structure presents better 
performances, in terms of gain improvement and bandwidth, 
compared to those presented in references [11], [13],[14],[15] 
and [16]. In addition, it has an optimized overall dimension 
compared to those of the references mentioned above. Finally, 
the proposed antenna meets the needs of off-body IOT 
applications, as it has important characteristics such as high 
gain, wide bandwidth, directional radiation pattern, and simple 
complexity. All these features make this structure easy to 
implement on the human body without affecting the overall 
antenna performances. 

TABLE I.  THE PROPOSED ANTENNA VERSUS OTHER RELATED WORKS 

Reference Operating 

frequency 

(GHz) 

Antenna size 

(mm3) 

Gain 

improvement 

(dBi) 

BW(%) Reflector 

type 

[11] 5.8 1.21λ1.21λ0.05λ 2.7 7.20 EBG 

[13] 5.2 1.53λ1.53λ0.26λ 4.5 9.30 AMC 

[16] 5.8 1.54λ1.93λ 3.5 5.23 AMC+FSS 

[14] 5.8 0.85λ0.85λ0.03λ 1.5 5.22 AMC 

[15] 2.4 0.43λ0.43λ0.03λ 5.16 2.76 AMC 

This work 5.8 1.54λ1.54λ0.23λ 5.25 11.89 EBG/AMC 

 

V. CONCLUSION  

In this paper, a T-shaped slot antenna with a low-profile 
integrated with novel reflector, for IOT applications, is 
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proposed. The latter antenna, having impedance bandwidth 
of 11.89% and reflection coefficient less than -57 dB at 5.8 
GHz, is backed by a novel 55 uniplanar EBG/AMC unit cell 

which exhibit simultaneous bandgap proprieties and zero 
phase reflection at 5.8 GHz.  
The resulting gain enhancement is 5.25 dBi, showing that 
the uniplanar EBG/AMC has a substantial impact on 
reducing both surface waves and antenna back lobes. The 
obtained results have shown that the proposed antenna is 
able to offer good performances for off-body IOT 
applications.  
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Abstract— The aim of this paper is to presents a design and 

simulation of Rectangular Microstrip Patch Antenna for WLAN 

applications. The proposed antenna is operated at frequency of 2.4 

GHZ with -63.5dB return loss and 0.01 VSWR values. The results 

are obtained by HFSS simulation software tool and the graphs of 

antenna parameters are analyzed and plotted such as the gain, 

bandwidth, return loss and VSWR. The design of the proposed 

antenna is mainly focused on WLAN (802.11b/g/n) applications. 

The proposed antenna is designed using FR4 Epoxy material 

characterized by relative permittivity of 4.4 as a substrate, height 

of 1.6 mm from the ground plane, input impedance of 50 ohms and 

microstrip-line fed is used as a feeding method 

Keywords: Rectangular Microstrip Patch Antenna, WLAN, 

Return Loss, HFSS. 

I. INTRODUCTION 

An antenna is an essential element of any wireless 
communication system to transmit or receive electromagnetic 
waves in the free space representing the transmitted or received 
information. [1]. Antenna is an electromagnetic transducer, used 
to convert, in the transmitting mode, guided waves within 
transmission lines to radiated free-space waves, or to convert, in 
the receiving mode, free-space waves to guided waves [2]. There 
are several types of antennas such as: Wire antenna, Aperture 
antenna, Microstrip antenna, Array Antenna, Reflector antenna, 
Lens antenna [3]. Among all types of antennas, the microstrip 
antenna is one of the most variation designs in term of 
architectures, shapes and feeding methods. 

The microstrip antenna was first proposed by Deschamps in 
year 1953, but the first time to came into existence is around the 
1970's [4], is a simple antenna mainly used at microwave 
frequency (above 1 GHz), is consisting of a dielectric substrate 
containing at the top a radiated patch and at the bottom a ground 
plane. Usually, the radiated patch and the ground plane is a thin 
layer fabricated from copper or gold which is a good conductor. 
The microstrip patch antennas have several advantages, they are 
electrically thin, lightweight, low-cost fabrication, conformable 

and so on [2]. In the recent years, because of their good 
characteristics the microstrip patch antennas is widely used in 
large number of applications such as global positioning system 
(GPS), ZigBee, Bluetooth, WiMAX, Wi-Fi applications, 
802.11a,b,g, and others [5]. 

The limitation of this antenna is narrow Bandwidth, lower 
Gain and weak radiating pattern. The improvement in the 
limitations is the challenging task for the researchers, because 
the good design of the antenna can relax system requirements 

and improve overall system performance [2]. 

II. ANTENNA DESIGN 

The proposed antenna is operating at frequency of 2.4GHZ 
and was designed using FR4 Epoxy material with relative 
permittivity of 4.4 and substrate height of 1.6 mm. The 
dimensions of the antenna can be obtained as follows: 

A. Width of the patch 

𝑊𝑝 =
𝑐

2∗𝐹𝑟
√

𝜖𝑟

2
      …..… (1) 

Where 𝑐 is speed of the light, 𝐹𝑟 is resonant frequency and 
𝜀𝑟 is the dielectric constant. 

B. Length of the patch 

𝐿𝑒𝑓𝑓 =
𝑐

2∗𝐹𝑟∗√𝜀𝑒𝑓𝑓
    …..… (2) 

The effective dielectric constant 𝜖𝑟𝑒𝑓𝑓  is given by 

𝜀𝑒𝑓𝑓 =  (
𝜀𝑟+1

2
) + (

𝜀𝑟−1

2
) (√1 +

12ℎ

𝑊𝑝
)     …..… (3) 

Where ℎ is substrate height and 𝑊𝑝 is the patch width. 

C. Dimensions of the ground plane 

𝑊𝑔 =  𝑤𝑝 + 6ℎ    …..… (4) 

𝐿𝑔 =  𝐿𝑝 + 6ℎ     …..… (5) 
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D. Feed Technique 

There are four fundamental techniques to feed or excite a 
microstrip patch antenna, namely microstrip-line fed, probe-fed, 
aperture-coupled and proximity-coupled [6]. The microstrip line 
fed technique is used as feeding method in the proposed antenna. 
Among all other feeding techniques, the edge-feeding of 
microstrip patch have several advantages, the features of this 
technology are its ease of fabrication, when the feed network and 
radiating patches can be built on some board [6]. 

III. SIMULATION 

The dimensions of the antenna can have obtained using the 

above equations, we can now design it on HFSS software tools. 

The first step in the design is defining the ground plane on 
the XY Plane and then building the substrate over it with 
assigning the materiel as FR4 Epoxy with dielectric constant of 
4.4 and thickness height of 1.6 mm, then the rectangular patch 
and the feed line is modeled on the top face of the substrate, also 
a radiation box surrounds the antenna and a source port are 
defined on the XZ Plane. The next step is Assigning Boundaries 
and Excitations, PerfectE boundary for the ground plane, the 
patch, and the feed line. Radiation boundary for the radiation 
box, Also Lumped port excitation is assigned to the source port 
with input impedance of 50 ohms. The final step is adjusting the 

solution setup. 

The proposed antenna geometry is shown in Figure.1. 

Figure 1: Geometry of the proposed antenna. 

The parameters used in the design are illustrated in Table-1. 

Table 1: Dimensions of the proposed antenna. 

Parameters Description Values [mm] 

Wp Patch width 37.29 

Lp Patch length 28.22 

H Substrate height 1.6 

Wf width Feed line 2.98 

Lf Feed line length 15 

Wt Feed line width 1.01 

Lt Feed line length 17.45 

 

The designed antenna in HFSS is shown in Figure. 2. 

Where the pink rectangle and line represents the patch and 
the feed line respectively, the purple box represents the 
substrate, the transparent box represents the radiation box and 
the green rectangle shows the source port. 

 

Figure 2: Side view.  

 

Figure 3: Top view. 

IV. RESULTS 

After completing the proposed antenna design, we got to the 
simulated results of the antenna which includes return loss (S11 
parameter), VSWR, 2D radiation pattern as well as 3D radiation 
pattern, following waveforms shows the simulated results of the 

antenna. 
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A. Gain 

The gain is one of the fundamental antenna parameters, is 
describes how much power is transmitted in the direction of 
peak radiation to that of an isotropic source. The gain of the 

proposed antenna is shown in figure 4. 

 

Figure 4: Gain total. 

B. Return Loss 

Figure 5 displays Simulated return loss Vs. frequency plot of 
proposed microstrip patch antenna obtained by HFSS software. 
We could observe that the designed antenna is providing -
63.50dB return loss value at frequency of 2.43GHz. 

 

Figure 5: Return Loss. 

C. Voltage Standing Wave Ratio 

The VSWR is an important parameter for the 
communication device. It tells as how perfectly the antenna is 

matched to the cable impedance without any reflection. In 
figure 6 we got voltage standing wave ratio with minimum value 
of 0.01 at 2.43GHz frequency. 

 

Figure 6: VSWR. 

D. Radiation pattern 

A radiation pattern defines the variation of the power 
radiated by an antenna as a function of the direction away from 
the antenna. Figures 7, 8 shows the 2D radiation pattern and 3D 
radiation pattern. 

 

Figure 7: 2D radiation pattern. 
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Figure 8: 3D radiation pattern. 

 

V. CONCLUSION 

This paper presents a design of a rectangular microstrip 
patch antenna operate at 2.4GHz frequency with microstrip line 

feed. The patch is made on a dielectric substrate by FR4 Epoxy 
materiel with a thickness of 1.6 mm and a relative permittivity 
of 4.4. Length and width of the patch are calculated as 37.29mm 
and 28.22mm respectively. Loss tangent for the dielectric is 
0.02. Minimum value of S11 is –63.5dB at 2.43GHz. At the 
same frequency VSWR is 0.01dB 
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